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Preface

Nowadays, the electrical energy demand is growing worldwide very fast, and accord-
ingly, the energy crises directly impact economics, society, and the development
of any country. Modern energy systems are changing rapidly and reveal progres-
sively many-sided features. Renewable energy sources such as solar, wind, and other
renewable sources are capable enough to meet the growing load demand, which
reduces the dependency on conventional fossil fuels. Alternatively, fossil fuel-based
energy generation is the direct source of critical global warming issues. There-
fore, promoting the use of renewable energy sources, for meeting electrical energy
demand, is an important strategy to enhance the energy security of any country. In this
connection, wind and solar-based electrical power generation has gained the atten-
tion of researchers all over the world. This enables high penetration of renewable
sources with the main electrical grid. Power generation from these renewable energy
resources is intermittent because of its dependence on environmental conditions. As
a result, the power generation from solar and wind systems keeps on fluctuating and
directly impacts the voltage magnitude, supply frequency, and waveform, and hence
on the quality and quantity of supplying power to the interconnected grid system.
The electrical energy system is currently experiencing substantial transforma-
tions due to the increasing utilization of renewable energy systems and integrating
electric vehicles in the current transportation system. Environmental compliance
and energy saving are becoming increasingly crucial in the future. Today’s need is
to increase grid reliability and sustainability while considering customer services
and grid operation. The changes are especially significant in the power distribution
system, which must be changed into a smart grid or automated distribution system
to effectively manage the system operation. The smart grid, also known as the next-
generation/future grid, is a broadly spread automated energy delivery network that
employs two-way electrical and information exchanges. The smart grid implemen-
tation will satisfy environmental standards to emphasize demand response events
and efficient energy management. The smart grid supports plug-in electric vehicles,
renewable distributed generation, and energy storage technologies, and these tech-
nologies have a significant impact on the system/grid. The integration of electric
vehicles (EVs) provides opportunities and significantly impacts the microgrid/smart
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grid. EVs can be used as flexible loads in bi-directional mode either as grid-to-vehicle
(G2V) for EV charging or vehicle-to-grid (V2G) to provide energy to the grid. The
future plug-in-EVs infrastructure may be used to access the electricity from the smart
grid to maximize the benefits of V2G mode.

The aim of this book is to provide an essential reference source, building on
the available literature in the area of microgrid/smart-grid operation and control,
providing further research opportunities in the field of renewable energy systems
and electric vehicles. This specific text is expected to provide the primary and major
resources necessary for researchers, academicians, students, faculties, and scientists
across the globe to adopt and implement new inventions in the thrust area of renewable
generation and their utilization. Therefore, the book provides knowledge on planning
of hybrid renewable energy systems, electric vehicles and microgrids operation,
control and optimization to share up-to-date scientific advancements in the core and
related area. The main objectives of the book are as follows:

e Identify and explore the scope of different modeling, operation, and control
methods for microgrids or smart grids with high share of renewable energy
resources.

e Identify the opportunities of modern electric vehicle technology related to
modeling, operation, and control and also explore its impacts on the grid.

e Identify and explore the possible configurations, operation, and control of hybrid
renewable system for efficient energy management including a storage system.

e Identify the different modeling, operation, and control schemes/algorithms/
approaches/techniques for implementation in future development of micro-
grids/smart grids, electric vehicles technology, and hybrid renewable systems.

From recent trends, it can be observed that research is mainly focused on the plan-
ning of renewable energy systems, electric vehicles, and microgrids or smart grids
based on the efficient modeling and control of microgrids in a smart grid environ-
ment to maximize technical, social, and economic benefits by applying the different
advanced computational intelligence/optimization techniques. In the smart grid envi-
ronment, applying different methods such as artificial intelligence has become a
trend. This book will provide vast knowledge in the focused area to the researcher
and it will also give common sources of information to the power engineers and
academicians. Researchers are highly involved in this area because energy demand
is exponentially growing, whereas energy resources are depleting day by day. This
requires optimal allocation and utilization of different renewable sources in electrical
power and energy system. This edition of the book will be a source of motivation
to the researchers working in the area of renewable distributed generation, micro-
grid, automation of power distribution, electric vehicle, and synchronized operation
of the solar system, battery, and grid. This book will include chapters that focus
on novel solution methodologies and current research in the focused area related to
modeling, control, and optimization approaches. This book covers a wide range of
diverse applications together with novel basics, modeling, control, and experimental
results.
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This book consists of 37 well-structured full chapters contributed by subject
experts specialized in various topics addressed in this book. The included chapters in
this book have been brought out after a rigorous review process in the broad areas of
hybrid renewable systems, electric vehicles, and microgrids: modeling, control, and
optimization. The main importance has been given to those chapters that offer novel
approaches, experimental systems, and practical systems solutions in the recent era
of renewable energy systems, EVs, and microgrids.

Durgapur, India Aashish Kumar Bohre
Nagpur, India Pradyumn Chaturvedi
Kristiansand, Norway Mohan Lal Kolhe
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About This Book

This book focuses on various challenges, solutions, and emerging technologies in the
area of operation, control, design, optimization, and protection of microgrids in the
presence of hybrid renewable energy sources and electric vehicles. The utilization
of renewable energy sources (RES) offers a sustainable, economic, and eco-friendly
solution for the modern power system network. This book provides an insight on the
potential applications and recent development of different types of RESs including
AC/DC microgrid, RES Integration issues with grid, electric vehicle technology, etc.
Currently, the development of electric vehicles (EVs) and AC/DC smart microgrids
are growing very fast worldwide due to numerous techno-socio-economic advan-
tages within the system and meet the present global requirement. It is designed as
an interdisciplinary platform for audiences working in the focused area to access
information related to energy management, modeling, and control. It covers funda-
mental knowledge, design, mathematical modeling, application, and practical issues
with sufficient design problems and case studies with detailed planning aspects. This
book provides a guide for researchers, academicians, practicing engineers, profes-
sionals, and scientists, as well as graduate and postgraduate students working in the
area of various applications of RES, electric vehicles, and AC/DC Microgrid.
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Chapter 1 ®)
Introduction Check for

Aashish Kumar Bohre, Pradyumn Chaturvedi, Mohan Lal Kolhe,
and Sri Niwas Singh

Abstract This chapter provides an overview of renewable energy, electric vehicles,
microgrids or smart grids and their various applications. In the modern era, utilization
of renewable energy sources is growing fast in different combinations of hybrid
systems due to enormous availability and various technoeconomic advantages. A
hybrid renewable energy system integrates different non-renewable and renewable
sources along with storage systems to maintain system reliability and resiliency.
Electric vehicles (EVs) are more efficient in energy saving, emission reduction and
environmental protection than fuel-operated vehicles. As a result, EVs are becoming
important with different applications in the transportation sector to reduce global
warming. The adoption of EVs required sufficient charging infrastructure globally
for the sustainable and regular operation of it’s facilities. Therefore, the analysis of
the impacts of EVs on the distribution grid/microgrid/smart grid is necessary for a
reliable and economic operation of the system. The bidirectional electrical power
flows with two-way digital control and communication capabilities have poised the
energy producers and utilities to restructure the conventional power system into a
robust smart distribution grid. These new functionalities and applications provide a
pathway for clean energy technology. Further details in these areas are also presented
here to get quick knowledge about advantages, utilization, and applications in these
mentioned eras.
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Keywords Renewable Energy - Hybrid Renewable Energy System (HRES) -
Electric Vehicles (EVs) « Distribution grid/microgrid/smart grid

Nomenclature
RES Renewable energy system
EVs Electric vehicles

HRES Hybrid renewable energy system
V2G Vehicle to grid

V2H Vehicle to home

V2B Vehicle to building

ESS Energy storage system

DSM Demand-side management

SCADA  Supervisory control and data acquisition
AMI Advanced metering infrastructure

1.1 Hybrid Renewable Energy System

The alternate renewable energy resource becomes a necessity due to depleting nature
of conventional sources of energy and the continuous growth of energy demand. Also,
the use of fossil fuels has contributed to climate change and global warming over
the past decades and it has become essential to look towards environment-friendly
energy sources. Renewable sources like solar energy, wind energy, biomass are seen
as promising alternatives to conventional sources (Oladigbolu et al. 2020). However,
they are not without drawbacks. In solar energy systems, generation drastically falls
on cloudy days and at night; windmill output is low at low speeds and prone to
breakdown at high speeds; biomass plant performance drops at low temperature,
and so on. Compared to the conventional sources, their supply is irregular, uncertain
and has low energy densities, making them less reliable. A hybrid renewable energy
system (HRES) attempts to overcome these drawbacks by integrating more than
one power generation system into a single unit. It usually combines renewable and
conventional sources along with storage units to provide greener and more reliable
energy (Sawle et al. 2021; Rezk et al. 2020). The general block diagram is shown
in Fig. 1.1. Different storage systems can be used to ensure uninterrupted power
supply when the power obtained from the sources is not enough to feed the load.
Recent studies focus on the integration of multiple renewable energy systems such
as solar, wind, biomass, micro-hydro and tidal and their various permutations and
topologies, depending on the availability and feasibility (Khan et al. 2017; Sawle
et al. 2018). Many research on hybrid wind and PV systems have been carried out in
terms of HRES modelling, size optimization, reliability analysis, environmental and
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Fig. 1.1 Conceptual block diagram to develop HRES System

economic assessment. With the advent of new technologies, modern energy storage
systems are cost-effective and more efficient. When integrated with renewable energy
sources, an energy storage system plays a vital role as it absorbs energy during high
generation and acts as a source during high demand. The storage device thus can
be used to reduce the fluctuations in power generated by the renewable sources that
are being exchanged with the grid. To improve the resiliency of the system/grid, it
can also be used as an emergency backup to satisfy the critical loads in the presence
of any disturbance. An array of energy storage options is available in the market,
such as super-capacitors, superconducting magnetic energy storage, compressed air,
pumped hydro storage, flywheels and rechargeable batteries.

The energy generation, control and storage elements used in HRES vary from
application to application depending mainly upon availability, demand and afford-
ability. After the selection of components, firstly, mathematical modelling for each
component needs to be done, for further optimization of the study system. HRES are
either grid-connected or off-grid. While grid-connected systems have the advantage
of selling surplus power and drawing power when demand is high, off-grid systems
are suitable for isolated remote locations (Khan et al. 2017; Sawle et al. 2018; Singh
and Bansal 2018).

1.2 Electric Vehicles (EVs)

The electric vehicles are the future, not because they are better for the environment
(which they are if you drive the car for any reasonable length of time) but because they
are just better vehicles. They have better acceleration and torque, easy to handle, have
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more efficiency than the other vehicles powered by fuel, quieter, there is no smell,
the investment is one time and it is very cheaper to run. As electric vehicle’s usage is
growing day by day the EVs in future becomes a reality (Silva et al. 2019). The time-
taking method of charging an EV becomes a major problem to accept the electronic
revolution of the automobile industry. Reducing the pollution in the environment is
the most important topic of the present times. Pollution mainly arises from the burning
of fossil fuel which emits CO, and other harmful gases in the environment. The
transportation sector is introducing technologically advanced Electric Vehicles (EVs)
which are ecofriendly. Developments in bidirectional capabilities of EVs batteries,
charging technologies and communication infrastructure give rise to concepts such
as Vehicle to Grid (V2G), Vehicle to Home (V2H), Vehicle to Building (V2B), etc.
EVs charging will put significant load demand on the grid as well as uneven charging
will create a disturbance in the grid (Rizvi et al. 2018). In order to reduce the burden
on the grid, EVs can be charged by renewable energy sources. Since solar is the most
widely available renewable energy source, it is considered for charging the EVs.
Solar charging stations can be installed at homes, offices, parking lots, public areas
and isolated areas. EV integration to the grid is the attraction of many researchers
and engineers around the world due to the rapidly growing numbers of EVs in the
global market. The use of EVs in the grid will play an important role in the future
smart grid technology. The EVs will enable the participation of consumers in the
energy sector (Moghaddam et al. 2018). Both utilities and the consumers will be
benefited from the integration of vehicles and grids. The different types of charging
methods are used for charging the EVs such as AC charging (slow), DC charging
(fast), induction charging, battery swapping and smart charging.

1.3 Microgrids and Smart Grids

Microgrids and Smart grids are emerging as the latest trending aspect in power
industries. The smart grid integrates the technology dealing with Information and
Communication in almost all aspects of power systems starting from electricity
generation till consumption in order to improve the reliability of energy consumption
and service, minimize the environmental impact, enable active participation of the
consumers, new products and markets, improves the efficiency leading to more safe
and reliable energy production and distribution. The other benefits include reducing
carbon emission, supporting the increased use of electric vehicles, and creating wider
employment opportunities (Dileep 2020; Srinithi et al. 2021). Smart grids can be seen
as a combination of microgrids and minigrids among which microgrid plays a major
role in accomplishing authentic and more secure energy supply for the retail load
as well as distributed generation. On the other hand, microgrid can be seen as a
decentralized energy system comprising distributed energy sources with demand
management, storage and generations with loads that are capable of operating either
in parallel or independently.
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The smart grid is an electrical network that integrates systems cost-efficiently. It
connects all users, generators, consumers to ensure economically efficient, sustain-
able power systems with fewer losses, good quality and security of supply. The
smart grid allows the integration of renewable technology, like solar and wind
power production and also the adoption of plug-in electric vehicles in electrical grid.
However, the implementation issues in the smart grid include interfacing renewable
energy source (RES), implementing energy storage system (ESS), connect or discon-
nect the grid operations, integrating decentralized renewable power in distribution
networks and developing demand-side management (DSM), when implementing
smarter electricity networks. Regarding trends in development & implementation
of smart grid, RE forecasting, RE scheduling, integrating supervisory control and
data acquisition (SCADA) for RE generation and integrating RES through a power
grid. Besides, installing advanced metering infrastructure (AMI), with price incen-
tives for DSM, enlarging balancing areas, testing of different battery technologies,
enhancing situational awareness, better visualization and stable operation of the grid
are provided in this chapter (Madureira et al. 2011; Palizban et al. 2014; Ferraro et al.
2018). The advanced distribution management system (ADMS) approach has also
addressed training, planning, optimizing, operating, analyzing and monitoring the
distribution network. ADMS includes SCADA, DMS, OMS and DSM to analyze and
manage DER. Besides, HEMT-based technology meets the needs for power distribu-
tion grid and end-user utilization. Therefore, new power electronic devices based on
wide bandgap semiconductor devices such as SiC and GaN have described improving
power density and power efficiency. Despite the benefits provided by smart grids,
there are few technical limits in the renewable generation on the smart grid. Control,
management and stability in power systems introduce several interesting issues for
realizing the smart grid in the existing power network. Therefore, this chapter anal-
yses the major issues associated with the integration of MW scale renewable energy
into the weak distribution network and its solution methodologies. Moreover, high
interfacing penetration of distributed energy resources (DER) with energy storage
and microgrid control systems is an essential feature of future distribution grids for
optimal utilization and management of DER. This feature helps distributed system
operators follow the right path for transforming their classical grids into smart grids.
High RES penetration to the existing power network can cause reliability and inter-
operability issues due to their intermittent nature resulting in uncertainty in the oper-
ation and control of the power system. In such an instance, ESS provides ancillary
services in the power generation source to balance the mismatch between supply
and demand. For this reason, ESS is a potential solution to support RES penetra-
tion for the smart grid. Concerning large-scale energy storage deployment in the
power grid, a cost-effective storage system along with design aspects, operation
and control of ESS in Distribution System Operator (DSO) for the smart grid are
presented to smooth renewable generation output (Srinithi et al. 2021; Madureira
et al. 2011; Palizban et al. 2014; Ferraro et al. 2018). Moreover, the impacts to large
penetration of ESS include voltage regulation, active frequency damping control,
wildfire impacts and transmission support are addressed to enhance the flexibility
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of distributed generation. Furthermore, frequency stability and control is a chal-
lenging problem in the design and operation of interconnected power networks. This
chapter explores a conceptual block diagram of inverter interfaced control such as
hierarchical control, virtual inertia control for maintaining power system frequency
within the specified operating range in a power system. Synchronverter is another
emerging technique discussed to overcome the deficit of inertia in the modern power
system using proper control strategy. For enhancing the power system resilience,
the end—end security life cycle and architecture of the resilient attack system for
Wide-Area Monitoring, Protection, & Control (WAMPAC) are further presented.
The potential solution is to form sustainable microgrids, which include RES and
ESS. Sustainable microgrids with an advanced control strategy are also provided to
enhance power system resiliency. With an increasing number of DG units integrated
at both transmission and distribution systems, they have a crucial role in maintaining
energy balance and power continuity as part of power quality (PQ) in future smart
grids. Thus, the various power quality issues at the consumption as well as supply
side, conventional and modern power quality control strategies are provided. Smart
grid technologies such as volt/var management system (VVM), supervisory control
and data acquisition (SCADA), power quality analyzer (PQA), geographic infor-
mation system (GIS), distribution automation (DA), advanced metering infrastruc-
ture (AMI), and smart inverters are further presented to manage and improve power
quality (Madureira et al. 2011; Palizban et al. 2014; Ferraro et al. 2018; John and Lam
2017). Simultaneously, solution methodologies with various control approaches are
compared in terms of their respective merits and outcomes while providing optimal
socio-economic benefits.

1.4 Conclusion

Renewable energy sources are the future of this world and converters are the
heart of this system. We are entering a new era of renewable sources of energy.
Our main supply will depend on a renewable resource; thus we have to prepare
for this era and fix the quality issues. Wind energy, geothermal energy, hydro
energy, tidal and biomass generate energy and battery used to store the power
thus it needs to convert into AC/DC or vice-versa through a converter. In conver-
sion and integration process of different devices, the system face some losses as
well as the power qualities issues like voltage sag, voltage dip (because of
faults). Nowadays, electric vehicles are growing very rapidly and it has become
necessary to better the world today. The electric vehicle provides a pollution-
free environment. The development of electric vehicles is not much satisfying
with the construction of charging facilities. There are plenty of methods adopted
in order to improvise the electric vehicle performance but there is only little
concern about the charging infrastructure and charging methods. In the smart grid,
the system deals with the recent developments, the advancements in technology,
the threats to security and approaches for its protection. A major study to be made is
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about assessing the costs of protecting the grid against the threat of solar storms that
send geomagnetic pulses slamming into vulnerable transformers and other critical
grid equipment.
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Chapter 2 ®)
Planning Methodologies of Hybrid oo
Energy System

Akhil Nigam and Kamal Kant Sharma

Abstract A hybrid system consists of conventional and nonconventional energy
systems for the achievement of reliable operation to keep the balance between energy
supply and load demand. Various methods have been employed for planning and
sizing of the hybrid energy system to get optimal location. Due to weather conditions,
some renewable energy sources such as solar and wind energy may be unable to
provide continuous supply. In addition, stability is an important issue. This may be
voltage stability, frequency stability, and rotor angle stability. Different optimization
techniques have been developed for optimizing the parameters of the hybrid energy
system. This manuscript deals with a review of different hybrid energy systems
with optimization techniques to achieve their best optimal location and sizing. Some
planning methods have been reviewed with in this manuscript and focused on the
development of a new hybrid energy system with advanced techniques.

Keywords Renewable energy system - Solar system + Wind power - Particle
swarm optimization - Genetic algorithm - Artificial bee colony algorithm

Abbreviations

PV Photovoltaic

NPC Net percent cost

RES Renewable energy sources
MPPT  Maximum power point technique
PSO Particle swarm optimization

HVAC  High voltage alternating current
ACO Ant colony optimization
HVDC  High voltage direct current

GA Genetic algorithm
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DCMG Direct current microgrid

2.1 Introduction

In the last decades, renewable energy source has increased unprecedented growth
with globalized manner by using different energy sources such as solar PV cell, wind
energy, hydropower, geothermal, biomass, etc. As per U.S. energy report, the energy
consumption falls by 4% in the previous year of 2021 and will increase by 1.4%
in year 2021. The report says that India will be the largest contributor in the field
of renewable energy production by 2021 and overall total production throughout
the world will be a double contributor as compared to 2020. These variable energy
sources are different in various aspects than conventional energy sources. These
renewable energy sources are required to produce electricity with increasing energy
demand and with suitable efficieny. In comparison to conventional energy sources,
various major aspects such as the small size of generators, location constrained,
non-synchronous type generators, low-run cost fall under the category of renewable
energy sources. Hence, these characteristics produce challenges in existing power
systems. These challenges may include capacity of transmission grid and sufficiency
of electricity generation. Renewable energy sources have taken considerable attrac-
tion throughout the world. All these things come due to insufficient amounts of fuels
and discontinuity of supply. By using fossil fuels, energy consumption is low and
overall efficiency is low due to large generation of gas emissions. In year 2019,
overall consumption of energy by using fossil fuels was 82% by using 12 billion tons
of fossil fuels.

Apart from this, numerous renewable energy sources have been implemented in
different countries. Bioenergy production is carried out by using biomass to be used
to generate renewable electricity and thermal electricity. All energy production goes
under different processes like pyrolysis, hydrothermal liquefaction and gasification
(Ali et al. 2020). In addition to energy production having intermittent availability
of alternate energy sources such as wind and solar photovoltaic cells, sometimes
we also need energy storage devices. The amalgamation of alternate energy sources
depends upon weather conditions which impact on the reliability, stability and quality.
After all few nonconventional energy generators have been coupled with transmis-
sion line systems with keeping superiority of similar generators interconnected with
distributed generation systems. Through new regulation act, it requires renewable
energy sources to perform similar to conventional energy sources and play a vital
role in enhancing voltage and frequency stability. There are numerous renewable
energy sources as classified below (Fig. 2.1).

From the diagram, renewable or nonconventional energy sources are such as wind
power, biomass, solar energy, hydropower, and geothermal. Further, these sources
have been classified into different types depending upon different modes of operation.
For example, wind energy performs on ON-Shore and OFF-Shore mode and solar
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Fig. 2.1 Classification of renewable energy sources

energy can be performed as solar PV and solar thermal. Renewable energy sources
have been considered as clean energy and critically important due to ecofriendly envi-
ronmental parameters. These renewable energy sources cover domestic applications
and provide energy service at the customer end with zero gas emission problems.
Most of the researchers have deployed results in renewable energy sources and have
focused on policy, financial challenges, and technical issues (Quazi et al. 2019).

Hence, the overall net capacity of renewable energy sources will be kept by 10%
in years 2020 and 2021. The capacity of renewable energy can be increased by a new
installation of energy sources with 85% net of all newly installed limits by the year
2017 from the energy report. Fossil fuel contributes around 74% for the production
of electricity in the year 2017-18 and renewable energy sources have a contribution
of 27% in electricity production (Report and IEA 2020).

This chapter includes the following sections:

Section 2.1 describes introduction and classification of renewable energy sources.
Section 2.2 describes about hybrid energy system.

Section 2.3 describes the types of hybrid energy systems.

Section 2.4 describes various technologies for hybrid energy system.

Section 2.5 describes the planning methodologies of hybrid energy system.
Section 2.6 describes different optimization techniques for obtaining an optimal
location of energy system with the development of hybrid energy system using
new techniques.

2.2 Hybrid Energy System

As per increasing energy demands, there is a need for environmental protection
and secure electricity, then a new energy system has been introduced named as
hybrid energy system. Hybrid energy system is an amalgamation of conventional
and nonconventional energy sources through which electricity can be transferred to
the customer side at an efficient cost. These sources perform well under all environ-
mental conditions keeping all climate parameters as per requirement in establishing a
hybrid energy system. Utilization of nonconventional energy sources reduce the cost
of fossil fuels and draw more attraction. The energy report represents the use of RES
and power production around 15% in the year 2020 (Guo et al. 2018). Sometimes,
renewable energy sources may have a problem of low energy density and the energy
production is low due to the use of only one source. To overcome all these problems,
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amalgamation of nonconventional energy sources has been introduced. Most of the
research work has been done in the area of hybrid systems in distant areas applica-
tions. The installation of hybrid systems has been executed in different countries for
the last few years. Overall hybrid systems have curtailed the total maintenance cost
of standalone energy in different conditions.

Extensively, hybrid system consists of a standalone system which incorporates
the features of traditional and alternate energy sources with having cells, controller,
and power conditioning unit. The controller and power conditioning unit are used
to maintain the power quality of the grid. Research work has been centralized on
the performance of the system and the evolution of power converters (Nema et al.
2009). Hybridization of energy sources can increase reliability, however, there is an
essential aspect of designing for such systems for achieving efficient performance.
The hybrid energy system performs effectively by supplying electric load in case of
OFF grid applications. These systems have an advantage in designing by taking one
or more than one nonconventional energy sources with or without using traditional
energy sources improve the system performance and provide reliability. However,
there are many remote areas in which they are performing by using ordinary energy
sources such as diesel, gas, etc., based generators to fulfill energy demand at the
customer side.

For the implementation of alternate energy sources economically, it is required
for designing an optimal model which is positioned on forecasting alternate energy
sources by employing convenient methods. The modeling of hybrid energy system
is a mosaic one which has the need of mathematical models of the alternate energy
systems and then optimized. Many of the renewable energy sources have been char-
acterized which involve a variation of output power. In addition to this, energy storage
is also used to ensure the durability of power supply to load through amending power
reliability (Anounea et al. 2018). As per government report, total renewable energy
production is about to be 450 GW up to year 2030.

There are various advantages by using a hybrid energy system:

Better utilization of renewable energy sources

Low generation variability

Better utilization of land for renewable energy sources
Conclusive generation profile

Enhancement of overall efficiency of system.

There are various schemes proposed by the Indian government such as installation
of solar and other renewable energy sources with a capacity of 25,750 MW by
the year 2022 and national solar mission up to 2022 with a production of 20GW.
Many researchers have focused on developing hybrid energy systems by utilizing
renewable energy sources into the grid. Hence through the contribution of energy
storage systems, power-sharing regulation is required for the accomplishment of
characteristics of energy sources (Babu et al. 2020).
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2.3 Types of Hybrid System

There are discrete types of hybrid systems which consist numerous conventional and
nonconventional energy sources. Depending upon environmental parameters, hybrid
energy system performs under all considerations and provides reliable operation.

2.3.1 Solar Gas Turbine

A typical solar gas turbine structure consists of several components such as solar
collector, solar receiver, combustion chamber, expander, and prime mover. The design
of this hybrid system consisting of a solar tower associated with a gas turbine provides
consistent energy with varying solar irradiance. The solar tower transforms solar
energy into electricity. This system contains two types which focus sunlight into a
single point having collectors such as heliostats and dish type. There is a system-
integrated heat storage unit which performs in coordination with the steam line.
Initially, storage chamber is to be considered empty when the size reaches up to 110
percent compressor outlet temperature (Kulor et al. 2021). This hybrid system has
the advantage of solar panel fields and towers with combination of energy storage
systems (Grangea et al. 2014).

2.3.2 Fuel Cell Gas Turbine

In this system, turbine avails fuel cells, for example, solid oxide fuel cell exhaust to
generate compressed power. The gas turbine is used to extract thermal energy with
high temperature for driving compressor in addition to provide pressurized air to
the fuel cell. This hybrid system provides efficiency of fuel cell and power density
for reliable operation. This system captures and oxidizes anode off-gas to excursion
turbine machine and generate electricity. This method provides the requirement of
airflow and heat to drive the turbine for the production of electricity (McLarty et al.
2014).

2.3.3 Solar Biomass Energy

In a solar biomass energy hybrid system, there are various components such as
heliostats, parabolic troughs, solar PV panels, and hyperboloid reflectors. First, the
condensed water is to be preheated by using bled steam from a turbine at a pressure of
0.5 MPa. After that, hot water flows into the heat exchanger and acquires heat energy
from the solar PTC system when sunlight is available. Then runs a boiler of biomass
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where itis used to generate superheat at a pressure of 6 MPa and temperature of 772 K
(Zhang et al. 2019). Then, superheated steam is used to build up electricity in turbine
where sunlight is available. During the daytime, biomass boiler runs with low capacity
and at nighttime, it runs with full load capacity. So due to this hybrid energy system,
it is not only supplying but also generating clean energy and having the capacity
to avoid unnecessary waste which can further be used for agricultural purposes. By
using two-stage gasifier solar biomass, it will be better efficient utilization of energy
produced (Bai et al. 2016).

2.3.4 Solar Geothermal Energy

This hybrid system is very clean and energy-saving to produce electricity by using
solar or geothermal energy systems. In many countries, commercial solar and
geothermal energy system has been established. The hybridization of solar and
geothermal system consists of geothermal with organic rankine cycle, solar heating
comprises of superheater, solar collector, and solar pump. The running fluid ORC
is burnt by an evaporator, then superheated and moved to the turbine for electricity
production. The exhausted steam from the turbine is condensed by using a condenser
and run into a preheater. An evaporator completes the entire process for the genera-
tion of electricity. The overall cost of such type of hybrid system may be 1.5-3.5%
than normal cost.

2.3.5 Solar Wind Energy

By using solar wind hybrid system in which wind energy is transformed into elec-
tricity by using wind turbine and for solar energy system, sunlight is transformed
into electrical energy with the help of photovoltaic system. Hybrid solar-wind energy
system combines solar PV array, wind turbine, controller, inverter, battery, generator,
and another appliance. The charge controller and inverter are used to adjust output
power as per load demand. This hybridization system performs for ON grid and OFF
grid, both modes with their intermittent nature. Grid-connected systems are more
economical rather than OFF grid mode connected system, since they do not require a
battery bank. The suitable optimization method can be preferred for the measurement
of net present value that helps to reduce future cost (Gonzélez et al. 2015).

2.4 Technologies/Tools for Hybrid Energy System

There are various emerging technologies/tools for hybrid energy system operation
which are highlighted on proper designing with the integration of multiple energy
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sources. It is also required for reducing the overall cost of system designing hence
it can be met with using different software tools. Below, the description of different
software applications for hybrid energy system have been described:

RET Screen: This simulation tool is excel-based clean management tool which
incorporates in determining economical and technical viability. This is the most used
simulation tool for reliability and feasibility studies in renewable energy sources and
is free to download. It uses C language and was released in year 1988. It is attainable
with higher number than 30 languages and have variants such as RET Screen 4 and
RET Screen plus. RET screen plus includes monitoring the system performance with
the integration of solar radiation data.

HOMER: HOMER tool is user-friendly and developed by National Renewable
Energy Laboratory (NREL), USA. This application tool is used for designing and
evaluating the performance for ON grid and OFF grid systems. In this simulation,
virtual C++ language is required. It also represents the tables and charts for the
comparison of different configuration and analyzes their performance by Net Percent
Cost (NPO).

HYBRID2: It was developed by Renewable Energy Research Laboratory (RESL),
USA in the year 1996. This tool can simulate both AC & DC distribution systems,
renewable energy sources, energy storage, and converters. HYBRID 1 simulation
tool was developed in the year 1994. It comprises of four major segments such
as Simulation Module, Graphical User Interface, Graphical results Interface, and
Economics Module which permit users to design projects and maintain all records.

HySim: It prefers to hydrological simulation tool and was developed by Sandia
National Laboratory (SNL), 1987. It employs amalgamation system that combines
solar photovoltaic, wind energy turbine, generator, and energy storages for a stan-
dalone system. This tool is having an economic analysis consisting of cost of fuel,
energy, operational. and maintenance cost.

HybSim: This simulator tool was developed by Sandia National laboratories for
the purpose of economic analysis of remote areas where energy demand is fulfilled by
using renewable energy sources along with conventional energy sources. It requires
a datasheet of load demand, solar irradiation, wind speed, etc.

TRNSYS: TRNSYS tool is developed by the University of Wisconsin and the
University of Colorado, 1975. Initially, this tool was used only for thermal systems
but after sometime, it was promoted for solar PV applications, diesel generator, and
wind energy. It uses FORTRAN language which does not permit for optimization of
energy sources. There are two versions released in years 2010 and 2012 as TRNSYS
17.0 and TRNSYS 17.1 respectively.

iHOGA: This tool is based on C++. It is used for solar PV, wind turbine, micro-
hydro pumped, etc., designing hybrid system with single- or multi-objective function.
It uses two versions such as PRO+ and EDU in which EDU is free.

INSEL: INSEL tool was designed by the University of Oldenburg, Germany.
INSEL tool has more features for conventional simulation programs. It is utilized
for the interpretation of operation and maintenance costs. It performs under the
environment of MATLAB and simulink. This is not a free software tool.
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SOMES: Simulation and Optimization model for Renewable Energy Systems
tool has been developed at Utrecht University, Netherlands, 1987. This consists of
a solar PV array, wind turbine, converters, and battery storage. This tool is used to
evaluate performance on an hourly basis. It is coded in Turbo Pascal and runs on the
windows platform.

SOLSTOR: It was developed by Sandia National Laboratory, 1970. This is used
for simulation and optimization of integrated alternate energy systems including the
peripherals such as solar photovoltaic, wind energy turbine, batteries, and converters.
This minimizes total life cost by selecting the best size of equipments. Currently, this
software tool is not under working.

2.5 Planning Methodologies of Hybrid Energy System

Traditionally remote areas are supplied energy by using diesel generators. Research
has been carried out and shows the effects of diesel generators with negative results.
Then, mostly used solution such as to deliver electricity by using renewable energy
sources has been accepted. By keeping all environmental conditions such as solar
irradiance and wind speed, there may be problems in the production of electricity
continuously. Then, hybrid energy system has been preferred for continuity and
reliable power supply. It is common to use, to implement conventional energy sources
with alternate energy sources in addition with energy storage to design as microgrid
(Emad et al. 2019).

There are different methodologies for the designing of hybrid energy systems
with their parameters, power resources, and limitations. There are such as graphic
construction method, analytical method, probabilistic method, and artificial intelli-
gence method (Upadhyay and Sharma 2014) (Fig. 2.2).

2.5.1 Graphic Construction Method

This method is designed by Markvart (1996) for designing standalone solar photo-
voltaic and wind turbine configurations. This method is occupied on a condition in
which the mean value of demand must be contented by taking the mean value of
solar irradiance and speed of wind for fix capacity of solar photovoltaic generator

| Sizing Methodologies
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Graphic Construction Method [Probabi!isn‘c ,\Ieﬂmd_J F\Jml}dical Method [fteralj\'e !\-Ie[ho@ {‘:’\mff”al Mﬁ

|Method

Fig. 2.2 Sizing methodologies of hybrid energy system
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and wind energy turbine. On the basis of interpretation data, the trajectory is drawn
between solar photovoltaic generator and wind energy turbine. The number of curves
depends upon the number of times of data collected.

2.5.2 Analytical Method

In this method, hybrid energy models are shown by computational methods which
outline the size of hybrid systems with its feasibility. The time taken in this method
is less as compared with the Monte Carlo simulation method.

2.5.3 Probabilistic Method

It is one of the simplest methods for planning and sizing of hybrid energy system.
The results obtained by this method may not be the best solution. In this method,
few parameters are to be considered for optimization of hybrid energy system.

2.5.4 Artificial Intelligence Method

Many researchers have done work on artificial intelligence methods for finding out
the best optimal solution for sizing of hybrid energy system. They have utilized
genetic algorithm, particle swarm optimization on different platforms such as
HOMER, ARENA 12.0 software, etc. These methods take less time as compared
to conventional methods and provide the best solution.

2.5.5 Hybrid Method

These methods combine two or higher number of distinct methods which use posi-
tive consequences in order to obtain an optimal solution for the desired problem.
The problems may be single objective or multi-objective depending upon the under-
standing of the importance of using different techniques. Sometimes, these methods
may be complex but provide better results.

Table 2.1 represents different methods with their specifications for planning or
sizing of hybrid energy systems (Bhandari et al. 2015):
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Table 2.1 Sizing methods of hybrid energy systems
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S.no Methods Parameters Resources Drawback
1 Graphic Average solar radiation | PV/wind, Not comprising of
construction and wind speed data of | PV/battery slope PV module and
technique each hour and month height of wind tower
2 Logical Average sun radiation | Solar PV, wind, Low flexibility
technique and wind velocity data | battery
of each hour and
month
3 Probabilistic Probabilistic access of | Solar PV, wind Not represent
technique calibrating of solar PV | energy, battery dynamic functioning
array and wind energy of hybrid energy
S system
4 Frequent Average sun radiation | Solar PV, wind, Not comprising of
technique and wind velocity data | battery slope PV module and
of each hour and height of wind tower
month
5 Artificial Average sun radiation | Solar PV, wind, Designing is very
intelligence & wind velocity data | battery complex
technique of each hour and
month

2.6 Optimization Techniques

In this chapter section, optimization techniques have been discussed considering
single objective and multi-objective functions. Many methods have been introduced
for finding the best optimal solution of hybrid power system. For determining the
reliability of hybrid power system, optimization is performed along with size and
location of a component with achieving energy demand. For remote areas, artifi-
cial intelligence methods do not demand any requirement of environmental data for
designing a unified energy system. There are many methods as described:

2.6.1 Particle Swarm Optimization

PSO method has several advantages over other methods as to reduce levelized cost
of energy considering losses between demand and production sides. This method is
very fast and reliable to obtain the optimal position. It is developed by Eberhart and
Kennedy, 1995. It is based on the exchange of information between particles in the
population preferred as a swarm. Each particle behaves as a point in hyperspace with
essential properties as a memory of its own position and neighborhood’s position.
The performance of each particle is evaluated by the fitness function.
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2.6.2 Ant Colony Optimization

ACO method is first published in the year 1996 which is influenced by the social
act of insects in searching the precise direction for feed. Through this process, each
information is shared by other ants by using the substance. This technique has been
proposed for encountering the best optimal region and capacity of the system using
renewable energy sources. Then it provides a better solution from genetic algorithm
in less computational times (Abdmouleh et al. 2017).

2.6.3 Artificial Bee Colony Optimization

This method is inspired from a social act of honey bee swarm. Basically, there are
three types of bees such as scout, worker, and onlooker. Worker bees are associated
with food searchers and get back to their hive and dance. Onlooker bees watch worker
bees’ performance and select food sources from where worker bees carry food. At
last, scout bees are independent on their own sources to search their food.

2.6.4 Tabu Search Optimization

It is meta-heuristic method discovered in 1996 to evaluate optimization problems. It
is most identified for finding location and sizing of hybrid energy performance. It is
having explicit memory and can be an application for continuous and discrete vari-
ables. The advantages of using this method are having many iterations and depending
upon settings of parameters to obtain optimal location.

2.6.5 Genetic Algorithm

This method is inspired from natural selection and it is having different compo-
nents such as chromosome encoding, selection, recombination, fitness function, and
evolution. There are many choices for designing genetic algorithms for different
applications. In the selection process, chromosomes are selected from the popula-
tion and further used for reproduction. Members are selected based on performance
and selected members to introduce in the next phase. In the crossover process, two
chromosomes mix their genetic material and produce a new chromosome and the last
step is mutation in which mutation of parents occur and develop a new chromosome.
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Development of Hybrid Energy System Using New Techniques

For obtaining the performance of a hybrid energy system with its precise efficiency,
few different combinations have been introduced. Padmanaban et al. (2019) have
designed a photovoltaic—fuel cell hybrid grid with the integration of an ultraca-
pacitor power system. To achieve the maximum power of this entire hybrid system,
another maximum power tracking technique has been used such as Jaya Based MPPT
(Padmanaban et al. 2019). This method is fast and effective with nil deviation near
maximum power point. Hybrid optimization techniques such as combination of PSO
and ABC for optimal location of energy system. Chakir et al. (2019) have proposed a
hybrid PV battery energy system under TRNSYS environment (Chakir et al. 2019).
For improvement of power quality of any hybrid power system, some AFACTS
devices have been employed for reliable operation. Mostly used FACTS device such
as DSTATCOM has been preferred for solar wind hybrid power system (Parija et al.
2019). The other concept has been taken of microgrid in order to decrease energy cost
under different constraints. It can be configured under different converters between
power sources and load. Hence, a methodology can be used for the purpose of energy-
storing systems for charging and discharging (Kafazi et al. 2019). A hybrid system
can be configured by using conventional and nonconventional energy sources such
as solar and thermal hybrid system with PI controller and considering breaking point
factors (Verma and Kori 2020). Similarly, for standalone systems, it is required to
optimize the performance of energy system. Solar PV systems with different MPPT
techniques can perform under sudden changes in weather conditions for the purpose
of overcoming harmonic problems (Pradhan et al. 2020). There are different imple-
mentations of MPPT techniques for the operation of solar PV system such as Perturb
and Observe and Incremental Conductance methods which perform by considering
a few challenges such as steady-state oscillations, drift problem, designing problem,
and lack of tracking steps. These all problems may be overcome by using such as
drift-free method, variable step method, and prediction of parameters, etc. (Li et al.
2019).

For the optimization of hybrid energy system various techniques have been
introduced in addition with multiple maximum power point techniques such as
hill-climbing, fractional open-circuit voltage, fractional short-circuit current, etc.
(Motahhir et al. 2019). Some of the heuristic techniques are preferred for optimization
of hybrid renewable energy systems, for example, solar PV system in which partial
shading is another issue which impacts the performance of energy system (Eltamaly
and Farh 2019). There are more advantages of DC system over AC systems like DC
is most compatible with renewable energy system hence, direct current microgrid has
been introduced but having power management issue hence various control strate-
gies have used such as centralized and decentralized. So, sizing of hybrid renewable
energy system is an important factor from point of designing (Kumar et al. 2019).
For the enhancement of power generation by using renewable energy system such as
solar system requires the best MPPT technique, it can use hybridization of ANFIS
and PSO methods (Priyadarshi et al. 2019).
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There is a requirement for an improved power management control of a hybrid
DCMG system which may be the combination of solar cell, fuel cell, and battery
energy storage system. Based on the performance of BES, a better power manage-
ment can be implemented by regulating modulation index and improving voltage
stability (Senapati et al. 2019). Among renewable energy sources, wind is widely
used energy source which may have integration with supercapacitor and lithium
batteries for the establishment of hybrid energy storage wind power system (Yang
etal. 2020). For maintaining the reliability of electricity under newly charging method
combination with lithium-ion battery energy storage system has been introduced in
which meta-heuristic algorithm has been used for the optimization of hybrid energy
system (Trpovski et al. 2020). Energy storage system is used for maintaining contin-
uous electricity which also faces the challenges such as best location and its capacity
hence a lot of review work has been done by researchers (Ling Ai et al. 2019). There
is a process such as distribution system asset which includes installation and optimal
size of energy storage system containing other equipments such as transformer and
feeders which operate on 33 bus systems (Masteri et al. 2018). For the next genera-
tion, flexible AC/DC hybrid energy system has been introduced because sometimes it
is difficult for the certainty of generation and load hence this problem can be removed
(Liu et al. 2019). Targeting as improving the efficiency of hybrid energy system, a
new configuration has been introduced with wind and tidal energy sources. In this
configuration, tidal power performs with the fluctuation of wind power under control
strategy (Hu et al. 2017). Due to the special load such as EV charges point and new
power generation system (solar and wind power generation system) can be taken for
improvement of power quality of hybrid system (Luo and Huo 2020). Sometimes due
to fluctuations in weather conditions, wind speed may be low or sunlight intensity
may be low hence smoothening of such a hybrid system has been carried out with
an energy storage system. But this may increase the maintenance cost of an entire
hybrid system (Lamsal and Sreemal 2019).

From the point of stability, there are many issues which have to be resolved by
configuring a hybrid system with advanced technologies in order to active power
control, frequency control, and voltage control (Schinke and Elich 2018). Due to
the use of power converters, few harmonics can be introduced specially in solar
PV systems hence through the use of impedance transformation harmonics problem
can be analyzed (Jingkai and Cao 2019). For hybridization system of HVAC and
HVDC, probabilistic power flow can be used line current converter and voltage
source converter (Shu et al. 2019). Hybrid energy system is an important element
for finding the best optimal location with hybrid energy system planning moth-flame
optimization method has been used (Ardabilli et al. 2020). For the minimization
of operation cost of microgrid consisting of distributed energy resources combined
heat and power generation unit can be installed to keep the balance between energy
supply and load demand (Semero et al. 2020). To overcome the problem of switching
state optimization hybrid method can be applied which uses DC programming and
is compared with other heuristic methods (Schafer et al. 2020). The conventional
designing of hybrid system takes a lot of time for simulation hence average models
have been employed which may consist of bidirectional half-bridge converter and
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boost converter in addition to new power filter method for a smooth operation of
hybrid energy system (Tang et al. 2020). Under islanding operations, some of the
parameters of hybrid system may be in an unbalanced condition which causes insta-
bility of power system hence a time delay can be introduced in addition with some
batteries (Hashimoto et al. 2019). Hybrid renewable energy source can be preferred
as integrated renewable energy system so planning of these systems have been formu-
lated by optimization, formulation, and configuration (Babatunde et al. 2020). Some
of the hybrid energy system models have been configured by fuzzy logic method
for proper selection of renewable energy sources and focuses on dynamic issues
(Aikhuele et al. 2019). Due to intermittent changes in weather conditions, renewable
energy sources may have a problem of instability such as small-signal stability hence
proper location and sizing of hybrid energy system may overcome these instability
problems (Ajeigbe et al. 2020). For the smooth operation of hybrid energy consisting
of wind power may be configured with a pumped hydrosystem to improve the power
quality of hybrid system by using a single value decomposition matrix (Hassan et al.
2019).

2.7 Conclusion

This chapter deals with a review of planning and sizing methodologies of hybrid
system for the achievement of better operation. There are different hybrid energy
systems that have been described with their parameters with their working. There
are different optimization techniques that have been reviewed with their description
and new techniques for the development of hybrid energy system. Hence, we can
optimize and obtain the best optimal location and size of hybrid energy system using
renewable energy sources.

2.8 Future Work

By hybridization, various energy sources can be integrated with electric vehicles.
In this current era, electric vehicle is playing a major role as they are achieving
momentum. There is advancement of battery system from lead acid to lithium ion.
These batteries are having large potentials as compared with other batteries. Various
types of electric vehicles are present which can be incorporated with hybrid energy
system to keep a balance between energy supply and load demand.
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2.9 Summary

In this manuscript, introduction of renewable energy system has been described with
the description of hybrid energy system. As there is requirement of energy supply to
fulfill energy demand. Hence through only one source, itis quiet difficult hence hybrid
system has been introduced. There is complexity in hybrid system as it requires the
best location and sizing for providing reliable energy. Hence different optimization
techniques with operation tools for hybrid energy systems have been described.
Further, hybrid energy systems can be utilized with electric vehicle technology
interconnected with lithium-ion batteries and can be analyzed for their operation.
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Chapter 3 ®)
Advanced Fault Diagnosis and Condition |
Monitoring Schemes for Solar PV

Systems

Suresh Kumar Gawre

Abstract In the present era of smart technologies, the power sector has highly
benefited as monitoring, supervision, and control have moved toward the intelli-
gent power delivery. High-quality power estimation, self-healing, and machine-to-
machine communication-based approaches have been appreciated to achieve more
reliable and secured smart grids (SG). Renewable energy sources (RES), mainly solar
photovoltaic (PV) systems are intermittent in nature and wisely utilized in power
generation either as stand-alone or grid connected. Energy sector is focused on RES
to reduce carbon footprint and affordable energy to all. Prediction, decision-making,
and fast healing for recovery after faults in system, are prime objectives for fault diag-
nosis and condition monitoring of RES. Classical PV fault diagnosis schemes are
available, which basically follow the general process of detection, feature extraction,
and classification of fault data. Enormous data has to be handled by the proces-
sors either offline or online. In this chapter, fault detection schemes for handling
preprocessing of raw data from various sensors through wire or wireless-based time
domain or frequency domain methods like Fourier transform, Wavelet transform
along with novel approaches based on the internet of things (IoT) have been rigor-
ously reviewed. Traditional as well as advanced artificial intelligence (AI), machine
learning (ML), and emerging approaches for PV fault classification and mitigation
have been discussed thoroughly. Along with comprehensive and critical literature
review, a smart PV fault classification scheme is proposed for the enhancement of
the performance of solar PV systems.
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Nomenclature

I PV Cell current, (A)

k Boltzmann constant

Ry, Shunt resistance of PV cell

R,.  Series resistance of PV cell

v PV cell voltage

Ion  Light generated current

I, Reverse saturation current for D diode
I Reverse saturation current for D, diode
Vt  Voltage due to temperature = V(N *N*k*T)/q
T. PV Cell temperature (operating)

N;  Quality factor of D diode

N,  Quality factor of the D, diode

Vo  OC voltage of PV cell

Vi  Maximum voltage of PV cell
I SC current of PV cell

In Max. current of PV cell

P,  Max. power of PV cell

P,  Ideal power of PV cell

Prag  Solar radiant power

n Power conversion Efficiency

3.1 Introduction

Non-conventional energy sources are widely accepted and adopted by most of the
nations to reduce the carbon footprint and make affordable energy to all. The present
green power generation movement has grabbed attention toward renewable energy
sources (RES), especially solar photovoltaic systems (SPVS) (Tyagi et al. 2013).
Global photovoltaic (PV) power addition is achieved for 2021 around 117 GW capac-
ities installed, which is a 10% increase from 2020 and further expected 165 GW for
2023-25 (IEA 2020). Installed capacity of SPVS and the production always suffers
by faults and mall operation. New norms and standards have been adopted, as clas-
sical monitoring parameters were not efficient, to provide relevant information for
analysis and mitigation of faults (Yahyaoui and Segatto 2017). Technical progress
in measurement and fault monitoring of devices, has drastically upgraded in the last
few decades, which insures the accuracy and reliability of modern fault diagnosis
and condition monitoring schemes. Practical approach of analysis along with smart
fault monitoring techniques is the basic soft computing tools for intelligent power
delivery in smart grid scenarios. SPVS are installed with the prediction of a well-
operated system run up to 25 years. PV system component structure, mountings,
and maintenance costs are included to estimate the payback period for the system
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Fig. 3.1 Generalized location of fault monitoring sensors

installed. In this situation, a smart prediction of faults in essential parts of the PV
system is desirable. Schematic diagram of the solar PV system with generalized fault
monitoring sensors is shown in Fig. 3.1. It has different sections to be monitored at
the solar PV module level, DC-DC converter level, DC to AC inverter level, charge
controller level, and the point of common coupling (PCC) nearest to the load.

High-quality power standards are essential for accurate, errorless monitoring and
real-time/online power estimation. Faults detection and classification in commer-
cially available PV panels is discussed, where some focused on faults and partial
shading analysis. Graph-based semi-supervised learning was proposed in research
work (Alam et al. 2015; Hariharan et al. 2016; Hu et al. 2015; Kumar et al. 2018;
Akram and Lotfifard 2015). Uncertainty and expandability of load always seek
toward the smart decision-making for load shifting. Identification of specific faults
in a particular area is always needed to estimate the severity (Pillai and Rajasekar
2018). Immediate data transfer to the data center for prompt action to ensure a more
reliable and secure smart grid either offline or online, various solar PV fault detection
and fault classification methods. Faults, defects, and shading conditions in PV array
involve detection as a prime computational task. PV faults in solar PV array results
significant power loss, lower reliability, very fast panel degradation, and further risk
of fire (Gokmen et al. 2013). This chapter presents a comprehensive literature review
along with a critical analysis of fault diagnosis and condition monitoring for solar
PV systems. Major contributions are:

e Focus on novel signal processing detection methods.
e Provide research avenues in all detection and classification methods.
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e Environment-based detection analysis.

e Internet of things (IoT) based approach for wireless fault detection.

e Artificial intelligence (Al), machine learning (ML), deep learning (DL) based
review.

e For new researches, key challenges and opportunities have been discussed

e Mitigation and fault localization issues are covered for further course of action.

e Hybrid scheme is proposed using IoT and Al schemes.

In this chapter, fault analysis, classification, and mitigation techniques are thor-
oughly reviewed and organized in the following sections. Section 3.2 deals with
solar PV cell modeling and fault analysis. In Sect. 3.3, basics of solar PV faults
have been discussed along with the causes of faults and the location of faults.
Section 3.4 describes various PV fault detection methods including online or
offline detection using advanced signal processing tools, also focused on IoT-based
and environmental-based detection methods as a modern approach. In Sect. 3.5,
major advanced PV fault classification techniques have been included for review.
Section 3.6 focused on fault mitigation techniques and solution-based approaches.
Further in Sect. 3.7, key challenges, opportunities, and future research scope along
with a proposed PV fault classification scheme with IoT application.

3.2 Solar PV Modeling and Fault Analysis

Solar PV cell model is required to analyze the behavior of the actual PV array. To
build PV array voltage and current of desired value combination, series and parallel
solar cells are used. Most of the researchers have proposed a PV cell model based
on a single diode model whereas double diode model is more precise (Kumar et al.
2018; Akram and Lotfifard 2015). For representation of a practical PV cell, a light
dependant current source is employed along with two parallel diodes as shown in
Fig. 3.2.
Total output current of a solar PV cell is expressed in Eq. (3.1) as:

1 VoRY 1, V_ReI\]_V=Rel
= —llexp| — ) — 1| — exp\| ——— -—F (.
O R A7 i A Ry

Fig. 3.2 Double diode Ree
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Output current of PV array depends on irradiance and temperature.

Basic electrical parameters generally used for fault analysis are Open Circuit
Voltage (V,.), Short Circuit Current (/.), Fill factor (FF), and Efficiency.

Open Circuit Voltage (V) is the maximum output voltage that yields from a solar
PV cell at its open terminals. Expression for V. is given in Eq. (3.2)

kT, (1
Voo = ; ln<lioh + 1) (3.2)

Short Circuit Current (/) is defined as the maximum current of solar PV cell
when its output terminals are shorted i.e., (V = 0).

FF is the ratio of maximum PV power (P, = Vi, * Iiy)) of solar PV cell to the ideal
PV power (P, = Vo * Ig).

FF — Vi x Iy,

= 3.3
Voc * Isc ( )

Efficiency is the ratio of the PV power output (maximum power point Py, of a
solar PV cell) to power input (solar radiation power). Expressed in Eq. (3.4) given
below.

Py,
P rad

n= 34

A novel modeling PV systems method is proposed which uses information given
from manufacturer’s datasheet under standard-operating test conditions (STCs) and
normal-operating cell temperature (NOCT) conditions (Akram and Lotfifard 2015).
Intensive investigation of different fault causes, protection schemes, and issues of
hidden faults in PV systems were discussed along with mitigation techniques (Pillai
and Rajasekar 2018). Other papers exhibited the method which uses minimum
sensors through operating voltage measurement of solar PV array and ambient
temperature only (Gokmen et al. 2013; Jain et al. 2019; Khoshnami and Sadeghkhani
2018). In this paper, the author was proposed a technique for evaluation of PV panels
by a computational strategy created for estimate and arrangement for PV fault anal-
ysis. This general strategy permits the stretching out of assessment in a multidimen-
sional space, where all the present strategies have a slight precision, can effectively
apply for an enormous zone of PV panels. Researchers described the most regu-
larly utilized solar PV cell model and the generalized PV model utilizing MATLAB
SIMULINK was created (Chen et al. 2016). The issue of model parameter assurance
dependent on the four-parameter models is also addressed. At long last, improved
logical formulae depicting the four-parameter model are introduced. This is trailed
by the execution of a PV module MATLAB simulation comprising of arrangement of
equal associated cells, appropriate for testing MPPT algorithm. Producing the results
of solar light intensity and PV cell temperature, the qualities of the PV model are
simulated using Wavelet-based detection, fast outlier detection with Al techniques
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(Zhao et al. 2013, 2014; Yi and Etemadi 2016; Sreelakshmy et al. 2018; Roy et al.
2017). ANN technique with thermography-based MPPT methods were described
in (Chine et al. 2016; Wang et al. 2015). Table 3.1 gives the summary of different
modeling of PV system for MPPT, partial shading, fault diagnosis, and research
avenues.

3.3 Faults in Solar PV Array

Faults can occur in the solar PV modules in several ways like extrinsic, i.e., defect
created during manufacturing, failure occurring during the design, fabrication, or
assembly process (Karmacharya and Gokaraju 2017; Harrou et al. 2019). Intrinsic
that is a failure caused by a natural deterioration in the materials or by the manner in
which the materials are combined during fabrication. External causes, i.e., transporta-
tion failure, connector failure, clamping, cable failure and lightning among which
glass breakage is most often. Electrical faults due to insulation failure or equipment
failure like bridging and short circuits (Kumar et al. 2018; Chine et al. 2016; Dobaria
et al. 2018; Kajari-Schroder et al. 2012).

However, basic classifications of faults in solar panels are permanent, incipient,
and intermittent as shown in Fig. 3.3. Intermittent faults include faults which are
temporary in nature such as partial shading, leaf, bird drop, and adverse environ-
mental reasons like dust, heavy snow accumulation, contamination, and humidity
(Zaki et al. 2021; Pillai and Rajasekar 2018). Permanent PV faults include faults
which can cause damage to PV modules like bridging diode faults, OC faults, SC
faults, and interconnection damage. Incipient faults are slowly developing faults
which may lead to permanent faults including faults such as cells degradation, partial
damage, and corrosion in interconnections.

3.3.1 Permanent Faults

3.3.1.1 Line to Line Fault

At the time of sudden SC between two lines of different potential levels in array L-L
fault occurs. Due to the sudden short circuit, a low impedance path is created through
which high amount of current flows in PV array. The two lines involved can be either
of different or same modules as shown in Fig. 3.4. Due to the high current flow,
the voltage regulation becomes poor thus the output voltage is reduced. The sudden
change in values of output voltage and current changes the I-V characteristic of solar
PV array (Boggarapu et al. 2020; Wang et al. 2015). The immense high current can
lead to the fire hazards in PV modules and may damage the complete system.
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Modeling fault and fault diagnosis

References

Techniques

Research
avenues/Application
remarks

Simulation
Tool/Expemental
setup

Kumar et al. (2018)

Tilt angle analysis

Partial shading

Experimental setup

Akram and Lotfifard
(2015)

PV modeling, PNN

MPPT, Al application
for detection and
classification of OC,
SC faults

Simulation

Gokmen et al. (2013)

Voltage and
temperature
measurement

Detection of OC and
SC faults

Simulation and
experimental setup

Chine et al. (2016)

Atrtificial neural
networks

MPPT

Simulation

Hu et al. (2014)

Thermography-based

MPPT, Shading fault

Software simulation

virtual MPPT and experimental
setup
Wang et al. (2015) Dynamic MPPT, Shading Simulation and
current—voltage condition fault validation with
characteristics experimental circuit
Maki and Valkealahti PV modeling MPPT, fault due to Simulation with

(2012), Jaraniya et al.
(2020), Baccoli et al.
(2021), Spataru et al.
(2015),
Gonzalez-Longatt
(2005), Chenni et al.
(2007), Koutroulis and
Blaabjerg (2012),
Katoch, et al. (2018),
Livera et al. (2020)

partial shading

experimental
validation

Boutelhig et al. (2016),
Planas et al. (2015)

Maximize discharge
rate

Water pumping system

Experimental setup

Gomes et al. (2013), Climatic sensor less MPPT MatLab/Simulink
Fadil and Giri (2011) technique and dSPACE
Dierauf et al. (2013) fault analysis AD/DC microgrid Simulation
Feaster and Wamsted | Diagnostic PV array fault Simulation
(2020) architecture

Stember et al. (1982), | Fault analysis WT, Inverter Simulation

Gong et al. (2020) PNN

Livera et al. (2019) Failure, defect Data analysis of Simulation

detection techniques

performance

(continued)
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Table 3.1 (continued)
Modeling fault and fault diagnosis
References Techniques Research Simulation
avenues/Application | Tool/Expemental
remarks setup
Spataru et al. (2015) Light I-V Sensors are required Simulation and
measurements experimental setup
photovoltaic systems
based on
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Fig. 3.3 Types of faults in PV Array
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Fig. 3.4 Faults on PV array
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3.3.1.2 Earth Fault

A ground fault occurs when the short circuit (as shown in Fig. 3.4) appears between
any conductor and earth, causing a huge rise in the current through PV arrays and
further potential damage to the PV modules. The output voltage is dropped which
abruptly makes changes in the I-V characteristics of the solar PV array (Murtaza
et al. 2019). Earth faults are very common in the PV arrays, it can occur due to any
wire break or any insulation failure in the PV system (Saleh et al. 2017; Li et al.
2019).

3.3.1.3 Bypass Diode Fault

Bypass diodes are used to overcome the power loss caused by partial shading. It
allows the electricity to flow around the cells when they are not providing any poten-
tial due to shading. The surge due to lightning can be one of the causes for this fault.
If any fault occurs in this diode or it gets short-circuited, then it reduces the efficiency
of the solar panels or in some cases leads to circulating current which can damage the
solar array. Researches have successfully suggested methods to improve efficiency
under partial shading condition and effective use of bypass diode (Gomes et al. 2013;
Teo et al. 2020).

3.3.2 Intermittent Faults

3.3.2.1 Partial Shading

It is an abnormal condition in which some part of the PV array doesn’t get enough
solar irradiation to produce any potential across itself creating problem for solar cells
in series in the array. It can virtually reduce the output of that particular string to
zero as long as the shadow is present on the cell of that string. However, these days’
arrays are provided with the bypass diode which minimizes the effects of partial
shading. Mitigation techniques are provided by papers (Fadil and Giri 2011; Maki
and Valkealahti 2012; Yahyaoui 2016).

3.3.2.2 Bubbles

Bubbles occur frequently in the PV modules due to difference in adhesion (generally,
ethylene—vinyl acetate—EVA is used as adhesive). Due to the formation of bubbles,
the heat dissipation rate of the solar cell reduces which eventually reduces the service
life of the module. Due to the formation of bubbles, some parts of the solar panels did
not get sufficient amount of irradiance due to which efficiency of the solar module
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decreases also the moisture can enter into the PV module, authors presented efficient
analysis dust on solar PV array (Darwish et al. 2015).

3.3.3 Incipient Faults

3.3.3.1 Glass Breakage and Crack

This is very common due to hailstorms or due to the heavy burden on the glass of
solar panels. Any breakage and crack in the glass of PV module can lead to contact
with moisture and atmosphere in general thus leading to corrosion in the junction box
and connections and may lead to internal arcing and other hazards in future. Glass
breakage can be caused by snow or inappropriate mounting system glass chipping
during installation and handling caused hot spots (Lu et al. 2016; Jaraniya et al. 2020)

3.3.3.2 Delamination

Occurs when the adhesion between the front panel and back fiber gets separated or
the thermal properties of the plastics used are poor also. Occurs due to adhesion
contamination (the adhesion used is ethylene—vinyl acetate or EVA) or due to envi-
ronmental factors (Ramkiran et al. 2020). As a result, the moisture enters into the
cell and leads to corrosion in the junction boxes and contacts which degrades the
performance of the PV module (Fernandez-Solas et al. 2021).

3.3.3.3 Burn Marks and Hotspots

Due to an uneven presence of irradiation or uneven heat exhaust or overloading,
hotspots are created. These are places on the panels which become warmer than the
other places. These can also occur due to manufacturing defects like badly soldered
connections or a structural defect in solar cells. Due to bad soldering, the resistance
to that particular part of the solar cell reduces in comparison to other parts. Hence,
allows more current through it and leads to the formation of hotspots. If the hotspot
persists for a longer time, it can cause short circuits and may lower the lifespan and
performance of the PV module (Ferndndez-Solas et al. 2021). If hotspots persist for
a longer time duration, they are converted to burn marks, burn marks depict physical
damage through scrapes, tears, and scratches (Baccoli et al. 2021; Teo et al. 2020;
Kajari-Schroder et al. 2012).
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3.3.3.4 Front Panel Discoloration

Discoloration occurs in different parts of the solar panels due to mainly two reasons
one is weathering in which the moisture ingresses in the module and due to corrosion,
the outer panel of PV arrays deteriorates with time leads to discoloration and some-
times due to an additive reaction between oxygen and chemicals like adhesive present
in solar panels leads to the formation of chromospheres which are not transparent
and thus leads to discoloration (Fernandez-Solas et al. 2021). Sometimes when the
sensitivity of any cell is lower than the closest cells, it appears dull in comparison
to the other cells. It does not lead to a failure but reduces the efficiency of the cell
further improvement techniques are discussed by authors (Baccoli et al. 2021; Teo
et al. 2020; Fathabadi 2015).

3.3.3.5 Snail Trails

The brownish or white lines on the solar panels or partial discoloration or of the front
panel of the photovoltaic module called snail trails usually occur after a couple of
years, have multiple causes like constant contact to moisture, poor level of fiber used
in the front panels, and use of defective front metallization silver paste in the PV
module manufacturing process (Pradeep Kumar et al. 2017; Boggarapu et al. 2020;
Meyer et al. 2013). Snail trails were mostly located at the edge of the cell or near
micro cracks.

3.3.3.6 Potential Induced Degradation (PID)

This fault occurs due to voltage difference developing between the earth and the
panel. Usually, the frame of the solar panel is earthed which leads to the difference
in voltage between PV modules and the earth produces a discharged voltage in the
primary power circuit and leads to a leakage current to the earth (Ferndndez-Solas
et al. 2021). The way to avoid this leakage due to PID is to choose a solar panel
which has inbuilt PID resistance (Dierauf et al. 2013).

3.3.4 Arc Faults

Arc faults are the result of loose connections or any insulation damage. This type
of fault can be minimal in the beginning but have the potential to create heavy fire
hazards in the later stage. Arcs cannot be detected by the normal overcurrent relays
because arcs flow through high impedance paths. It does not create a very heavy drop
in the output potential or generate a heavy short circuit current, but can create heavy
fire hazards which can cost millions (Alam et al. 2015; Zhao et al. 2013; Gokmen
et al. 2012).
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3.4 Detection of Faults in SPV System

During the whole life cycle of photovoltaic modules, it is very essential to regularly
check the health of the PV devices and check whether they are satisfying certain
parameters or not. During diagnosis of faults, it is not only to remove the faulty part
from the healthy parts but also require the preventive diagnosis because in case of
solar modules, it is very necessary to detect incipient faults or degradation at an early
stage. Otherwise, these faults can slowly grow into large faults and can damage the
solar modules. By detecting possible losses at an early stage, it is possible to reduce
the economic losses, increase the reliability of the system and provide safe operation
(Boggarapu et al. 2020) (Fig. 3.5).

3.4.1 Conventional Fault Detection Techniques

3.4.1.1 Visual Methods

This method can only be used when one is working on a small scale like for domestic
purposes or mounted on a machine. On large scale, it is not possible to conduct visual
inspections because it is very time taking to visually inspect each and every solar
module and look for the faults. The person who is doing the inspection should be
highly experienced otherwise, one might miss some faults. The National Renewable
Energy Laboratory has made a checklist for visual inspection so that any fault may
not be missed. Several defects may be detected like; cracked glass, delamination,
corrosion, damaged wiring, bubbles, etc. Since it has high chances of human errors,
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Thermal and
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Fig. 3.5 Various fault detection techniques
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this method is not reliable and it is very time-taking as well (Alam et al. 2015; Naveen
Venkatesh and Sugumaran 2021).

3.4.1.2 Current-Voltage (I-V) Measurement Method

The principle of this technique is that whenever there is a fault in the PV string,
majority fault always injects some noise or any abnormal voltage or current in the
system which one can detect through measuring devices and by plotting [-V char-
acteristic graph we can detect the faulty part or PV string of the system. By using
this method, one can identify any kind of disconnection or partial shading because
such defects reduce the output voltage of the string, which is easily detectable in
this method (Boggarapu et al. 2020). However, it is not very accurate with advanced
prediction of permanent fault by watching the degradation, also the exact location of
the fault cannot be determined. Whole faulty string can be identified instead. Then,
we can look for the exact location of fault by using some other techniques (Alam
et al. 2015).

3.4.2 Modern Fault Detection Techniques

3.4.2.1 Thermal and Ultrasonic Inspection

The thermal image is captured through IR cameras; it captures the temperature differ-
ences in different PV cells and strings. This method can easily detect the faults like
creation of burn marks and hotspots, snail trails, etc. This method is suitable for large-
scale solar plants where inspection is not easy. In large-scale plants, the images are
processed through the technology of image processing for fast and accurate results
(Pillai and Rajasekar 2018). While the ultrasonic inspection is used to detect the
glass breakage, void, or any other damage to the module, an ultrasonic transducer is
used which transmits as well as receives the ultrasonic signals. In case of any fault,
the signal received will have some disturbance which can be used to detect the fault
(Zhao et al. 2014).

3.4.2.2 Electroluminescence Imaging Technique

In order to perform EL testing, it is necessary to provide PV strings with well-
determined voltage so as to make a current flow and make cells emit electromagnetic
emission invisible to naked eyes but visible to special cameras. The images are
processed with the technology of image processing (if working on a large scale)
or can be analyzed manually and faults can be diagnosed like PID, cracks, glass
breakage, conversion efficiency error, etc. (Zhao et al. 2014; Yi and Etemadi 2016;
Deitsch et al. 2012).
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3.4.2.3 Detection with Wavelet Transform

Fault detection is a crucial process. Advanced signal processing using wavelet trans-
form is more popular than Fourier transform for fault parameters analysis (Karma-
charya and Gokaraju 2017, 2018). Continuous wavelet transform found very redun-
dant, where the discrete wavelet transform (DWT) is represented by discrete scale
and translated wavelet basis and is more suitable for real-time applications (Hu et al.
2015). DWT can be implemented by replacing a by ay™ and b by nbpay™ in Eq. (3.5).

L« t — nboag™
x| ———— |dt (3.5)
ap™

[e¢]

DWTyx(m,n) = aO*%/

—00

where, m is scale and » is time-shift parameter.
Discrete wavelet transform is known as dyadic orthonormal wavelet transform. If
ap =2 and by = 1 in Eq. (3.6), expressed as

[e.¢]

m t—n2™
DWTgx(m,n) =2 z/ x(t)\IJ*< — )dt (3.6)
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It is very efficient algorithm to compute DWT with dyadic sampling of the time—
frequency plane.

The WT can be implemented using multiresolution analysis (MRA) of a fault
signal x(t), which is obtained by passing signal through a half-band digital low pass
filter with impulse response. MRA technique is shown in Fig. 3.6.

A recorded time signal cy(n,) a sampled version of x(¢) of PV fault current, or
voltage signal is decomposed into its detailed d;(r) and smoothed c;(n) signals with
the application of filters g(n) and h(n). Here, g(n) has a high-pass filter response
which gives filtered signal d;(n), a detailed version of cy(n). Fault detection and
classification have been successfully done using wavelet transform (Karmacharya
and Gokaraju 2017). This research proposes a wavelet transform-based fault diag-
nosis technique for grid-connected solar systems. Defect detection for photovoltaic
system is critical for PV power station management. The wavelet transformation
with MRA is an effective method for detecting fault location and components fault
analysis (Stember et al. 1982; Karmacharya and Gokaraju 2018; Gong et al. 2020).
A thorough examination of the numerous flaws that cause PV modules failure has

Fig. 3.6 Decomposition of
co(n) (sample fault signal)
into 2 scale

cp )
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been explored. Following a review of relevant literature, a monitoring tool is devel-
oped combining thermography and artificial intelligence algorithms to detect various
sorts of problems in PV modules while also filtering out non-significant anomalies
(Fernandez-Solas et al. 2021; Li et al. 2019).

Harrou et al. (2019) This paper employed k-nearest neighbor for fault detection.
An ANN (artificial neural network) classifier is proposed to diagnose the defective
PV module’s transfer characteristics (I-V data), which uses multilayer perceptron
(MLP) networks to determine the type and location of defects (Karmacharya and
Gokaraju 2018). Further novel approaches are proposed for fault detection using deep
convolution neural network (CNN) (Wu et al. 2019; Carletti et al. 2020; Pierdicca
et al. 2018) us. Summary of advanced fault detection and localization techniques are
given in Table 3.2

PV faults are subjected to various faults whether depending on climatic conditions,
physically or any electrical faults. This is the root for the thesis as we are discussing
about the classification of faults. Environment pollution and physical defect-based
detection are equally important for the overall fault detection of PV array system.
Further pollution detection techniques are suggested by authors for fault detection
as given in Table 3.3.

3.4.2.4 10T Based Detection Techniques

The values of current and voltages are gathered through sensors already mounted on
PV modules. The data collected will be stored in the database using a Wi-Fi module or
optical fiber than the values will be compared to current and voltages of healthy cells
and previously recorded values at given illumination. If the value of voltage or current,
is lower than the desired output at given illumination then the system will inform the
control room about the fault as shown in the figure. The system is very useful for
remote monitoring of fault detection and it constantly monitors the system for any
kind of fault and keeps data for future use as well which increases its performance
(Phoolwani et al. 2020). PV arrays are examined using IoT technology as shown in
Fig. 3.7, which can considerably enhance PV array monitoring, performance, and
maintenance (Hamied et al. 2018; SeyyedHosseini et al. 2020; Kekre and Gawre
2017).

An online fault supervision system of PV array using [oT is intended to implement
effective monitoring system of PV operating conditions. Data is delivered to the data
gateway over a dedicated IoT network (Hans and Tamhane 2020; Pereira et al. 2019;
Kurukuru et al. 2019). Second, the data gateway takes data from the data collecting
section, gathers fault signal data via the satellite, all before uploading them to the
cloud-based website (Mellit et al. 2020). A variety of visualizations based unmanned
aerial vehicle (UAV) applications for fault analysis discussed in various papers (Nie
et al. 2020; Grimaccia et al. 2017; Akram et al. 2019) (Table 3.4).
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Table 3.2 Fault detection and localization
Fault detection and localization
References Techniques Research
avenues/Application
remarks

Yahyaoui and Segatto (2017),
Alam et al. (2015), Hariharan
et al. (2016), Kumar et al.
(2018), Jain et al. (2019)

Digital twin approach

Fault modeling and analysis

Pillai and Rajasekar (2018), Jain
etal. (2019)

Sensor optimization

Advanced fault detection

Karmacharya and Gokaraju Wavelets and ANN Advanced fault detection
(2017, 2018) and classification
Hu et al. (2015) MSD Advanced fault detection

Khoshnami and Sadeghkhani
(2018)

Sample entropy based

Fault detection

Chen et al. (2016), Zhao et al.
(2013, 2014)

Fast outlier detection

Fast analysis

Yi and Etemadi (2016)

Multi-resolution signal
decomposition and fuzzy

Advanced fault detection
and classification

Sreelakshmy et al. (2018)

Maximal overlap discrete
wavelet transform

Advanced fault detection

Roy et al. (2017)

Ground-fault detection

Fault detection

Harrou et al. (2019)

k-nearest neighbors

(EWMA) exponentially
weighted moving average

Pradeep Kumar et al. (2017)

Wavelet packets

online

Zaki et al. (2021)

Fault classification

Deep learning

Pillai and Rajasekar (2018),

MPPT-based fault detection
technique

Sensorless line-line and
line—ground faults

Boggarapu et al. (2020), Line to line fault labVIEW

Murtaza et al. (2019)

Seapan et al. (2020) shading effect on I-V MPPT
characteristics

Platon et al. (2015) Fault detection Online

Silvestre et al. (2014), Livera
et al. (2020)

Fault detection

PV systems for grid
connected applications

Klise (2016)

Statistical detection methods

Fault detection

Mansouri et al. (2021)

Electroluminescence images
analysis using Fourier image
reconstruction

Defect detection of solar
cells

Wu et al. (2019)

Improved deep learning
network

Inverter

Talayero et al. (2020)

Performance monitoring

Solar plants

(continued)
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Table 3.2 (continued)

Fault detection and localization

References

Techniques

Research
avenues/Application
remarks

Chouder and Silvestre (2010)

Power losses analysis

Automatic supervision and
fault detection

Zhang et al. 2013)

Application of independent
component analysis for
surface defect detection

Photovoltaic module

Carletti et al. (2020) Deep CNN UAV

Pierdicca et al. (2018) Deep CNN for automatic damaged photovoltaic cells
detection

Lietal. (2019) Hot spot detection UAV

Nie et al. (2020) Digital mapping of solar plant | UAV

Grimaccia et al. (2017)

Thermography, infrared
images

Photovoltaic module

Table 3.3 Pollution detection techniques

References

Techniques

Research avenues/Application
remarks

Darwish et al. (2015), Lu et al.
(2016)

Photovoltaic performance
analysis under dust pollution
condition

Solar PV farms

Ramkiran et al. (2020)

PV modules with filters

Improve efficiency

Fernandez-Solas et al. (2021)

Optical degradation impact
on the spectral performance

Optical degradation

Dierauf et al. (2013)

Weather corrected
performance ratio

Improve efficiency

Klein et al. (2016)

Electricity-based heating and
cooling

Power balance

Dobaria et al. (2018) Composite climate PV plants

Meyer et al. (2013) Root cause analysis of Snail | PV modules
trails

Kajari-Schroder et al. (2012) Criticality of cracks PV modules

Bouraiou (2018)

Climatic conditions analysis
under outdoor hot dry

Experimental setup to observe
defects in PV modules

Ali et al. (2017)

Real-time detection of faults

light I-V measurement-based
diagnosis

Lietal. (2019)

DL based defect analysis of
PV module

PV farms at large scale
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Fig. 3.7 loT-based fault
detection scheme
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Table 3.4 IoT based fault detection techniques

IoT based detection techniques

References Advantages Research avenues/Application
remarks
Phoolwani et al. (2020) Low cost Thermal imaging

Hamied et al. (2018)

Experimental prototype

Controlling of PV systems with
condition monitoring for micro
inverter

SeyyedHosseini et al. (2020)

Multiagent-based monitoring
for micro inverter

Fault monitoring and control

Kekre and Gawre (2017)

GPS based

Low cost system

Hans and Tamhane (2020)

Hybrid green energy driven

Street lighting system

Pereira et al. 2019)

Meteorological data

Photovoltaic module
temperature monitoring

Nie et al. (2020), Grimaccia
etal. (2017)

UAV for infrared images

Hotspots detection

Akram et al. (2019)

Processing of infrared images
and thermograph

Detection of PV modules
defect
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3.5 Classification Based on AI Techniques

Step ahead after detection and feature extraction of fault signal is classification,
further decision-making is a crucial part that will come into the picture when all the
data sets are trained well for different output or fault conditions. Different classifi-
cation techniques and the combination of different classifiers are discussed in this
section for the proper categorization of faults in solar PV system for efficient miti-
gation of faults. Many classification approaches are available for fault classification
under Al techniques like machine learning, k-nearest neighbor, random forest, ANN,
CNN, etc.

3.5.1 Machine Learning-Based Technique

It is a technology which learns from the past experiences which is in the form of
data and performs better day by day. The efficiency of a solar module depends upon
many factors like irradiance, temperature, dust, shading, degradation, etc. So, it takes
multiple inputs for a cell line reading of irradiance, current, voltage, temperature,
etc., and then process it through an algorithm. There are many algorithms in the
market like SVM (support vector machine), linear regression/classification, random
forest and many more. This technology can also classify the fault on the basis of its
past experience more accurately. Bigger the data set to train the algorithm or system
more efficient will be the results (Boggarapu et al. 2020; Murtaza et al. 2019).

3.5.1.1 Support Vector Machines

The support vector machines (SVM) is popular and effective to the classification
problems because it minimizes the generalization error using structural risk mini-
mization. In most of the practical problem input data are non-separable, classification
can as shown in Fig. 3.8

For given training set of SVM {(x;, ¥/)}i= 1.0, Xi € RY, y; ¢ {—1, 1}be clearly
separated by a hyper plane with margin p. Then for each training sample (x;, y;):

wixi+b< —p/2 ify, = —1 (3.7)
wlixi+b>p/2 ify, =1 (3.8)
yi(w'xi +b) = p/2 (3.9)

here the minimization of cost function, given as
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1, ‘
ming(w, £) = — C i 3.10
p(w, &) = Jwiw+ ;e (3.10)
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yi(wIxi +b) > 1—&and&, > 0 (3.11)

Fori=1,2,3,....,n, where C > 0 is the regularization coefficient, and

g€ > 0 is the stack variable (te distance between the margin and the samples xi
lying on the wrong side of the margin).

Applying the Karush—Kuhn-Tucker conditions into Lagrange dual Problem

n 1 n
Qo) = Zai —3 Z a;a;y;y; K(xx;) (3.12)
i—1

ij=1



3 Advanced Fault Diagnosis and Condition Monitoring ... 47

With constraints

> iy =0and0 <e; < C (3.13)

i=1

The stack variable, §; and the weight vector, w do not exist in the dual form. Now,
the decision function for soft margin support vector machines (SVM) classifier is

Ns
fx) =sgn <Z oziy,-K(x,x,-) + b) (3.14)

i=1

where, Ns is the no. of support vectors. x;, x; € SV,

K(x’x,') = «d(x), d(X;)> is the chosen kernel function.

Dealing with any number of feature, make SVM unique and simple to implement
as a fault classifier (Zhao et al. 2013, 2014).

For feature extraction, a system identification approach based on wavelet and two-
stage support vector machine (SVM) classifiers was used (Yi and Etemadi 2016).
This detection approach simply takes data from the PV array’s total voltage and
current, as well as very less amount of labeled data for training of SVM classifier.
The amount of energy generated from a PV array is governed by variables such as
sunshine, array location, covered area, and solar panel quality. Each update increases
the likelihood of an inaccuracy in the array. As a result, academics must emphasize
rigorous study and the development of a procedure for quickly locating and fixing all
types of errors. Machine learning (ML) is used along with voltage and current-based
sensors to detect, identify, and classify common defects including open circuits, short
circuits, and hot-spots (Kurukuru et al. 2019; Malhotra 2015).

3.5.2 Artificial Neural Network (ANN)

ANN is a computational model which resembles human brain behavior. Extremely
complex problems can easily be dealt with ANN because of its ability of parallel
computation and it is also adaptive to external disturbances which make it one of the
promising computation techniques in power system (Boppana 2015; Gunda and Jones
2019). Authors have explained that ANN can adjust the data without any explicit
specification of functional form for the underlying model. Further, the comparison of
the performances of different classifiers on basis of features extracted by WT. In paper
(Garoudja et al. 2017), authors provided a technique for fault detection and classi-
fication system which was based on WT and ANN with practical implementation
(Hopwood et al. 2020).
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Fig. 3.9 Architecture of -
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3.5.2.1 Multilayer Feed Forward Network

In this technique, ANN with three layers was discussed where each layer has specific
neurons with some weights where Wj; is weight of hidden layer neuron. After moving
to the next iteration, weight of the neuron available in different layers gets updated
final output as shown in Fig. 3.9. Different iterations result in the highest accuracy and
better results will get from this method. To ensure accurate diagnosis and failure iden-
tification in PV systems, a fault classification technique is developed. This method
takes into account the wavelet transform’s feature extraction capabilities as well as
the categorization attributes of radial basis function networks (RBFNs). The dynamic
fusing of kernels is used to increase the effectiveness of the classification classifier
(Lin et al. 2015; Garoudja et al. 2017; Hopwood et al. 2020). Further advanced deep
CNN-based methods for fault classification have been proposed (Malhotra 2015;
Aghaei et al. 2015; Tsanakas et al. 2015; Chouder and Silvestre 2010; Aziz et al.
2020; Rahman and Chen 2020; Bartler et al. 2018). Al technique-based classification
is given in Table 3.5.

3.6 Fault Mitigation Techniques

3.6.1 Protection Device-Based Technique

Protection devices are basically used for the protection purposes like protection
against over current, under voltage, etc. But nowadays, IED (intelligent electronic
devices) are replacing the conventional electromechanical relays and IEDs are
equipped with both alarm settings and relay settings (Boggarapu et al. 2020; Rahmann
etal. 2016). This method is very useful in case of L-L and L-G fault as these faults are
easily detectable. One can also install RCD (residual current device) which spots the
difference in current passing through PV string terminals or PV array. In case of any
fault definitely residual current will flow will lead to the actuation of RCD and thus
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Table 3.5 PV Fault classification based on Al techniques

49

Classification based on Al techniques

References

Al techniques

Research
avenues/Application
remarks

Hariharan et al. (2016)

Graph-based semi-supervised
learning

Advanced Al technique
suitable for

Hu et al.( 2015)

SVM

Detection and classification

Lin et al. (2015)

ANN

fault diagnosis of PV array
with online monitoring

Kurukuru et al. (2019), Aghaei

Machine learning techniques

Detection and classification

et al. (2015), Tsanakas et al. and thermography
(2015)
Gunda and Jones (2019) WT and PNN Fault detection and

classification

Garoudja et al. (2017),
Hopwood et al. (2020)

Neural network

PV panel fault analysis

Karmacharya and Gokaraju
(2018)

Deep learning network

Inverter fault classification

Hooshyar et al. (2016)

Fault type classification

Microgrids including
photovoltaic DGs

Deitsch et al. (2012)

Electroluminescence images

Photovoltaic module cells

Malhotra (2015)

Machine learning

fault prediction

Aziz et al. (2020), Rahman and
Chen (2020), Bartler et al.
(2018)

A novel CNN-based approach

Faults and defect detection

fault is detected (Yahyaoui et al. 2016), but it is a very expensive technique because
it requires installation of a lot of devices and all the relays and protection devices
should have optimum time setting and selectivity otherwise unwanted tripping can
happen and which is not desirable (Gonzalez-Longatt 2005).

3.6.2 Simulation-Based Technique

This method includes many subtechniques like power loss analysis method, earth
capacitance measurement, and TDR (time domain reflector method) (Gonzélez-
Longatt 2005; Gunda and Jones 2019). In the power loss analysis method, the param-
eters of PV modules are fed to a software simulator to detect the power losses in the
system and simulate the behavior of PV system then on the basis of comparison we
can detect the fault in the system. Earth capacitance method is being used to detect
the PID error in the module. In TDR (time domain reflector), a signal is injected into



50 S. K. Gawre

the system and the reverse signal is analyzed in the simulator to detect the level of
detection (Mansouri et al. 2021).

3.6.3 Arc Fault Detection

Arc fault is responsible for fire in most of the cases. Whenever there is an arc, it
injects some high-frequency noises in the system, which can be used to detect the arc
fault in the system. So normal OC relays and IEDs cannot detect the arc fault because
it is not a short circuit, arc is a flow of current through high impedance path. Thus,
special type of devices like AFD (Arc fault detector) and AFCI (Arc fault circuit
interrupter) are being used. These devices distinguish between arc noise and other
noises (due to harmonics, etc.) and avoid false tripping (Zhao et al. 2013). Mitigation
and solution are summarized in Table 3.6.

3.7 Key Challenges and Opportunities

Overall monitoring and mitigation is a challenging task as ground faults, L-L faults,
and arc faults are prone to severe fire hazards and always suggested to have robust
fault detection and mitigation techniques have been applied prevent fires (Pillai and
Rajasekar 2018). Limitations persist in the conventional detection methods, due to
undetected ground faults and cause severe damage to the PV array and equipments
(Chen et al. 2016; Zhao et al. 2013, 2014). Some faults are instantaneous; some are
repairable or needs to be replaced by the faulty portion/component. In a bigger canvas,
every aspect of the PV fault must be taken into account while collecting data, so here
opportunity is to deal with big data management, novel signal processing as WT
is most suitable along with Al technique (Sreelakshmy et al. 2018; Pradeep Kumar
etal. 2017; Lin et al. 2015). Moreover, the healing model or protection system has to
be an effective and prompt response to faulty sections with ease of communication
to the control center for instant action online or IoT-based novel approaches with
suitable cyber security measures (Phoolwani et al. 2020; SeyyedHosseini et al. 2020;
Grimaccia et al. 2017; Mellit et al. 2020). Power quality issues are directly related to
faults and the frequency disturbance phenomenon (Hacke et al. 2018). Now the smart
grids are more sensitive to nonlinear loads and equipped with modern monitoring and
control devices, various IEEE standards, NEC (National Electrical Code), and IEC
standards are available as a benchmark for the measurement of power quality issues
related to faults penetration in SPVS (Pillai and Natarajan 2019). Major opportunities
are-

e Highly automated SG will be required in future to have self-healing capability by
prompt machine-to-machine communication-based approaches.
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Fault mitigation techniques

References

Techniques

Research
avenues/Application
remarks

Pillai and Rajasekar (2018)

PV system protection

Overall protection and PV
fault analysis

Zhao et al. (2012)

L-L fault analysis

Fault protection challenges

Saleh et al. (2017)

Voltage-based protection
scheme

Protection challenges for
faults

Lietal. (2019)

Accurate detection of
high-impedance L-L fault

Localization

Baccoli et al. (2021)

PV collector—reflector

Enhancing energy
production

Teo et al. (2020)

Bypass diode

Partial shading loss

Fathabadi (2015)

PV array string and central
based MPPT

Enhancement of
performance

Rahmann et al. (2016)

Mitigation control against
partial shading

PV system

Honrubia-Escribano et al. (2015)

Fault analysis

Power quality

Yahyaoui et al. (2016)

Control technique

Small scale single-phase
grids

SETO in: 2020:a decade of
progress, a promising future,
DOE, New York, NY, USA
(2010), Cristaldi et al. (2015),
Hacke et al. (2018)

Improving photovoltaic
inverter reliability

AC side

Jordan et al. (2020), Ristow et al.
(2008), Pradeep Kumar and
Fernandes (2017), Dumnic et al.
(2018), Oprea et al. (2019),
Spertino et al. (2019)

Equipment reliability, safety,
and quality assurance
protocols

Safety, maintenance

Mansouri et al. (2021)

Analysis and mitigation of

Adaptive neuro-fuzzy

faults system
Golnas (2012), System reliability and Inverter
Sangwongwanich et al. (2018), | economic analysis
Peters and Madlener (2017),
Freeman et al. (2018)
Livera et al. (2020), Alsina et al. | Prevention reliability, machine | Industry

(2018)

learning
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¢ Big data management with more accuracy, speed, and security are basic require-
ments while dealing with online—real-time communication between the service
provider and customer, so data generation by utility related to faults and load
parameters are equally important for the consumer end.

e Upgradation is crucial, while it matters to provide a secure and fast authentic
system for close monitoring and further remedial actions.

e Before preprocessing data, monitoring points are required, at various levels and
sections of RES-based systems. Optimal placement of monitoring points is a new
area of research.

e Advanced Al to minimize distinguish procedure for fault analysis, which depends
upon the most severely affected areas, whether it is a solar power-based system
or wind generation-based system.

e Fast healing after faults in a smart grid should be objective for real-time diagnosis
and condition monitoring.

Hybrid fault classification scheme is proposed where IoT-based detection and
Al-based classifier is employed for SPVS as shown in Fig. 3.10. Here, IoT nodes
fetch the fault signal information and send it to cloud (virtual data base), data can be
retrieved remotely and further preprocessed using novel signal processing techniques
(FT/WT/ST). Before classification, feature extraction is an important aspect to reduce
the data and focus on specific features for the process of classification, here ANN or
SVM-based methods are popular for the classification of faults. Further, a new deep
learning CNN approach is suited for more efficient fault analysis.

3.8 Conclusion

Renewable energy sources are an essential part of the modern power grid and they
always pose attention while considering replacing conventional energy sources in
the future. For efficient maintenance and operation of SPVS robust and smart fault
monitoring system is desirable. This chapter presents a comprehensive review on
SPVS fault detection, classification, and mitigation techniques along with critical
analysis. Signal processing-based approaches as well as experimental setup-based
schemes along with online or offline fault diagnosis methods have been reviewed. It is
observed that conventional/classical methods for SPVS fault diagnosis and condition
monitoring are found durable and robust for classical power system model but when
smart grid scenario is considered, wired, wireless communication devices with IoT
and Al-based approaches are adopted heavily to make the system more flexible
toward smart operation and control. A hybrid IoT and Al-based fault classification
scheme for SPVS is proposed to enhance the performance of fault diagnosis. Future
scope of the presented work is, to deal with cyber security issues, reconfigurable
SPVS component and self-healing ability of renewable energy sources.
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| PV fault signal to loT node |

Preprocessing
(FT/WT/ST)

Feature extraction and feature
ocomalization

v

Training and Testing of data set using Classifier
(ANN/SVM/CNN)

v

Classification of data set as PV fault type
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Fault Diode shading
fault

Fig. 3.10 Proposed PV fault classification scheme using IoT and advanced Al techniques
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Chapter 4 ®
Overview of Energy Management Gzt
Systems for Microgrids and Smart Grid

Siddharth Jain, Aboli Kulkarni, and Yashwant Sawle

Abstract Global energy crisis and the ongoing transition toward green energy has
necessitated the integration of renewable energy generation systems into the grid.
This calls for an efficient and reliable energy management system that promotes
a sense of balance between supply and demand of energy, reduces power loses
and unanticipated peak loads, etc., for stable operation. Centralized optimization
of energy resources is prevalent, but a demand response method is also proposed,
wherein, the consumers adjust their power consumption to not exceed the generation.
This book chapter gives a comprehensive idea about different energy management
techniques and their requirement with an emphasis on the currently under process and
more sophisticated energy-saving algorithms, that can benefit various stakeholders
in the grid system.

Keywords Green energy - Centralized optimization - Demand response - Energy
management techniques + Energy-saving algorithms
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SCADA  Supervisory, data, and control acquisition systems
BMS Building Management System

4.1 Introduction

Large-scale deployment of renewable energy resources is necessitated due to the
global energy crisis, increasing carbon footprint, and ongoing green energy transition.
The use of non-conventional sources of energy like solar, wind, tidal, geothermal,
etc., help alleviate environmental pollutants and support sustainable development.
Integrating these distributed renewable energy generation systems into the utility
grid has brought into existence the microgrid concept. A microgrid acts as a self-
sufficient system with two modes of operation: grid-connected mode and islanded
mode of operation in case of grid failures. For the maximum utilization of the gener-
ated renewable energy, there has been considerable research in energy management
systems for both the microgrid and smart grid. An ideal energy management system
helps optimize the utilization of the generated renewable energy, insecure, efficient,
reliable, well-coordinated, and intelligent ways. It also assists in monitoring and
controlling the transmission, generation, and distribution system (Zia et al. 2018).
This book chapter highlights:

The necessity of an energy management system in a microgrid or smart grid
The objectives of an energy management system and its constraints
Various energy management techniques and energy-saving algorithms for micro-
grid

e Solutions to energy management problems in a microgrid (Al-based, meta-
heuristic approaches, etc.)
Architecture of an energy management system in a smart grid
Tools used in energy management systems in smart grid.

Therefore, a comprehensive review of the function, importance, constraints and
barriers, etc., of an energy management system in a microgrid and a smart grid is
given.

4.1.1 Microgrid

Several definitions of a microgrid are found in research works. A broad conclusion
can be drawn that a microgrid is a group of distributed energy generation units and
a cluster of connected electric loads with defined boundaries. They can be partially
or completely controlled. A microgrid can also operate as an independent entity or
in connection with the utility grid. These are known as islanded mode and grid-
connected mode of operation, respectively. The concept of microgrids came into
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existence to ensure a reliable and economic energy supply. Any problem occurring
in electrical energy collection can be solved more efficiently due to decentralized
supervisory control, thus eliminating a more complex centralized system (Hirsch
et al. 2018).

Several factors influence further research and development in microgrids.
Primarily, the need for clean energy and the intermittencies that come with it is a major
factor. Environmental emissions due to greenhouse gases associated with conven-
tional energy sources have necessitated the integration of non-renewable energy
sources in the grid. Further, microgrids are technically equipped to handle the vari-
ations in the generation of renewable energy with optimal energy scheduling and
several energy storage systems. These systems include lithium-ion, nickel-cadmium,
and lead-acid; regenerative fuel cells like vanadium redox and zinc-bromine; and
highly efficient kinetic energy storage systems like flywheels.

Microgrids have also proven to be very economical in infrastructure, efficiency
improvement methods, and ancillary services. Usage of absorption cooling tech-
nology in CHP (combined heat and power plants) has helped address increased load
demand. Also, reduction in line losses and direct current distribution systems have
improved grid efficiency greatly. A microgrid’s services include control over voltage
and reactive power generation, frequency regulation, compensation for harmonics
in the generated voltage, power quality, consumer privacy, etc. Energy security is
another important arena related to a microgrid that is greatly probed. Severe weather
conditions, cyber-attacks, and cascading outages are the driving factors. In case of
power outages in some areas due to adverse weather conditions, a microgrid can
divert power to critical from their distributed generation units or energy storage
systems to critical loads.

Further, microgrids enable segmented control over the grid. Therefore, a domino
effect doesn’t affect the entire primary grid in case of a power outage. Consumer
information and communication of the central control with the localized control
centers form microgrid operations. Physical and cyber-attacks on the grid compro-
mise its reliability and affects consumer privacy. Therefore, significant research has
been done in this area to mitigate the same.

Hence, microgrids’ benefits include decarbonization, reduction in load congestion
in the grid, improvement in electric utility grid operation, etc.

4.1.2 Smart Grid

The smart grid is an intelligent electric grid that allows the consumers to experience
a sustainable, economical, efficient, and secure electrical energy supply. It integrates
information technology for optimal energy supply and has a two-way communication
between the grid operators and customers. Advanced metering infrastructure (AMI)
allows real-time monitoring of energy consumption and ensures accurate energy
pricing to its customers. Smart meters are an important aspect in this, enabling
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notifications in case of a power outage, power quality, and better energy manage-
ment. Smart grids also allow dynamic pricing mechanisms subjected to load demand
(Tuballa and Abundo 2016).

Smart grids having dispersed network infrastructure proves to be beneficial since
it reduces maintenance costs and allows better control. They also have self-healing
responses to any grid disturbances. It gives an active role to electricity consumers
and provides demand flexibility. It also ensures a reduction of transmission and
distribution power losses.

Therefore, the smart grid has revolutionized electrical energy generation and

supply.

4.1.3 Literature Review

The electric current production and distribution by means of conventional grids that
function for customers nowadays have been progressed over 100 years. Traditional
grids have aided fine earlier; however, they cannot be suitable for the upcoming time to
come (EUR22040 2006; Hamilton and Summy 2011) in requirements of their effec-
tiveness and atmosphere friendliness. Moreover, fresh encounters are ascending from
the growing user’s requirements and the reduction of conventional sources of energy
at a steady percentage (Birol 2006; Armaroli and Balzani 2007). A conventional
power network comprises of central production of electric current, which is trans-
ferred and circulated to the users in one way (Yu et al. 2011). The key sources utilized
to produce electricity globally are conventional sources: coal (43%) and natural gas
(22.8%) (IEA 2015). However, predictions in (El-Hawary 2014) specify a fair of
electric current and hybrid electric vehicles of 105.7 million until 2050, signifying
11% of the global electrical energy usage. They can be reviewed by a modern power
system network, capable of increasing grid’s productivity, dependability, and safety.
It decreases peak load demand; suggests ecofriendly aids, tracing, and healing errors
(Brown and Zhou 2013). To encounter non-conventional energy sources require-
ment to dodge forthcoming supply disasters, which offer an outstanding chance for
the arrangement of smart grid tools (Heffner 2011). As peak demand of load is
rising at a steady rate in all areas, smart grids placement may further help handle
the growth in expected peak load (Gungor et al. 2011). Computerized controls, up-
to-date communication structure, and sensing and energy management tools (Sawle
etal. 2021) accomplish these characteristics. Smart grids have barricades that oppose
advancing progress (Carvalho et al. 2012).

Moreover, smart grids are vital to incorporate numerous forms of non-
conventional distributed production (Joskow 2012). The information gathered by
smart electric meters delivers real-time info about electrical current usage of a utility
service center (Shortfall, managing an electricity 2010). Administrations and utili-
ties have met holes between supply and demand, guided to blackouts, load shedding,
and production shortage (Sawle et al. 2018). Non-conventional sources of energy
can lessen ecological and public influences (Urmee et al. 2009). Besides, it offers
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minimal charge options than non-renewable energy technologies offer for numerous
applications (Pratt et al. 2010).

Moreover, it will enlarge the prevailing system’s capacity and decrease green-
house gas emissions, which are accountable for global warming and depletion of
the ozone layer (Joskow and Wolfram 2012). However, the Energy Management
System displays the real-time electricity tariffs, allowing consumers to schedule
home smart appliances to off-peak periods when the electricity price is lower. It also
allows the electric utility to send overload signals to smart homes to reduce electricity
consumption to avoid interruptions and peak demand rates, assisting the grid balance
(Meliopoulos 2002). The microgrid enriched with modern power electronic-based
technology (Peng et al. 2009; Sawle et al. 2018) can offer higher dependability of
service, better quality of power supply, and better efficiency of energy use by utilizing
the available waste heat. The microgrid, an integrated form of DERs, is normally
interfaced with load and utility grid by electronic power inverters (Olivares et al.
2014). In Fig. 4.1, we have proposed a framework for the chapter.

Overview of energy Enerey Man: Solutions for Energy
gy Management :
management systems for ‘ System in Microgrid ‘ Management
microgrids and smart grid Problems
Tools utilized in Energy Aarchitecture of Energy Energy Management
management systems in - management system S_\'slem i||1 Smart
the Smart grid. in smart grid Grid
Conclusion

Fig. 4.1 Proposed framework
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4.2 Energy Management Systems in Microgrid

4.2.1 Microgrid Energy Management

According to the International Organization for Standardization (ISO), the stan-
dard ISO 50001 emphasizes establishing, implementing, and maintaining an energy
management system (EMS) that enables continual development in energy utiliza-
tion, consumption, security, and efficiency to improve the overall energy perfor-
mance. The incorporation assures an EMS’s effective implementation with its strate-
gies for decision-making of load forecasting modules, supervisory, data, and control
acquisition systems (SCADA), and Human—Machine Interfaces (HMI). Further, the
International Electrotechnical Commission standard IEC 61,970 pertaining to the
application program interface of an energy management system to the power grid
describes an EMS as a computer-aided system that consists of software which helps
in information exchange to the primary control center, provides applications for the
functionality required for the efficient operation of electrical generation, transmis-
sion and distribution facility, and promises minimal cost for energy supply. Functions
of a microgrid EMS include analysis, monitoring, energy forecasting of distributed
energy generation resources, reduction of operation costs, control over the market’s
energy prices, reduction of carbon dioxide emission, and a reliable energy supply
and increase in the lifetime of the system components.

4.2.2 Objective Functions and Constraints of an Energy
Management System

The objective functions are defined after considering various aspects such as the
consumer preference, the equipment used in the grid, energy generation, storage,
transmission and distribution, government rules and regulations, and tariff types.
An EMS is primarily meant for reducing costs related to environmental factors,
capital and operation, energy storage, etc. Due to greenhouse gas emissions and
penalties for the same, costs are incurred under the environmental category. Alloca-
tion, production, maintenance, supply costs, purchase costs due to energy shortage,
start-up and shutdown costs, battery degradation costs, fuel, and electrolyser costs
form the capital and operational expenses. Expenditure due to charging/discharging,
money spent on ultra-capacitors, hydrogen storage, batteries are the energy storage
costs. Much work is done to propose several single and multiobjective optimization
techniques to ensure the microgrid EMS’s reliability. An EMS must function in the
energy generated (minimum—maximum) limits of a distributed energy generation
system for economic and safe operation. This is known as consumption constraint,
and all kinds of loads like households, industries, etc., must operate within it. The
physical capacity of the energy storage systems must also be considered since over-
charging and discharging affect their health and efficiency. Reactive power support,
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demand response, energy balancing, etc., are other constraints for the EMS to meet
its objectives. Figure 4.2 demonstrates the architecture of the microgrid.

4.2.3 Optimization Techniques for Energy Management
Systems

The supervisory, control, and data acquisition architecture for an EMS is either
centralized or decentralized. In the centralized type of EMS SCADA, information
such as the power generated by the distributed energy resources, the central controller
of microgrid collects the consumers’ power consumption, weather-related data, and
cost-function. Further, the central control governs the optimal energy scheduling and
passes on this information to the local control. However, in the decentralized type of
EMS SCADA architecture, the central control of the microgrid sends and receives
all the required information from the local control. The local control requests the
central control for energy generation. With the integration of distributed renewable
energy generation resources, electric vehicles, smart homes/buildings, and energy
storage systems into the grid, the microgrid EMS strategies to achieve its objectives
have diversified. They include the economical, reliable, and sustainable operation
of the microgrid, economic dispatch, minimization of the system losses, controlling
any intermittencies in the renewable energy generation resources, unit commitment,
etc. Several optimization techniques have been proposed to deal with the problems
faced by energy management systems and to ensure an efficient operation. They are
discussed in the subsequent sections and shown in Fig. 4.3.
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4.2.3.1 Linear Programming

One method proposed to minimize the objective functions is linear programming
(L.P.) and mixed-integer linear programming (MILP). L.P. is used for the reduction
of fluctuations in demand and also maintaining energy balance in microgrids with
renewable energy generation systems (Davis and Thompson 2007). For minimal
operating costs, certain energy management systems operate using mix-mode oper-
ation strategies. These include on and off mode, power-sharing mode, and contin-
uous run mode. The expense functions of these strategies are minimized using L.P.
and MILP (Sukumar 2017). Much research work is done wherein the MILP frame-
work is utilized to solve several problems related to energy management. It proves
to be a trade-off between low costs for operation and good energy services to the
consumers. For example, in Vergara (2017), and EMS is proposed and developed
as a nonlinear model. The costs for the operation of the microgrid are minimized
by taking into consideration load-shedding and system outage. The nonlinear model
is linearized into MILP using the Taylor series, estimated operation points, piece-
wise approximation, and auxiliary variable introduction. This model proves to be
computationally efficient than the nonlinear one. The drawback is that the demand
response and power losses are not taken into consideration. Further, the objective
function in Tenfen and Finardi (2015) takes into consideration the curtailable and
reschedulable loads in demand response and also costs pertaining to operation and
management, start-up/shutdown, load shedding, etc., while proposing an optimal
energy management strategy. In Tenfen and Finardi (2015), a load demand policy is
determined to minimize operation costs due to technical and economic constraints.
Microturbines with ambient temperature and ramps constraints and fuel cells with
cycling and preheating costs constraints are modeled. The minimization of costs is
done by using a piecewise linear function of diesel generators and battery sizing.
Therefore, MILP is used to propose a cost minimization strategy.
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These and several other research works use L.P. and MILP to carryout energy
resource optimization in microgrids. However, significant work needs to be done to
consider battery degradation, greenhouse gas emission, depth of discharge (DoD) on
the battery’s performance, system privacy, reliability, and efficiency issues.

4.2.3.2 Nonlinear Programming

The optimization approach used in several research works for a microgrid EMS is
based on the nonlinear programming framework. In Sawle et al. (2017), a central
controller is designed for a microgrid to operate optimization during an intercon-
nected operation mode. The microgrid central controller aims to minimize the oper-
ational costs by considering the active power of the grid. The paper considers market
policies, typical load profiles, current market prices, and renewable energy production
during the design process. This approach is entirely based on nonlinear program-
ming. The authors in Ornelas-Tellez and Jesus Rico-Melgoza (2013) propose an
optimal control for minimizing a quadratic cost function and tracking the trajec-
tory of a nonlinear system. The control law so developed comes from solving the
Hamilton—Jacobi—Bellman (HJB) equation and is meant for ensuring efficiency in
the power flow between sources in the grid. HIB equation is used primarily for state-
dependent factorized non-linear systems. The intermittent nature of the renewable
energy sources and the grid-connected and islanded modes of operation of the micro-
grid pose problems to optimization. For reliable and economic energy supply, the
renewable energy sources’ capacities have to be optimized, and their coordination
with the grid should be managed. In Zhao et al. (2014), the authors proposed a prob-
ability of self-sufficiency (PSS) concept to depict that the microgrid can meet local
demands quite self-sufficiently. Also, the problem of operation scheduling involving
unit commitment (U.C.) and dispatch problems is solved. The U.C. problem is a
mixed integer-based nonlinear programming optimization problem. Therefore, a
nonlinear mixed integer-based optimization task solves various technical issues on
both the supply and demand side like load management, electric vehicles, dynamic
pricing, and on-site renewable energy generation.

4.2.3.3 Dynamic Programming

A dynamic programming approach is used to solve the problem related to energy
consumption scheduling since it is based on a real-time pricing strategy. As seen from
Ma et al. (2013), the energy consumption scheduling problem is cast off into a game
wherein the consumers compete with each other to obtain energy at minimal costs.
The non-cooperative energy consumption game has an optimal energy consumption
solution, which is also known as the Nash equilibrium point. Also, in Sawle et al.
(2016), for the integration of renewable energy generation-based microgrids in the
main grid and low energy costs, the authors propose a dynamic model wherein
the consumers are accountable for the complete schedule of energy demand also
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keep track of the energy prices. Furthermore, dynamic programming is also used
to maximize the lifetime of the energy storage system used in the microgrid. The
best way to achieve this is for the central controller of the microgrid to find out
the most effective way of charging and discharging the energy storage system (e.g.,
battery) (Hooshmand et al. 2013). This can be determined by taking into consideration
factors such as the levels of renewable energy generated, grid electricity rates at the
time of use (TOU), and the load profile. The authors in Duan and Zhang (2013),
for the regulation of the energy purchase of microgrids, have proposed a dynamic
contract mechanism. Regulation of the energy is crucial since the inconsistencies in
the renewable energy generation of the microgrid can, in turn, affect the utility grid.
Therefore, the mechanism enables the microgrid to make time-specific commitments
but also provides it with the flexibility of altering any future ones. These commitments
are subjected to change in the case of current levels of energy in the energy storage
system and load demands.

4.2.4 Stochastic Programming

The authors in Cau (2014) proposed a stochastic EMS for the control of a microgrid
that has adopted battery and hydrogen energy storage systems. As opposed to the
conventional EMS, which takes into consideration the state-of-charge of batteries,
the consumers base this EMS on the uncertainty in the renewable energy produced
and the demand. The authors believe in a stochastic approach to deal with these inter-
mittencies. This EMS helps in the minimization of the utilization costs of the energy
storage systems. Utilization costs include costs incurred due to maintenance, depre-
ciation, operations, and replacement. The stochastic approach proves to be a much
more effective option in cost reduction by 15% in the cases taken into consideration
in Rezaei and Kalantar (2015). For an isolated droop-controlled microgrid, frequency
is a key control variable. In Lasseter and Paigi (2004), an objective function depen-
dent upon the same is formulated using mixed-integer linear programming, which
aims at optimization of the frequency value that is subjected to deviation from its
nominal value due to uncertainties in the generation and demand of energy. Scenario-
based and reduction method is used to model these intermittencies, and a two-stage
stochastic optimization approach is adopted to reduce these frequency deviations and
the emission and operation costs.

Much research is done in this method of optimization, but the common draw-
backs observed are no mechanisms for the mitigation of greenhouse gas emis-
sions, choosing the higher depth of discharge values of the batteries, higher time
of computation, and privacy issues among the consumers.
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4.3 Solutions for Energy Management Problems

4.3.1 Introduction

Different research works have given several solution approaches to the problems
encountered in the energy management systems of the microgrid. These prob-
lems are based on the optimization framework. The solutions make use of neural
networks in the artificial intelligence-based approach, optimization algorithms like
genetic, swarm in the meta-heuristic approach, etc. They are discussed thoroughly
in subsequent subsections along with the relevant research work.

4.3.2 Artificial Intelligence-Based Approach

4.3.2.1 Neural Networks and Fuzzy Logic Based

Artificial neural networks are used for energy forecasting and prediction of load
demand. The authors in Chaouachi et al. (2013) make use of artificial intelligence
techniques for the intelligent energy management of a microgrid. This is done along
with the usage of multiobjective-based linear programming optimization. The EMS
takes into consideration the forecasted values of the renewable energy generated and
the load demand for the minimization of operation and emission costs. The proposed
machine learning model is characterized by improved learning and generalization
capacities. Another important aspect of microgrid efficiency is the battery scheduling
process, wherein the authors make use of fuzzy logic to deal with intermittencies.

Similarly, in Sawle and Gupta (2015), a two-step reinforcement learning
algorithm-based neural network is used for the battery scheduling process. This also
helps in increasing the rate of utilization of the battery during high load demand,
minimizing the dependence on external sources for energy purchase, and maxi-
mizing the wind energy generation. The forecasted energy values feed the neural
network to take optimum battery scheduling actions. The drawback of this process
is that the demand response is not considered. A recurrent neural network is devel-
oped in Gamez Urias et al. (2015) to minimize energy purchase from the utility
grid, maximize the utilization of the renewable energy generated, and for proposing
an efficient energy management system for the microgrid. Kalman filter and hybrid
wavelet functions help the neural network in achieving the same.

For maximization of the energy trading profits with the utility grid and managing
the power flow in microgrid equipped with renewable energy generation systems and
energy management systems, the authors in De Santis et al. (2017) have proposed a
combination of fuzzy logic and genetic algorithm. A hierarchical genetic algorithm
tuned rule base of a fuzzy inference system helps for this purpose. A poly-generation
microgrid in the islanded mode of operation consisting of a fuzzy logic-based energy
management system is designed in Kyriakarakos (2012). It helps in the minimization
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of the operation costs of the grid but does not consider the demand response and
the computational time complexity. All of these neural networks and fuzzy logic
approaches are meant for microgrid energy management systems with centralized
supervisory control architecture. They take into consideration the intermittencies
related to energy generation and load demand, with the major contribution being a
reduction in the costs, pollutants, and ensuring proper energy sharing with the utility
grid.

4.3.2.2 Game Theory and Markov Decision Process Based

The authors in Ma et al. (2016) have proposed a Stackelberg game approach in a
microgrid consisting of combined heat and power (CHP) and photovoltaic (P.V.)
prosumers to maximize profits and ensure fair profit distribution among them. This
is ensured by maintaining Stackelberg equilibrium with the help of differential
evolution-based heuristic algorithm and constrained nonlinear programming. In this
game, the followers, i.e., the prosumers (CHP and P.V.) choose their own strate-
gies in response to the strategies of the microgrid operators who is the leader. This
approach shows a significant increase in the profit, along with an improvement in the
load characteristics of the microgrid as a whole. Reference (Mohamed and Koivo
2011) gives an overview of a modified game theory based on nonlinear multiob-
jective optimization for deciding an optimum operation strategy for a microgrid.
It also helps in minimization of the operational and maintenance costs and lower
emission levels of greenhouse gases like CO,, NO, NO,, SO,, etc. The objective
function in this approach is the difference between the Pareto objectives and the
normalized distance of the function from its worst value. A rolling horizon Markov
decision process (MDP) is introduced in Sawle et al. (2018) for a grid-connected
microgrid with multiple energy generation systems. To deal with the large states and
decision space of MDP, a feasible base policy inclusive roll-out algorithm is also
applied. This is achieved by a greedy algorithm implementation. Overall, this helps
to solve the multienergy scheduling problem that occurs due to variability in renew-
able energy generation. The downside of the above methods is that the computational
time complexity is not taken into consideration. But to ensure reliable, efficient, and
sustainable operation, the emphasis is laid on the inclusion of electric vehicles, miti-
gation of environmental emission, costs incurred for communication purposes due
to decentralized operations of the microgrid, etc.

4.3.3 Model Predictive Control-Based Solution

For ensuring stable operation of a microgrid in islanded mode, a nonlinear model
predictive control is formulated in Luo (2017). This model uses data related to the
active power generated from renewable energy systems, forecasted load demand,
and state of charge (SoC) of the battery to train an artificial neural network that
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identifies the forthcoming variations in the active power to initiate load shedding
for non-important loads. A two-stage coordinated control approach is proposed
for a grid-connected microgrid in Prodan et al. (2015). The primary stage deals
with economic dispatch, whereas the secondary is a real-time adjusting one. In the
Economic dispatch stage (EDS), the control model makes use of the piecewise linear
thermal and electric efficiency curves for operation schedules based on the values
of the energy forecast. Whereas the real-time adjusting stage makes use of real-time
energy production values to deal with the power variations. A soft constrained model
predictive control and mixed-integer programming-based framework are introduced
in Sawle and Gupta (2017) to minimize operational costs of microgrids such as
expenses due to energy purchase from the utility grid, lifecycle of batteries, and
imbalance occurring in the demand load. The framework allows the formulation of a
fault-tolerant EMS, taking into consideration the variations in the renewable energy
produced, generator faults, load demand, and the market price of energy.

4.3.4 Metaheuristic Approaches

4.3.4.1 Swarm Optimization Method

Particle Swarm Optimization (PSO) based algorithm is employed for an EMS in
a microgrid with multiple renewable energy generation units and energy storage
systems in Moghaddam (2011). The suggested approach helps in minimizing the
various operational and energy costs of the grid by considering optimum values of
control variables. The EMS is modeled using an estimate or probabilistic method
owing to uncertainty in the energy produced through renewable sources like wind and
solar, energy market prices, and load demand. The limitations of this optimization
technique are that the costs of environmental emissions and the demand response are
not considered.

An Adaptive Modified Particle Swarm Optimization (AMPSO) that is a combina-
tion of Fuzzy self-adaptive structure and Chaotic local search mechanism-based PSO
is presented in Abedini et al. (2016). A multiobjective nonlinear constraint optimiza-
tion problem is formulated for the optimized operation of a microgrid consisting of
several energy generations and storage units. This approach helps in the reduction of
operation and emission costs. A Gaussian Mutation algorithm for a novel guaranteed
convergence PSO is developed and implemented in Sawle and Gupta (2015). This
gives an optimal strategy for the management of microgrids in the islanded mode of
operation and also the optimum capacity of the renewable energy generation systems
in it. It is implemented on 69 and 94 bus systems to reduce the fuel and capital costs.
The shortcoming of this method is that the environmental emissions and power losses
in the microgrid system are not considered.

The authors in Golshannavaz et al. (2016) propose a dual-stage energy manage-
ment strategy for the optimized operation of a microgrid. In the primary stage, energy
scheduling is done according to the variations in a generation. Stage two involves
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expressing the generation intermittencies as perturbations in nodal power injections.
Sensitivity analysis is used for the estimation of the corresponding optimal spinning
reserves. The energy of microgrid purchase from the utility grid, remaining demand
response capacity, and other conventional sources are utilized by the real spinning
reserves for the difference between the actual and optimal values. Hence, a stochastic
weight trade-off PSO and affine arithmetic-based power flow is suggested for mini-
mizing the costs incurred due to environmental emissions, power trade with the utility
grid, fuel, and load shedding. Also, the mismatches in the active and reactive power,
deviation in the voltage are reduced.

4.3.4.2 Genetic Algorithm Method

Microgrids face challenges related to scheduling of power generation and load
demand due to intermittencies in non-conventional energy sources. An efficient,
high-performance EMS is formulated in Askarzadeh (2018) incorporating automat-
ically controlled switches. The system uncertainties are modeled by the generation
of various scenarios as well as the usage of the reduction method. An optimized
network topology is also suggested for every power scheduling interval. A genetic
algorithm is proposed for the nonlinear mixed-integer problem-based optimization,
which aims at optimal scheduling of active, reactive, and reserved power. Energy
storage systems and power loss-related expenditures are not considered. Communi-
cation of the energy management system of a microgrid with distributed generation
units is crucial for optimum energy allocation. A memory-based genetic algorithm
is formulated in Chen (2011) for the same. It also helps in the reduction of costs
related to the production of energy. This algorithm proves to be more efficient than
particle swarm optimization with constriction and inertia factors. The authors in
Vivek Tamrakar et al. (2015) have formulated an economical energy storage system
for a microgrid in the grid-connected mode of operation. A matrix real coded genetic
algorithm-based EMS helps in the minimization of operational costs through the
inclusion of storage and generation bids as well as profits obtained from energy
trade.

4.3.5 Agent-Based Approach

The distributed generation units, energy storage systems, consumers, and the micro-
grid are all said to be agents in the agent-based approach. For a microgrid in the
islanded mode of operation and EMS, as well as a scheme for load shedding, is
modeled in Karavas (2015) for optimal energy supply to satisfy load demand via
effective coordination among agents. This is based on the forecasted values of energy
generated and load powers as well as the multiagent system concept. The solar energy
system, wind turbine system, load, fuel cells, and batteries are the agents. An autore-
gressive moving average method-based model is used for the prediction of solar
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irradiance, wind speed, temperature, and loads. If the energy generation and storage
systems are not able to meet the load demand, the multi-agent system algorithm
schedules the load shedding accordingly. To mitigate fluctuations in the voltage and
the notches in the A.C. bus, STATACOM based compensation is employed. A decen-
tralized EMS based on fuzzy cognitive maps-based multiagent system algorithm is
suggested in Shi et al. (2015) for a multigeneration autonomous microgrid. A decen-
tralized EMS allows individual control of different units of a microgrid and hence
proves to be a much better alternative in case of partial failure in grid operations. The
aim of this approach is the minimization of operational, penalty, and energy storage
costs wherein the battery, electrolyzer, fuel cell, and renewable energy resources are
all agents.

4.3.6 Other Solutions

An EMS for a microgrid in the grid-connected mode of operation with decentralized
supervisory control is proposed in Mohamed and Koivo (2010) since a decentralized
approach proves to be more efficient in computational time complexity at the central
control of the microgrid as well as is more economical. A predictor—corrector prox-
imal multiplier algorithm is applied for the optimization of the objective function
that includes generator operation cost, load shedding costs, power losses, and costs
due to trade of energy with the utility grid. Therefore, the suggested EMS is such
that the central control of the microgrid and the local controllers together ensure an
optimal power flow. A mesh adaptive direct search algorithm is introduced in Leitdo
et al. (2020) for the minimization of cost functions that consider expenses incurred
due to the emission of greenhouse gases like CO;, SO,, and NOx as well as operation
and maintenance.

4.4 Energy Management Analysis in Smart Grid
4.4.1 Introduction

In today’s generation, transmission, and distribution networks, rapid economic
growth is causing tremendous stress, as they are unable to keep pace with rising
demand. The construction and integration of a large number of electrical power
generation systems with increased ability to cope with increasing demand have a
negative environmental impact, so successful energy management is imperative. In
response to this anticipated energy crisis and management, Smart Grid could be
the solution. For handling extensive and complex power systems, traditional instru-
mentation has proven inadequate in order to improve overall system performance
and reliability, the electric grid. Most of the latest infrastructure used by the grid is
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obsolete and, in many ways, inefficient; there are two key aspects of Smart Grid, the
smart grid (generation, transmission, and distribution system) on the one hand and
programmable smart devices on the other.

4.4.2 Energy Management Analysis

Energy efficiency is a major concern for activities in the field of sustainable growth
since rising energy use typically means increasing CO, emissions and a long-term
effect on global warming (Leitdo et al. 2020). Over the last few years, energy demand
has been gradually growing, partially due to the advent of new electrical applications,
such as new transportation systems and technologies, which require increased invest-
ment in the energy-producing sector. In addition, because of high power demand,
the electricity distribution network may be under stress at certain particular times
(Bohre et al. 2021). A variety of options for efficient energy consumption can be
sought in order to cope with increasing electricity demand. Indeed, energy manage-
ment includes all steps that could affect energy demand, such as measures to suppress
inefficient energy consumption and measures to minimize energy consumption on a
large or medium scale (Mohsin 2021).

Main Goals of Energy Management System:

e The study should take into account standby usage, as well as the fact that it
eliminates demand peaks, decreases energy losses, to understand the environ-
mental benefits of energy management through linked household appliances with
consistent figures.

e To measure the reduction of CO, emissions by improved consumption and control
of loads.

e To conduct a cost—benefit analysis of the energy management system of a building.

The working method for the energy management system is presented in Fig. 4.4

4.4.3 Importance of Energy Management System

Globally, where power request is mounting, power production should also rise to
come across the requirements of users and the development of their normal lives
(Said et al. 2020). Moreover, since the amount of consumers is increasing, and
due to irregularity in the energy load, the request for electricity will cause diffi-
culties for utility providers as well as the system participants. High load peaks are
extremely likely to arise in numerous sets and can negotiate the operations of the
device (Thirunavukkarasu and Sawle 2020). To address this subject, the utilities, as
well as the system participants, have two possibilities:
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Energy Management
At
Appliances

Fig. 4.4 Working method for energy management system

e Itisincreasing the magnitude as well as dimensions of the system that is expensive
and needs time to carry out.

e Utilizing the E.M. so that to decrease the risk of high peak load for the period of
peak times.

The second way out is more realistic; Moreover, it requires more complex compu-
tations and approaches to be accomplished in handling E.M. E.M. is necessary for a
smart grid for several reasons such as:

It is automatic, and it omits the involvement of direct interference from users.
It provides precise outcomes and estimates.
It supports the utilities for better optimization of its production units as well as
minimizes the production costs.

e It supports the system participants in minimizing the power losses on the system
and lines. It may reduce the indirect distribution of electricity cost drastically

e Itbenefits the consumers to achieve their own load demand and as well as minimize
their charges.

4.4.4 Energy Management Application

It is possible to split E.M. into two main categories. The first is from the perspective
of the energy producer, while the second is from the perspective of the electricity
user (Kumar et al. 2020).

e Suppliers of electricity can use energy management to monitor their generating
units effectively. For example, some generators may be turned on by the elec-
tricity supplier, which may have the lowest operating cost, in order to meet some
customer power demands, using energy management. While Diesel generators
with maximum operating costs are deserted. It offers extra peak load for definite
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peak hours. The goal of the power company is to reduce the operating costs of its
generating systems in this way.

e The transmission and distribution system operators can use E.M. to control current
flow that reduces power losses on the system. It effectively increases the degree
of infiltration of non-conventional energy sources.

e Energy management is used by end consumers (such as households, residential,
and industrial buildings, warehouses, schools, etc., to reduce their electric current
bills and plan their load demand effectively.

4.4.5 Tools Used in Energy Management System

Historically, the management of production sectors and electrical machines was
labor-intensive, or minor management systems were utilized. With the advancement
of computational systems as well as smart algorithms into the grid, it is becoming
stress-free to manage loads in modern times (Leonori 2020). It is possible to quote
nearly some of the popularly utilized systems as follows:

e PLC (Programmable Logic Controller)

e SCADA (Supervisory Control and Data Acquisition)
e EMS (Energy Management System)

e BMS (Building Management System).

4.4.6 Current Situation and Barriers

The method requires time and effort to switch from one technology to another.
The introduction of energy conservation is in progress. The introduction of energy
conservation is in progress (Azeroual 2020).

e The introduction of energy conservation systems has high costs. Over the long
term, the rate of return is low.

e The price of electricity must be time-variable. For utility grids as well as the power
traders, converting from conventional tariff to a newer tariff system is not easy.

e The present network’s architecture, which could charge the system operator a lot
of money, should be upgraded.

e Two-way power flow is in the trial process. It deals with an interruption in perfect
resource administration.

In defining how firm, the population performs the main part (Sola and Mota 2020).

e There are high costs for implementing energy management programs. The rate of
return is, however, minimum in the long term.

e [tis noteasy to move from a conventional tariff to a newer one for electric utilities
and power retailers.
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e The systems architecture must be advanced, which could charge the system
operator a lot of money.

e The population’s understanding plays a major part in deciding how quick
employment can be.

e The main explanation for the transition from the conventional framework to a
smarter one could be the greenhouse effect and global warming. Nevertheless,
there is an event that does not profit from the change towards green energy as well
as a healthy climate.

4.5 The Architecture of Energy Management System
in Smart Grid

4.5.1 History of Energy Management System

Construction of the EMS, which was called a management unit, and further it is
known as an Energy management unit in the course of 1973, started in the 1960s
(Razmjoo 2021). It was called as Energy Management System (SCADA) as soon as
advanced computation-based SCADA system in the primary 1991 and ultimately
progressed in current time called as Energy Management System that involves
numerous controlling methods such as load control, demand-side management, and
distribution management system. EMS’s operation is to ideally assign diverse power
sources to users, with the integration of renewable energy sources, without sacrificing
the efficiency, safety, and security of the network. An Energy Management System
can observe, track, enhance, and manage client, delivery, transmission, and gener-
ation facilities. It also works in the current time for Supervisory Control and Data
Acquisition, track power forecast, and accounting applications, and management of
transmission security (Oehler and Jimenez 2017).

4.5.2 Objectives of Energy Management System

An EMS can have a single technical, economic, technoeconomic, environmental, and
social-economic goal or a set of objectives (Byrne et al. 2018). The technical goals
of EMS include power efficiency, device performance, and degradation of the trans-
former, taking into account improved system performance, improved energy effi-
ciency, longer lifetime, as well as reduced maintenance cost (Xiong 2020). Economic
goals refer to the maximization of the net operating expense of energy prices for the
customer gain of aggregators and parking lot managers, etc. Energy Management
System enhancement may have the finest economic result, although without taking
into account technical limitations, the network might be subject to blackout, or else
devices running under a distributed system.
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4.5.3 Construction of Energy Management System

The effectiveness of the Energy Management System determines on the control
planning of the Energy Management System, widely used designs are centralized,
decentralized (distributed), and hierarchical EMS with the adopted solution approach.
Below are the three control architectures of EMS discussed.

Centralized Energy management system:

One central controller with a high-performance computing system and a dedicated,
secure communication network to manage the use of resources describes the unified
Energy Management System architecture. The prime controller might be a utility
company or aggregator that gathers information from all nodes for efficient operation,
such as DER power generation, load/consumer energy consumption trends, meteo-
rological data, other appropriate market operator information, etc., to enforce opti-
mization programs to achieve its objectives (Lii 2020). This central control network
delivers optimal productivity, but it also has its fair share of drawbacks.

Decentralized Energy management system:

Particular nodes consuming independent control capabilities and point-to-point
communication with other nodes, the decentralized Energy Management System
construction is characterized by a distributed processing system. The decentralized
EMS architecture, therefore, overcomes the shortcomings of the centralized archi-
tecture by improving expandability, enabling superior organizational flexibility, and
preventing single-point failure (Espin-Sarzosa et al. 2020).

Hierarchical Energy management system:

Based on decentralized EMS, few researchers propose and test the hierarchical EMS
architecture, particularly for a microgrid community network where specific micro-
grids are interconnected to make a microgrid community network. The structure is
allocated into many levels of control with diverse control goals at each stage in the
hierarchical architecture. Two-level or three-level systems are usually suggested. The
flow of information is between adjacent levels only, and no information is shared at
the same level between units. Most hierarchical Energy Management System includes
the level of supervisory control, the level of optimization control, and the level of
execution control.

EMS is implemented in the optimization control layer, which, if modeled with
suitable uncertainty management techniques, provides cost-effective and efficient
device operation. As coordination between adjacent levels is needed for this archi-
tecture, if there is a communication fault in the higher level, there will be no trans-
mission of data as well as energy. The unified architecture, therefore, enables the
economic application as well as easy maintenance of Energy Management System,
which provides ideal results globally; moreover, there are few problems with it: high
technical burden, high communication costs, data privacy, and reliability. For micro-
grids, distributed processing decentralized architecture provides higher efficiency,
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low computational burden but does not guarantee optimal global performance. Hier-
archical architecture is a suitable choice for MGC/MMG, offering different levels
of power. The difficulty of implementation, however, is high. The robustness of the
EMS can be described as the capacity to deal with uncertainty in the presence of
uncertain loads, sources, and uncertain electricity prices in the context of the EMS
for smart grids, in order to provide optimal performance. Precise modeling of uncer-
tainty is the primary criterion for achieving robustness in the Energy Management
System (Weinand et al. 2020; Sawle et al. 2017; Sawle and Gupta 2014; Tamrakar
et al. 2015).

A significant cost factor in real-time applications is the Energy Management
System. Enhancing energy effectiveness is a significant way of reducing prices as
well as increasing stable earnings, especially in periods of high volatility in energy
prices. In the current method, autotransformers are currently used as an energy storage
system in industries. Industries in the manufacturing units, in particular, are a matter
of major concern, as Energy Conservation’s minimal charges mean more sustainable
commodity prices on the world market. An autotransformer preserving the frequency
is the hardest task in the current system since this power source failure also causes
the entire process to shut down. Seasonal failure is the biggest downside of auto-
transformers. So even the power resource often needs to be changed at the time of
expansion. Due to the direct type system. So they often get an individual supply for
it or often run through generators. The main purpose is to minimize the completion
of the autotransformer that often fails.

4.6 Tools Utilized in Energy Management Systems
in Smart Grid

As we have seen in Sect. 4.4, about the various tools utilized in energy management
systems in smart grid. In this section, we will be discussing in detail the tools utilized
in energy management analysis in smart grids.

4.6.1 Introduction

A Programmable Logic Controller is a computer used to control devices and
processes in a specialized way and originally designed to substitute logic boards
for relays, i.e., actuation of the sequence device and coordinating activities. Accepts
input from a switch series. Sends devices or relays output (Gholinejad 2020). To store
instructions and execute specific functions that include on/off the power, timing,
counting, sequencing, arithmetic, and data handling, it utilizes a programmable
memory. PLC is an arrangement of solid-state elements designed to provide results
and allow rational and sequential choices. PLCs are used to manage and operate



82 S. Jain et al.

equipment and machinery for manufacturing processes. Most of the hard wiring
associated with traditional relay control circuits has been replaced by PLC. The
following parts can be separated into a standard PLC.

Central Processing Unit (CPU)
The Input/output (I/O) section
The Power supply and

The Programming device.

In the field of automation, PLCs play a key role, being part of a larger SCADA
scheme. A PLC may be configured in accordance with the process’ operational
requirements. In the manufacturing sector, because of the shift in the design of
production, there would be a need for reprogramming. PLC-based control systems
were introduced to address this challenge.

4.6.2 Scada

These are process control systems, which are used to track, capture, as well as analyze
current time ecological data (Ajeya and Vincent 2020). Based on a predetermined
collection of conditions, such as traffic control or power grid management, process
control system are built to automate electronic systems. Some process control systems
are made up of many Remote Terminal Units as well as PLCs linked to many sensors
that transmit information for analysis to a master collection system. SCADA systems
with the following elements have been defined as follows (Pliatsios et al. 2020):

e Operating equipment: Pumps, valves, conveyors, and breakers of substations that
can be operated by actuators or relays being energized.

e Local processors: Connect with the tools and operating equipment of the site. This
includes the Programmable Logic Controller (PLC), Intelligent Electronic System
(IED), Remote Terminal Unit (RTU), and Process Automation Controller. Dozens
of inputs from instruments and outputs to operating equipment can be responsible
for a single local processor.

e Tools: in the field or in a facility that senses conditions such as pH, temperature,
pressure, level of power, and rate of flow.

e Short-range communications: between processors, tools, and running equipment
locally. Using electrical characteristics such as voltage and current or other devel-
oped industrial communications protocols, these relatively short cables or wireless
links carry analog and discrete signals.

e [ong-range communications: between host computers and local processors. Using
methods such as leased phone lines, radio, microwave, frame relay, and cellular
packet data, this contact usually covers miles.

e Host computers: they serve as a central monitoring and control point. The host
machine is where a human operator, as well as alarms, obtained, data checked,
and exercise control can control the operation (Upadhyay and Sampalli 2020).
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4.6.3 Building Energy Management System (BEMS)

To reduce total energy usage, BEMS should regulate and track building energy needs.
HVAC, lighting, and charging loads are important peaks considered in Building
Energy Management System forming (Maldonado-Correa 2020). For commercial as
well as residential buildings, Building Energy Management System could be intro-
duced. In Ozadowicz and Grela, a building automation and control system (BACS)
is suggested to reduce energy intake, using the current time as well as event-driven
demand measurement mechanisms (Mariano-Hernandez 2021). For the functional
application of HEMS and BEMS, the following points need to be considered (Nizami
2020).

e Computerized time plays a crucial role, as well, as robust controllers need to
reduce it.

e A significant issue that needs to be addressed is the protection of the user’s data.

e [ocal implementation lowers contact and connectivity costs.

e The customer’s comfort level should be a priority in order for any end-user to
engage in such programs.

4.7 Conclusion

Energy Management Systems guarantee that dispersed energy sources are used opti-
mally in order to achieve the affordable, sustainable, and dependable operation of
microgrids and smart grids. In this chapter, we have discussed in detail about the
concepts of microgrid and smart grid. We have also discussed several optimiza-
tion techniques that have been described thoroughly to deal with the problems
faced by them and for the optimization of objective functions. We have also tried
to give detailed solutions for optimization framework-based problems encountered
while formulating an energy management system for a microgrid. This chapter also
addresses about the importance of energy management system in smart grids and
tools utilized in energy management systems in smart grids.

4.8 Future Scope

In the recent decade, there has been a remarkable growth in research and development
on smart grids as well as microgrids. The main research works should be evaluated
for future study:

(a) The development of a cost-efficient smart grid and microgrid network with
efficient and robust communication.
(b) Rapid as well as accurate simulation of uncertainties.
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(c) Real-time, efficient, and cost-effective deployment of EMS through tech-
nology.
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and Kitchen Waste

Anup Kumar Rajak, Amit Kumar, Devendra Deshmukh, Rajkumar Singh,
and Shalendra Kumar

Abstract This review aims to get detailed information about biological reactions
in biogas production and the Pressure Swing Adsorption (PSA) approach for biogas
upgrading system based on biogas system installed at Rewa Engineering College,
Rewa, Madhya Pradesh. The first part of this paper is the pretreatment of microbes,
fungal reactions, enzymatic reactions, and metabolic engineering methods. The
second part of this paper presents the up-gradation of biogas and their reaction
with the PSA technique. The impacts of advancement of biogas production and their
potential in advance improving the biogas industry are widely scrutinized. Methane
(CHy) (50-65%) in biogas obtained from biogas digester also consists of ammonia
(NH3), hydrogen (Hj), hydrogen sulfide (H,S) (1-2%), nitrogen (N,) and oxygen
(03) (1-2%), and carbon dioxide (CO,) (25-40%).
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Nomenclature

AD  Anaerobic Digestion

C/N  Carbon: Nitrogen

VFA  Volatile Fatty Acids

PSA  Pressure Swing Adsorption
CH; Methane

N, Nitrogen

(0)) oxygen

NH; Ammonia

H,S  Hydrogen sulphide

CO, Carbon dioxide

5.1 Introduction

Biogas is a sustainable energy source which is the most challenging issue worldwide.
Nowadays, lots of renewable and nonrenewable energy sources have been used to
fulfil energy demands (Hussain et al. 2019). Biogas is generated mainly from cow
dung, buffalo, horse, and other wastes in those days. Kitchen waste can also be utilized
to produce biogas due to its high nutritive value (Kumar and Majid 2020). As per the
literature, the production ability of biogas using the kitchen is an alternative source
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with co-digestion of cow manure (Kumar and Tewary 2021). Solid, liquid, or other
types of municipality waste are deposited over an open land surface which causes
air pollution, human health problems, water pollution, and a totally unbalancing
ecosystem (Rawoof et al. 2021).

There are two types of energy sources spread worldwide: controlled energy
sources and uncontrolled energy sources. Controlled energy sources can increase
productivity, and on the other hand, uncontrolled energy sources can cause prob-
lems. By using effective methods or procedures, these uncontrolled sources can be
utilized to improve human life. Municipality waste management is also one of the
same types of approach. Biogas/Bio-methane technique is used for successful and
controlled management and generates methane as fuel and compost caused by left-
over food, kitchen waste, and bio-degradable waste (Aravind et al. 2020; Khalid et al.
2021).

The paper reviewed the following constraints:

e Constraint involved in AD from 250 kg municipal solid waste for the production
of biogas.

e The design considerations like temperature, waste particle size, hydrogen ion
concentration, nature of digester, C/N ratio, organic loading rate, the composi-
tion of waste, retention time, moisture content, and cost are described and also
discussed as cost-effective, environment-friendly, and optimally designed digester
of 250 kg kitchen/municipal solids waste.

e AD processes are straightly connected to all aspects to improve methane yields,
such as chemical, operation, and microbiological aspects. These literature studies
have demonstrated that the energy potential of AD is to recover at a high priority
level.

e There are quite a few other issues that have been addressed in previous research in
AD systems, such as C/N ratio, pH, particle size, temperature, alkalinity loading
rate, and retention time.

5.2 Literature Survey

Biogas is an eco-friendly heating energy source and also a combustible mixture
of gases. It consists of methane (CHy), carbon dioxide (CO,), and is also produced
from bacterial decomposition of organic compounds with AD. The biogas production
from food waste is a complex method in which different type of bacteria are involved
(Kadieretal. 2019). Table 5.1 shows the percentage composite of CH4 which usually
ranges from 50 to 65% produced while that of CO, 25-40 and other gases from AD.

Using AD to produce sustainable energy in tropical regions by converting biomass
waste into bio-energy products is an opportunity. Energy demand has been increased
and also there is a shortage of fossil fuels. Therefore, the awareness of people world-
wide has moved toward the biogas energy source (Khalid et al. 2021; Kadier et al.
2019).
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Table 5.1 Composition of landfill gas and biogas (Voelklein et al. 2019; Bonk et al. 2019)

S. no Content Landfill gas Biogas percentage (%)
1 Methane, CHy 35-65 50-65

2 Carbon dioxide, CO, 15-40 2540

3 Carbon monoxide, CO - 1-5

4 Nitrogen, N» 15 0-3

5 Hydrogen sulfide, H,S 5 ppm 100 ppm

6 Oxygen, O; 0-5 0-2

7 Ammonia, NH3 0-5 0-2

8 Total chlorine as CI 20-200 Mg/Nm? 0-5 Mg/Nm?3

5.3 Methodology

The breakdown of feedstock without oxygen is encouraged by the amalgamation
of bacteria at each phase of the digestion process, prompting the decomposition of
feedstock and incorporating CH4 gas as the principal component with a mixture of
gases (Ali et al. 2019; Kasirajan and Maupin-Furlow 2020). The chemical reaction
sequences in these steps are also described (Dar et al. 2021).

The entire biogas generation from compound or straightforward organic matters
can be divided into four chemical reactions.

5.3.1 Hydrolysis Reaction

In hydrolysis reaction, acid, base, and water can be used to step up the reaction in
the presence of enzymes. In this reaction, starch, cellulose, and simple sugars can
be broken down by water and enzymes. The enzymes are exoenzymes of cellulose,
proteins, etc. from a number of bacteria, fungi, and protozoa in AD see Eq. (5.1)
(Zhurka et al. 2020; Piotrowska-Dtugosz 2020).

(CeH190Os)n +nH,O — nCg¢H1,06 +nH, (5.1

The cellulose conversion in Eq. (5.1) involves the breaking of the p-1,4-glycosidic
linkage. In connection with this stage of AD, insoluble cellulose consists of organic
compounds that are converted. The dissociation of water from protons (H+ ) and
hydroxide ions (OH—) results in the formation of homogeneous and/or heteroge-
neous acid catalysis with the presence of species. Bacteria cells can be used to break
chemical bonds to form soluble compounds. Some are insoluble in organic H,O, and
microorganisms in AD are responsible for the formation of soluble compounds.
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5.3.2 Acidogenesis Reaction

During acidogenesis, the molecules are further broken down into volatile fatty acids,
NHs;, H,S, and H; by bacteria. In other words, soluble monomers are transformed
into small organic compounds such as alcohol (ethanol, methanol), ketones (glycerol,
acetone), and volatile acids (butyric, formic, lactic, propionic, succinic acids) in this
process (Auma 2020). Equations (5.2) — (5.4) show the acidogenic stage:

C6H1206 d 2CH3CH2COOH + 2H20 (52)
CeH2,06 — 2CH:CH,OH 4 2C 0O, (5.3)
CeH206 - 2CH;:COOH 5.4

These organisms are able to live under both aerobic and anaerobic conditions with
coli, Desulfomonas, Escherichia, Micrococcus, Peptococcus, and Streptococcus in
isolated species. However, the major determinants of bacteria that predominate the
properties of the material used as feedstock.

5.3.3 Acetogenesis Reaction

In this process, acetogenesis bacteria reacts, and products consist of acetic acid, CO,,
and H,. Equations (5.5) — (5.8) represent the reactions related to the acetogenesis
stage:

C¢Hy,06 +2H,0 — 2CH;COOH + 4H, + CO, (5.5)
CH;CH,COO™ +3H,0 — CH:COO™ + HY' + HCO;™ +3H, (5.6
CH;CH,OH +2H,0 — CH;COO™ + H' +2H, (5.7)
HCO3;+4H, + HY — CH;COO™ +4H,0 (5.8)

Several bacteria contribute to acetogenesis, such Syntrophomis wolfci, Syntro-
phobacter wolinii, butyrate decomposer, propionate decomposer, Peptococcus anaer-
obes, Actinomyces, Clostridium spp. and lactobacillus are acid formers. In the
previous step, volatile fatty acids are produced, which are further broken down to
the formation of CH3;COOH, CO,, and H; in the acetogenesis step by binding to
hydrogen-producing acetogenic microbes. Some amount of H,O from the previous
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steps serves as an electron source to aid in the transformation of the VFA (Anthony
et al. 2019).

5.3.4 Methanogenesis Reaction

The last phase is the methanogenesis reaction of AD. These intermediate products
formed in the other phases converted into the key product methane CH,4 (Logrofio
et al. 2020). The reaction Eqs. (5.9) — (5.14) represent the condition that takes place
in the methanogenic stage:

2CHy;CH,0H + C0O, — 2CH;COOH + CH, (5.9)
CHsCOOH — CHy + CO, (5.10)

CO,+4H, — CHy +2H,0 (5.11)

CH;OH — CH, + H,0 (5.12)
CH;COO™ + S0} + H* — HCOs + H,S (5.13)
CH;COO™ +NO™ + H,O + Ht — 2HCOs + NH; (5.14)

The conversion of CH3;CH,OH into CH3;COOH is represented in Eq. (5.9) and is
further converted into CH4 and CO, as represented in Eq. (5.10). The formed CO,
reacts with H, and is converted into CHy4 gas as represented in Eq. (5.11). HCOs,
H,S, and NH,* are formed in Egs. (5.13) and (5.14) (Voelklein et al. 2019; Bonk
et al. 2019).

Based on these four steps, a biogas digester combined with a crusher has been
developed to study the production of biogas. The CHy4 content in biogas streams
exceeds 50% and CH,4 emissions to the environment result in a resourceful hydro-
carbon waste that also has a greenhouse warming potential 23 times greater than
CO,. Therefore, adequate consumption and collection of the CHy4 limited in biogas
ward off emissions of CH, to the environment.



5 A Comprehensive Review on the Advancement of Biogas ... 95

5.4 Design Consideration of the Bio-Gasification

The generation of gas is affected by various factors. Some of the environmental
factors also influence bio-gasification (Schulzke 2019; Nsair et al. 2020; Igoni et al.
2008). Some of them are as follows.

5.4.1 Temperature

The optimum temperature range for biogas production is around 25-40 °C and can
be achieved without additional heat. Additional heat input is required to raise the
temperature to 50-60 °C for additional biogas production. At present, it is observed
that this temperature range is normal for biogas production (Igoni et al. 2008; Hamzah
et al. 2019).

5.4.2 PH and Alkalinity

Due to excess loading and the presence of toxic materials (acidic), the pH value is
reduced below 6.5 and a decrease in the production of biogas is caused. The process
is delayed in an inactive state. When the pH value is very low, the loading to the
digester is stopped and the recommended time to recover the pH for this temperature
range is acquired (Nsair et al. 2019). In general, in AD, pH = 7 is optimum, which
is close to neutral.

5.4.3 Nature of Digester

Nowadays, the production of gas from household waste is insignificant since current
digesters are not proficient for small-scale uses. Therefore, the nature of feed-
stock also needs research. Low-cost community-based digesters, low-tech natural
digesters, or modern digesters may be used. Many researchers used digesters like
batch systems, high solid, anaerobic sequencing batch reactors, or continuous one
or two-stage systems. However, based on the nature of solids, excess digesters are
available.
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5.4.4 Nutrient Concentration

An ideal carbon: nitrogen ratio of 25:1 is to be maintained for efficient plant operation
in the digester [48]. If the C/N ratio is too high, in that case, biogas production can
be improved to N, and vice versa. If nitrogen is too high, it inhibits methanogenic
activity. Carbon provides energy to maintain microorganisms, while N, helps build
their cells. This can be increased by adding carbon. In AD, not only does it convert
plant material into CH, gas, but it also releases plant nutrients such as potassium
(K), nitrogen (N), and phosphorus (p). It is also converted into compost which can
be useful for plants. 22 and 25 C/N ratio is best for AD of food waste (Bougrier et al.
2018; Yuan et al. 2019).

5.4.5 Loading of Crushed Slurry

The loading rate of crushed slurry is the biological translation of a reactor. It deter-
mines the amount of volatile solids that are possible as inputs to the digester. The
feed rate is given by the mass of total solids (m-kg) fed per day, divided by the ratio of
total solids (Ts) in the mixed slurry (Babaei and Shayegan 2020). Hydraulic loading
is also an important factor for digester volume. A high organic loading rate may
cause a rise in fatty acids and result in low biogas yield. This will lead to the mass
death of methanogenic bacteria, decrease in pH, and propagation of acidogenesis.

5.4.6 Composition of Food Waste

The composition of solid waste (fruits and vegetables) is an essential consideration
to predict efficient design. Residential, commercial, and institutional establishments
such as cafeterias or canteens are active sources of food waste. When an excess
of protein is followed by carbohydrates and cellulose and results, methanization is
accelerated. In line with previous literature, legumes and milk powders show wide
variations among compound constituents. In general, legumes show a high content
of milk and carbohydrates and confirm a high lipid content (Sarker et al. 2019).

5.4.7 Effect of Toxins

The presence of toxic substances in AD, such as chlorinated hydrocarbons (such
as chloroform) and other organic solvents, is mostly toxic to digestion. This is the
important factor that prevents the production of gas. The toxins are difficult to remove
if the digester is badly poisoned. In this case, before loading the fresh solution, the
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digester should be emptied and cleaned with plenty of water (Nsair et al. 2020;
Annibaldi et al. 2019).

5.4.8 Retention Time

The time during of feedstock remain in the reactor is known as the retention time.
15-30 days for mesophilic digester and 12-24 days for thermophilic are optimal
retention times for complete biological conversion. It depends upon the intended use
of digested material, type of substrate, and environmental conditions. For reducing
the instability of the digester, parameters like temperature, hydraulic retention time,
and organic loading rate must be monitored.

5.4.9 Particle Size of Waste

The particle size of waste id directly affects the breakdown in AD. Particle size can
be reduced by grinding, crushing, and shredding. Hence, these methods increase the
surface area for microbe’s action and eventually recover the efficiency of the digester.
Mostly, mechanical grinding, thermal, chemical, microwave, ultrasound methods are
used for the disintegration of waste (Gollakota and Meher 1988).

5.4.10 Cost

Construction and maintenance costs, capital and operating costs, substrate receiving,
and waste processing are essential considerations in the selection of the type and size
of the digester (Babaei and Shayegan 2020; Sarker et al. 2019).

5.4.11 Sun Rays

One more factor of sun rays is the most important to maintain the biogas depending
on the solar intensity of the atmosphere.

5.4.12 Moisture Content

An anaerobic digestion process with 70-80% moisture is carried out at different
levels. The bioreactor operates at 70% moisture content and produces more methane
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than bioreactors operating at 80% moisture content. Hence, high moisture contents
usually facilitate AD. However, keeping the availability of the same water level is
very difficult throughout the digestion cycle (Gollakota and Meher 1988).

5.5 Operational Performance Data

The main factor affecting biogas production are pH, chemical oxygen demand,
volatile solid, total solid, time, temperature, hydraulic retention time. Table 5.1,
5.2 show a literature review on biogas production from municipal solid waste from
2010 to 2021.

5.6 Kitchen Waste-based Biogas Plant Design

5.6.1 Digester

The digester is to undergo the fermentation of the food waste which is available in
the hostel mess and inside the premises of the college. Figure 5.1 shows the biogas
digester, which is installed at Rewa Engineering College, Rewa. The digester is
designed to have the daily food waste with 250 kg maximum per day. The retention
time is 30 days and the waster added is 1001tr max. The digester has 1 inlet, which
is accompanied by the crusher (2hp motor) to crush the waste to 5 to 8 mm size. The
outlet is attached with the 4” diameter pipe to carry the manure.

5.6.2 Floater

The floater is used to collect the biogas generated by the fermentation of the food
inside the digester. The floater is also called the floating dome of the digester.
The biogas generated/produced due to anaerobic fermentation of the food waste is
collected in it. The floating dome, as the gas is produced, is lifted automatically, and
as the gas is used, the dome comes to its original form (means touches the digester).
For the proper function of the floater, always check the liquid in the water jacket
(oil/water can be used in the jacket). Check the size of the floater in the manual. The
floater is attached with the flexible outlet pipe to suck the biogas and to transfer it to
the filter at the pressure of 5 bar, with the help of a small booster pump (Fig. 5.2).
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Fig. 5.2 250 kg Kitchen waste biogas digester installed at Rewa Engineering College, Rewa,
Madhya Pradesh

5.6.3 Filter Unit

The filters use to filter the CO,, H,O, H, S from the raw biogas and make it effective to
90 to 94% methane (separation of other gases and retaining the CHy4). The technique
used for filtration is PSA.

Three different cylindrical vessels ate used with adsorption material filled inside
them to do the surface adsorption and then released from their surfaces after the
period as mentioned. In this process, biogas is compressed into 4-10 bar pressure.
Compressed raw biogas is fed to multiple vessels filled with adsorbent materials.
In this process activated carbon, zeolites, and other materials (titanosilicates) are
engaged as an adsorbent. These adsorbents have a high surface area due to the
porosity and filtered CO,, H,O, and H,S from the biogas in contact with these
adsorbent materials.

The adsorbents become saturated with CO, after a certain time, and the column
needs to be regenerated by reducing the pressure. Normally, the regeneration of
biogas is pressurized at vacuum. The adsorbed material is toxic by H,S because it
adsorbs H,S irreversibly. To overcome this issue, the PSA process also includes an
initial H,S removal step. Another adsorption vessel removes the moisture of this
biogas. Figure 5.3 shows biogas filtered vessels in which pure methane is recovered
at the top of the final column with very little pressure drop.
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Fig. 5.3 Biogas upgrading system installed at Rewa Engineering College, Rewa, Madhya Pradesh

To simulate a continuous process, multi-column arrays are used. Storage tanks
with a single column can also be used for smaller size applications. They are
connected with biogas meter to read raw biogas. The most important property of
pressure swing adsorption technology is that it can be adapted to biogas purification
systems in any location in the world as it is available at hot or cold sources.

5.6.4 Biogas Analyzer

Three sensors-based problem systems are used to analyze the flowing gases at the
pressure of 0.5 I/m. The analyzer is having an input (for biogas) of 4 mm with a
soft, flexible pipe. The analyzer runs on the direct supply and also has the 6v battery
inside the apparatus. The display shows the data for CH4, CO,, and H,S. The reading
can also be stored in the apparatus and also be transferred to the computer with the
cable provided. Size of the apparatus is 9” x 4” x 77, weight around 250gm.

5.7 Procedure

Check all the connections of the pipes and nozzles are airtight (prevent the leakages
of the gas. The digester is to be provided with a SA power supply and connected
to the panel of the plant, and then the water jacket is to be filled with oil 4+ water
(400-500 L). The crusher is ready for feeding.
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The first feed of the plant is to be done 1.5-2 tons with the cow dung so that it
will help the fast production of the biogas. Now, the daily feeding of kitchen waste
(250 kg food waste + water 100 litter) is to be started. After 15 to 20 days, the floater
on the top starts inflating with the gas produced in the digester, but it is not sure
that it is enriched in methane or not or in other words, the gas is burnable or not (so
we should check it by connecting with the burner if the gas is burning. If the gas is
burnable, we start with the filtration of the gas. The raw biogas from the digester is
forced to enter the filtration chambers at 5 to 6 bar by switching the booster pump.
The gas entered in the filter is passed from the flow meter to get the reading (to
calculate the volume of the biogas). Calibrate the gas analyzer and use it to take the
reading of the filter gas from filters chambers from the sample valves. Three gas
readings can be taken from the analyzer CHy, CO,, H,S gas.

5.8 Conclusion

This review paper is based on a 250 kg kitchen waste biogas digester system, which
is installed at Rewa Engineering College, Rewa. Some salient features are immerged
with this reviewed study that biogas is a better alternative of energy source, produced
from the kitchen waste, cow dung, or other wastes. AD processes convert biomass
energy into recycling organic waste and reduce harmful effects on the environment.
Biogas digesters work in two ways: one is to reduce waste and the other is to generate
valuable energy.

According to this review, more sophisticated research is needed for the following:

e Information collection and, based on experiments, design environmentally
friendly viable digesters for municipal waste.

o These considerations affect feed rate, feedstock moisture content, fluid flow
patterns (such as unsteady and stratified fluid flows), and co-digestion of different
feedstocks. However, those highlighted ideas have been widely reported and the
advances made in the optimization of AD technology have been confirmed.

In terms of the various potential applications of AD, future work will be devoted to
achieving full optimization of the system. Shown is the two-stage biodegradation of
food waste system with good capacity and efficiency. Therefore, additional attention
should be paid to the development of such digester systems for municipal waste.
However, the single-phase should not be overlooked as it is effective.
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Design and Analysis e
of Renewable-Energy-Fed UPQC

for Power Quality Improvement

Miska Prasad, Yogesh Kumar Nayak, Rajesh Ranjan Shukla,
Rajagopal Peesapati, and Sudhansu Mehera

Abstract Z-source inverter (ZSI) is a new topology in power converter, especially
in DC-AC converter at a very interesting power level. For instance, it only uses
a single-stage power converter with the ability of buck—boost characteristic oper-
ations. This work introduces a combination of a solar system with unified power
quality conditioner (UPQC) based Z-source inverter for reducing the voltage swell
and harmonics under the sudden addition of a balanced three-phase nonlinear load.
This article additionally proposed another mixture MPPT system, which is the combi-
nation of perturbation and observation (P&O) and incremental conductance (InC)
methodologies. The modeling and simulation of the proposed UPQC with ZSI has
been executed in MATLAB/Simulink for relief of voltage swell and harmonics and
the obtained results are contrasted and UPQC with VSI and CSI.

Keywords ZSI - UPQC - Sag - Swell - Solar Energy
6.1 Introduction

These days voltage quality unsettling influences, in particular, voltage droops, and
swells represent a genuine danger to the clients (Venkatesh et al. 2011; Alam et al.
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2015). Earlier conventional strategies are proposed to mitigate power quality issues.
Yet, of late, to improve the voltage quality, Custom Power Device (CPD) gadgets are
utilized. UPQC is the arrangement of shunt associated CPD gadget that is used to limit
the voltage hang, swell, and sounds in a force dispersion framework (Sundarabalan
and Selvi 2015; Sadigh and Smedley 2016; Rahman et al. 2015; Yunfei et al. 2016).
Apart from this, the issue of shoot-through or cross-conduction may obliterate the
entire IGBT exchanging gadgets. The CSI works as a step-up inverter and the open
circuit across the inductor is the main problem. But UPQC with ZSI works as a step-
down and step-up inverter (Vodapalli et al. 2015; Reisi et al. 2013; Balamurugan et al.
2013). The voltage infusion ability has both buck and boost capability (Hanif et al.
2011; Zope and Somkuwar 2012; Pilehvar et al. 2015). Because of the nearness of this
one-of-a kind character, it licenses inverters to be worked in the shoot-through mode
(Tang et al. 2011; Saravanan et al. 2015; Tajuddin et al. 2015a). Solar energy is one of
the most reliable energy sources for renewable energy power generation. It changes
the energy from sunlight and converts it using power converters process in order to
deliver the generated power to an existing electrical network. As has been known,
electrical power consumption increases almost 3.5% every year (Wu et al. 2017). It
shows that solar power generation is a very promising electrical generation, especially
in a country that receives high sunlight penetration during the day. However, the
conventional PV power converters circuit requires two-stage converters (Tajuddin
et al. 2015b); the first is to boost the PV voltage to the desired level and then convert
the DC input back into AC before it can be fed to the existing electrical grid. Though
this configuration is proven to be performing well, it creates lower efficiency, lower
reliability, larger in size, more circuitry converters, and produces high power losses
as explained in Kannan et al. (2014), Ali (2018) at the output of the converter. As
a solution, a Z-source inverter (ZSI) which is based on a passive circuitry process
is proposed to overcome the drawbacks of a conventional PV-inverter connection.
Currently, ZSI has become an emerging topology in power converter especially in
DC-AC converter at a very interesting power level. For instance, it only uses a single-
stage power converter with the ability of buck—boost characteristic operations with
added features of low ripple input current and high value of voltage gain. These
advantages make use of this converter for photovoltaic power generation with high
tracking efficiency and achieve better performance (Carrasco and Mancilla-David
2016). Since ZSI is considered a new type of inverter, a lot of research on this area
has increased. The focus of the research is to improve the control algorithm, reduce
switching schemes, or add a new topology or others (Kannan et al. 2014). However,
all of these techniques could not work if the current maximum power point tracking
(MPPT) has not been modified to extract more power from the PV for the grid supply
(Ahmed and Salam 2016). Consequently, numerous MPPT techniques are reported
in the literature (Kandemir et al. 2017; Fathabadi 2016; Alik and Jusoh 2018) and
it has been discussed that an emphasis on an improved MPPT can be applied in a
Z-source inverter. MPPT approaches can be classified into two categories, which
are the conventional and soft computing approaches (Ahmed and Salam 2015). At
the moment, the conventional MPPT algorithms such as perturb and observe (P&O)
(Umarani and Seyezhai 2016; Tey and Mekhilef 2014), incremental conductance
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(InC) (Farhat et al. 2015), hill climbing (HC), etc. have been used intensively in
tracking power generated from a solar panel. Several researchers had utilized the
Artificial Intelligence techniques such as fuzzy logic control (FLC) (Gheibi’ et al.
2016), adaptive fuzzy controller (Messalti and Harrag 2015), neural network (NN)
(Kermadi and Berkouk 2017) to operate in soft MPPT methods or others names called
as soft computing approach. All of them are proven to be very effective in dealing
with nonlinear characteristics of solar cells based on the PV I-V curve characteristics.

6.2 PV UPQC with VSI, CSI, and ZSI

Solar photovoltaic UPQC with VSI, CSI, and ZSI is highlighted in Figs. 6.1,
6.2 and 6.3. The DC-connection of both dynamic force channels is associated with
a typical DC-interface capacitor for a situation of VSI-UPQC, regular DC-interface
inductance for a situation of CSI-UPQC, and both if there should arise an occur-
rence of ZSI-UPQC. The arrangement gadget of the UPQCs, otherwise called an
arrangement dynamic force channel, keeps the customer load end voltages inhumane
toward the inventory voltage quality issues like hang/swell, floods, vacillations, and
unbalance. The shunt gadget of the UPQCs, otherwise called a shunt dynamic force
channel, gives responsive force remuneration, load adjusting, and disposal of sounds
(Fig. 6.2).

R L Re Lo
UPQC-VSI |
_r’c:,.;::';’::-;im R rj _——

Hysteresis Voltage
Controller

Fig. 6.1 UPQC with VSI
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6.3 Working States of ZSI

The action of ZSI can be finished after three modes such as active mode, zero-state
mode, and shoot-through (ST) mode as shown in Fig. 6.4(a—c). The parameters in
Figs. 6.1-6.3 are highlighted in Table 6.1.

Let us consider impedance network elements have a similar value (L; - L, _ L
and C1 = C1 = C)

Hence, the voltage relation of ZSI is (Hanif et al. 2011; Pilehvar et al. 2015)

VL1=VL2=VL} 6.1)

Veir = Ve = Ve

where t is the range of shoot-through mode (Hanif et al. 2011; Pilehvar et al. 2015).

Vi, =V
Vdiode = 2VC (62)
Vae—1 = 0 (because shoot-through)

where t; is the range of normal and zero-state mode (Hanif et al. 2011; Pilehvar et al.
2015).

Diode

DC Source === !
Z- Source
Impedance (a)
Vi - Vi -
open + Lty + Iy,
s 4
[ -f L, 1 + L, ) +
. Ic; 1
e T - Vo | o
+ + J_ + J_Cz + + C,
Vi —:_— Va Ve Var | Vi == Vo ==, Ve v ®
R - - det
I |
L, 2
(AT LI WO e
- Vo + - Vi o+
(b) (©

Fig. 6.4 a ZSI, b ST, and c active and zero mode
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Table 6.1 Value of elements
in Figs. 6.1-6.3

Miska Prasad et al.

Parameter Value
Solar photovoltaic output voltage (Vpy) 355V
7SI Inductance (L1 =L2) 0.6 mH
ZSI Capacitor (C1 = C2) 0.05 uF
Peak DC-link voltage ov
Vdc-1 (during shoot-through mode)

Vdc-1 (during active and null mode) 300 V
Voltage across capacitor (V¢) 167.75V
Voltage across inductor (V) —13225V
Modulation index (M) 0.5
Shoot-through duty ratio (D) 0.49
Shoot-through time per cycle (tg) 9.83 us
Non-shoot-through time per cycle (t;) 12.8 ps
Total Switching Period (t) 0.02 ms
Average current through inductor(/y, ;41,8) 428 A
Maximum inductor current (/7 aprax) 5.56 A
Minimum inductor current (I pin) 299 A
Switching frequency (fs) 50 kHz

Vi # Ve

Viiodae = Vey = Vi + Ve

VL =Vpy — Ve = Ve — Vies
Vie-1 = Ve — VL =2Ve — Vpy

where Vp, is solar photovoltaic output voltage.
At switching period t, the mean voltage of the inductor during steady state is zero
(VLave) (Hanif et al. 2011; Pilehvar et al. 2015).

Viavg = Ve xto+ (Vey = Vo) %11 =0

Ve =V, !
c = Vpy P

Normal DC-connect voltage of inverter (Vdc-1).
Viae—1 =to * 0+ 1;(2Ve — Vpy) using Eq. (6.4)

t
Vae—1 = <t lt )va=Vc
1— o

Maximum DC-link voltage

(6.3)

(6.4)

(6.5)
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A
V1 = Ve —=Vy)=Vc—(Vpy — V)

dc—
A
V = @2Vc—Vpy) (6.6)
de—1
A
V =BVpy (6.7)
de—1
—( ! )— L o 6.8)
- tl—to _1_(%)_ ’ — 10 1 M

The converter output voltage can be calculated as (Hanif et al. 2011; Pilehvar et al.
2015)

(6.9)

A
A M Vg4 MBVpy
Vie=———="3

Voltage across the capacitor (Hanif et al. 2011; Pilehvar et al. 2015).
From Eq. (6.4), we have

ve= (2 L)
C_<7><f1—to> v (6.10)

S
|

3

<

* B % VPV = (—>VPV (611)

6.4 Modulation Algorithm With Timing Diagram
of the Proposed Z-Source Inverter

Figure 6.5 shows the structure and Table 6.2 lists the 83 switching states of the
proposed Z-Source inverter, which includes 40 active states, 2 null states, and 41
shoot-through states.
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regulators likewise have not many downsides which now and again could be an issue

The most regularly utilized MPPT regulators are P&O (Umarani and Seyezhai 2016;
Tey and Mekhilef 2014) and the InC (Farhat et al. 2015) MPPT regulator. These

6.5 Proposed Hybrid Technique

Fig 6.5 Z-Source Inverter Modulation
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Table 6.2 Switching States of the proposed ZSI (!ICY represents complement of SX, where Y =

1,3,5,7,9,0r11)

State { 100,000} (finite)

2]

Cl12

@)
w

C10

@]
9

Q
0

@)
;N

Q
=)

@]
No)

Q
N

@]
-
@]
N

State{ 110,000} (finite)

State{ 101,000} (finite)

State{ 100,100} (finite)

State{ 100,010} (finite)

State{ 100,001 } (finite)

State{010,000} finite

State{011,000} finite

State{010,100} finite

State {010,010} finite

State {010,001} finite

State {001,000} finite

State {001,100} finite

State {001,010} finite

State {001,001} finite

State {000,100} finite

State {000,110} finite

State {000,101} finite

State {000,010} finite

State {000,011} finite

State {111,000} finite

State {110,100} finite

State {110,010} finite

State {110,001} finite

State {011,100} finite

State {011,010} finite

State {011,001} finite

State {001,110} finite

State {001,101} finite

State {000,111} finite

State {100,011} finite

State {111,100} finite

State {111,010} finite

State {111,001} finite

State {011,110} finite
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Table 6.2 (continued)
State{ 100,000} (finite) |C1 |CI12 |C3 |CI0 |C5|C8 |C7|C6 |C9 C4 Cll |C2

State {001,111} finite 0 |1 0 |1 1 |0 1 |0 1 |0 1 0
State {100,111} finite 1 |0 0 |1 0 |1 1 |0 1 |0 1 0
State {111,110} finite 1 |0 1 |0 1 |0 1 |0 1 |0 0 1
State {011,111} finite 0 |1 1 |0 1 |0 1 |0 1 |0 1 0
Null {000,000} (0 V) 0 |1 0 |1 0 |1 0 |1 0 |1 0 1
Null{111,111} (0 V) 1 |0 1 |0 1 |0 1 |0 1 |0 1 0
Shoot-through F1 (0 V) |1 |1 C3 |!C3 |C5|!IC5|CT|!ICT|C9|!CO |CI1|!Cll

Shoot-through F2 (0 V) |C1 |IC1 |1 |1 C5|!C5|C7|!C7T |C9|!ICY |CI1 |!Cl1
Shoot-through F3 (0 V) |C1 |IC1 |C3 |!IC3 |1 |1 C7 |!IC7 |C9 |!ICS9 | C11 |!C11
Shoot-through F4 (0 V) |C1 |!C1 |C3 |!C3 |C5 |!C5 |1 |1 Co |!1C9 |Cl11 |!Cl11
Shoot-through F5 (0 V) |C1 |!Cl |[C3 |!IC3 |C5 |!C5|C7 |!IC7 |1 |1 CI1 | !C11
Shoot-through F6 (0 V) |C1 |IC1 |C3 |!C3 |C5 |!C5 |C7 |!IC7 |C9 |!C9 |1 1
Shoot-through F7(0V) |1 |1 1 |1 C5 |IC5 |CT7 |!CT7T | C9 |!CY |C11 |!C11
Shoot-through F8 (0 V) |1 |1 C3|!IC3 |1 |1 C7 |!C7 |C9 |!C9 |C11 |!Cl11
Shoot-through F9 (0 V) |1 1 C3|IC3 |C5|!C5 |1 1 C9 |!CY |CI1 |!Cl1
Shoot-through F10(0 V) |1 |1 C3|IC3 |C5|IC5|C7|!ICT |1 |1 Cl11 | !IC11
Shoot-through F11(0 V) |1 |1 C3|!C3 |C5|!C5 |CT7|!CT|C9|!CY |1 1
Shoot-through F12(0 V) |C1 | !CI |1 1|1 C7 |!C7 |C9 |!C9 |C11 |!Cl11
Shoot-through F13(0 V) |C1 | IC1 |1 C5|IC5 |1 |1 C9 |!1C9 |Cl11 |!C11
Shoot-throughF14 (0 V) |C1 | !C1 |1 C5|IC5|C7|!ICT |1 |1 Cl11 | !IC11
Shoot-through F15(0 V) |C1 | !CI |1 C5|IC5 |CT |!CT |C9 |!1CO9 |1 1

Shoot-through F16(0 V) |C1 | IC1 |C3 |!C3 |1 1 1 |1 Co [!1C9 |Cl11 |!C11
Shoot-through F17(0 V) |C1 |!IC1 |C3 |!IC3 |1 |1 C7|!IC7T |1 |1 Cl11 | !IC11
Shoot-through F18(0 V) |C1 |!IC1 |C3 |!IC3 |1 |1 C7 |!CT7T |C9 |!1CY9 |1 1
Shoot-through F19(0 V) |C1 | IC1 |C3 |!C3 |C5|!C5 |1 |1 1 |1 CI1 | !C11
Shoot-through F20(0 V) |C1 |IC1 |C3 |!IC3 |C5 |!IC5 |1 |1 Cco |1Co |1 1
Shoot-through F21(0 V) |C1 |!C1 |C3 |!C3 |C5 |!IC5 |(CT7 |!C7 |1 |1 1 1

—_—| = =] =

Shoot-through F22(0 V) |1 |1 1|1 1|1 C7 |!C7 |C9 |!CY9 |C11 |!Cl1
Shoot-through F23(0 V) |1 |1 1 |1 C5|IC5 |1 |1 C9o [!1C9 |Cl11 |!C11
Shoot-through F24(0 V) |1 |1 1 |1 C5|IC5|C7|!ICT |1 |1 Cl11 | !IC11
Shoot-through F25(0 V) |1 |1 1|1 C5 |!C5 |CT |!ICT |C9 |1CO9 |1 1

Shoot-through F26(0 V) |C1 | IC1 |1 |1 |1 |1 Co |!1CY9 |Cl11 |!Cl11
Shoot-through F27(0 V) |C1 | IC1 |1 |1 1 |1 C7|!IC7T |1 |1 C11 | !IC11
Shoot-through F28(0 V) |C1 |!C1 |1 |1 1 |1 C7 |!CT7T |C9 |!1CY9 |1 1

Shoot-through F29(0 V) |C1 |!IC1 |C3 |!IC3 |1 |1 1|1 1 |1 CI1 | !C11

(continued)
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Table 6.2 (continued)
State{100,000}(finite) |C1 |C12 |C3 |C10 |[C5|C8 |C7 |C6 |C9 |C4 |CIl1 |C2
Shoot-through F30(0 V) |C1 | IC1 |C3 |IC3 |1 |1 1 |1 co|!Co |1 1
Shoot-through F31(0 V) | C1 | IC1 |C3 |!C3 |C5 |!IC5
Shoot-through F32(0 V) |1 |1 1 |1 1 |1 1 |1 C9 [!1C9 |CI11 |!C11
Shoot-through F33(0 V) |1 |1 1 |1 1 |1 c7|1Ic7 |1 |1 Cl11 | !Cl11

—_
—_
—
—
—
—

Shoot-through F34(0 V) | 1 1 1 1 1 1 C7 [!IC7 |C9 |!CY |1 1
Shoot-through F35(0 V) |[C1 |!C1 |1 |1 1 |1 1 |1 1 |1 Cl11 |!C11
Shoot-through F36(0 V) |C1 |!IC1 |1 |1 1|1 1 |1 c9|!1CY |1 1
Shoot-through F37(0 V) |C1 |!IC1 |C3 |!IC3 |1 |1 1 |1 1 |1 1 1
Shoot-through F38(0 V) | 1 1 1 1 1 1 1 1 1 1 Cl11 |!C11
Shoot-through F39(0 V) |1 |1 1|1 1 |1 1 |1 c9|!CY |1 1
Shoot-through F40(0 V) |[C1 |!C1 |1 |1 1 |1 1 |1 1 |1 1 1
1 1 1

—
—
—
—_
—_
—

Shoot-through F41(0 V) | 1 1

while following the force from PV modules. Henceforth, another crossbreed MPPT
regulator is proposed in this paper that disposes of the defeats of both P&O and
INC MPPT regulators. The proposed MPPT regulator likewise expects to join the
advantages of both the existing MPPT regulators. The cross-breed MPPT method is
proposed to dispose of the constraints of both P&O and InC procedures as portrayed
in Fig. 6.6. The principal focus of this proposed method is to gain the merge benefits
of bother and perception and steady conductance techniques. It estimates voltage and
current from the sun-oriented PV board and computes yield power. Subsequent to
ascertaining the yield power, the proposed procedure stores power, estimated voltage,
and estimated current in a brief memory for examination. Presently, it contrasts
the force and the past estimation of force by finding the adjustment in power. The
proposed computation checks whether AI/AV is more noticeable than, not actually,
or identical to — I/V and makes its decision whether to augmentation or reduction
the terminal voltage.
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6.6 Results and Discussion

To show the usefulness of the PV dealt with VSI-, CSI-, and ZSI-based UPQCs with
its connected UVT control strategy and the power circuit given in Figs. 6.1-6.3 have
been set up with MATLAB/Simulink programming. The PV exhibit with chopper
gives amore prominent yield voltage. Figure 6.7 shows the PV cluster voltage without
and with a chopper. Figure 6.8a—c highlights that the force yield of the proposed half
and half strategy is more viable in separating the most extreme force point (MPP
= 152 W) from a sun-based PV framework contrasted with the greatest force point
(MPP = 151 W) for a situation of P&O procedure and greatest force point (MPP
= 152.58 W) for a situation of gradual conductance technique. The primary goal
of this part is to assess the presentation of the PV took care of UPQC with ZSI in
examination with that of PV took care of UPQC with VSI and UPQC with CSI for the
easing of force quality occasions, for example, voltage swells and sounds in supply
current just as burden voltage.
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Fig. 6.9 Swell alleviation by UPQC with VSI

6.6.1 Swell Alleviation by UPQC with VSI

The presentation of UPQC with VSI is featured in Fig. 6.9a—e for limiting the voltage
enlarge. A voltage swell of size 20% is noted as displayed in Fig. 6.9a—b. To limit
this issue, sun-powered photovoltaic-based UPQC with VSI comes right into it and
infuses missing voltage as displayed in Fig. 6.9c. The infused voltage is added to
supply voltage and, consequently, the load voltage is liberated from voltage expan-
sion as displayed in Fig. 6.9d. The conduct of DC-connect voltage during voltage
expansion occasion uncovered in Fig. 6.9e.

6.6.2 Swell Alleviation by UPQC with CSI

A swell of size 20% saw as displayed in Fig. 6.10a-b. To restrict this voltage enlarge-
ment, sun-based photovoltaic-based UPQC with CSI is related and produces the
required measure voltage as shown in Fig. 6.10c. To restrict this issue, the solar
system connected UPQC with CSI comes right into it and injects the required voltage
as featured in Fig. 6.10c. The infused voltage is added to supply voltage and, conse-
quently, the load voltage is liberated from voltage enlarge as displayed in Fig. 6.10d.
The conduct of inductor current during voltage growth occasion is uncovered in
Fig. 6.10e.
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6.6.3 Swell Alleviation by UPQC with ZSI

[

The strength of UPQC with ZSI is featured in Fig. 6.11a—f for alleviation of voltage
enlargement. Without UPQC, a voltage swell of size 20% is noted as displayed in
Fig. 6.11a-b. To decrease the impact of voltage enlarge, the solar system connected
UPQC with ZSI comes right into it and infuses the required voltage as featured in
Fig. 6.11c. The UPQC infused voltage is added to source voltage and, consequently,
the load voltage is liberated from voltage expansion as displayed in Fig. 6.11d. The
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conduct of DC-interface voltage and inductor current during voltage growth occasion
uncovered in Fig. 6.11e and f.

Changed and uncompensated burden voltages under voltage swell conditions are
depicted in Fig. 6.12. From the outset, when UPQC with VSI, CSI, and ZSI is not
related to the structure, the system encounters a voltage swell of a degree of 20%
(60 V) of the load voltage. During voltage grow event UPQC with VSI implants the
voltage of 120 V, UPQC with CSI injects the voltage of 200 V and UPQC with ZSI
imbues the voltage of 75 V as exhibited in Fig. 6.12a. The PV connected UPQC with
ZSI shows the preferable display over make the reasonable proportion of imbued
voltage appeared differently in relation to UPQC with VSI and UPQC with CSIL
Appropriately, load voltage gets sinusoidal as exhibited in Fig. 6.12b.
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Table 6.3 Supply current harmonics THD; of VSI, CSI, and ZSI UPQCs
Without | UPQC-VSI UPQC-CSI UPQC-ZSI
UPQCs | with Improvement | With Improvement | With Improvement
UPQC-VSI | in THDi (%) | UPQC-CSI |in THDi (%) | UPQC-ZSI |in THDi (%)
7.28 1.67 77.06 1.66 77.20 1.60 78.02
Table 6.4 Load voltage harmonics THD; of VSI, CSI, and ZST UPQCs
Without | UPQC-VSI UPQC-CSI UPQC-ZSI
UPQCs | with Improvement | With Improvement | With Improvement
UPQC-VSI |in THDs (%) | UPQC-CSI |in THDs (%) | UPQC-ZSI |in THDs (%)
18.62 2.31 87.60 2.48 86.68 1.48 92.05

The exhibition of supply current as well as load harmonics filtering of PV took
care of UPQCs during load exchanging condition as shown in Tables 6.3—6.4. During
load exchanging, the source current THDi before pay is discovered to be 7.97%,
while THDi of the source current after remuneration is discovered to be 0.72% in the
presence of UPQC-VSI with a 90.96% decrease in THDi, 0.83% if there should arise
an occurrence of UPQC-CSI with an 89.58% decrease in THDi and 0.72% in the
presence of ZSI-UPQC with a 90.96% decrease in THD1 individually as demonstrated
in Table 6.3. In this way, VSI-UPQC and CSI-UPQC are decreasing a lesser measure
of THDi in contrast with UPQC-ZSI.

Table 6.4 summed up the THDv correlation of PV connected UPQC with VSI,
CSI, and ZSI during load exchanging. From table 6.4, it is featured that THDv of load
voltage before remuneration is recorded to be 18.62%, and the THDv of load voltage
after pay is discovered to be 2.31% if there should arise an occurrence of UPQC with
VSI, 2.48% in presence of UPQC with CSI and 1.48% in presence of ZSI-UPQC.
Along these lines, an 87.60% decrease in THDv has been accomplished utilizing
UPQC with ZSI contrasted with an 86.68% decrease in THDv of UPQC-VSI and
92.05% decrease in THDv of UPQC-CSI.

6.7 Conclusion

The proposed methodology shows the preferred introduction over produce most limit
power yield appeared differently in relation to P&O and InC methodologies. The PV
dealt with UPQC:s are liable for the fast and exact making of implanting voltage and
injects it into the structure for compensation of supply voltage agitating impacts, for
instance, voltage swells. The obtained reproduction results show that UPQC with
ZSI implants the reasonable proportion of three-stage mixing voltage stood out from
UPQC with VSI and CSI. The reenactment results moreover exhibit that the proposed
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UPQC-ZSI shows a preferable capacity over annihilating the source current and load
voltage harmonic stood out from UPQC-VSI and UPQC-CSI.
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Chapter 7 ®)
Energy Storage Technologies; Recent e
Advances, Challenges, and Prospectives

Ababay Ketema Worku, Delele Worku Ayele, Nigus Gabbiye Habtu,
Bimrew Tamrat Admasu, Getu Alemayehu, Biniyam Zemene Taye,
and Temesgen Atnafu Yemata

Abstract Fossil fuels are the origins of conventional energy production, which
has been progressively transformed into modern innovative technologies with an
emphasis on renewable sources such as wind, solar, and hydrothermal. Recently, the
challenges concerning the environment and energy, the growth of clean and renewable
energy-storage devices have drawn much attention. Renewable energy sources are the
primary choice, which addresses some critical energy issues like energy security and
climate change. But, renewable energy sources have interrupted and irregular supplies
that should be stored in efficient, safe, efficient, reliable, affordable, and clean ways.
Hence, energy storage is a critical issue to advance the innovation of energy storage
for a sustainable prospect. Thus, there are various kinds of energy storage technolo-
gies such as chemical, electromagnetic, thermal, electrical, electrochemical, etc. The
benefits of energy storage have been highlighted first. The classification of energy
storage technologies and their progress has been discussed in this chapter in detail.
Then metal-air batteries, supercapacitors, compressed air, flywheel, thermal energy,
superconducting magnetic, pumped hydro, and hybrid energy storage devices are
critically discussed. Finally, the recent progress, problems, and future prospects of
energy storage systems have been forwarded. The chapter is vital for scholars and
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scientists, which provides brief background knowledge on basic principles of energy
storage systems.

Keywords Renewables - Metal-air batteries + Energy storage + Thermal energy *
Pumped hydro storage * Superconducting magnetic

Nomenclature

ESSs energy storage systems

EMES electromagnetic energy storage

CESTs  chemical energy storage technologies
EMES electromagnetic energy storage

PHES pumped hydroelectric energy storage
MESTs  mechanical energy storage technologies
FEST flywheel Energy Storage technology

TES thermal energy storage

FC fuel Cells

SHS sensible heat storage

LHS latent heat storage

ECES electrochemical energy storage
NiCd nickel-cadmium batteries

FBs flow batteries

LIBs lithium-ion batteries

MABSs metal-Air Batteries
HESSs  hybrid energy storage systems

7.1 Introduction

Recently, the world population is increased in an amazing manner, which leads to
the growth of global energy demand. Thus, this demand has been maintained using
fossil fuels as a source of energy (Sadeghi et al. 2021). However, their inadequate
assets, climate change issues, and energy security issues have been forced to focus
on alternative energy technologies. Renewable energy sources have great advantages
related to environmental effects and energy security, which is not a constant supply
of energy (Zhao and Guo 2021). Hence, renewables need to be stored in safe, eco-
friendly, effective, and reliable ways for later use. Energy storage systems (ESSs)
can be divided according to different principles (Komala et al. 2021). They can
be divided as chemical, electromagnetic, thermal, mechanical, and electrochemical,
associated with the kind of stored energy. Energy in the form of potential or kinetic
can be stored in mechanical ESSs (Cheng et al. 2021). Betties gained special attrition
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for ESSs because this electrochemical energy storage was studied highly. Moreover,
chemical energy storage such as ammonia, methane, and hydrogen are frequently
studied technologies (Hu et al. 2021). Additionally, latent or sensible heat storage is
a type of thermal ESSs. Electromagnetic energy storage is an emerging technology,
which needs special attrition. The purpose of this chapter is to deliver a detailed
discussion on energy storage technologies, which is used as a reference for different
scholars and industries involved in the area. However, there are a limited number
of reviews on energy storage technologies and their application (Wang et al. 2021).
Hence, in this chapter, we discussed the recent advancements in basic energy storage
tools such as electromagnetic, electrochemical, thermal, mechanical, and chemical,
energy storage devices (Nguyen et al. 2014). Finally, challenges and prospectives are
discussed to identify the gaps and to forward import directions for the enhancement
of energy storage technologies.

7.2 Benefits of Storing Energy

ESSs can be classified based on different systems such as (Pickard 2012).

Chemical,
Electrochemical,
Electromagnetic,
Thermal, and
Mechanical.

Thus, each system has its own characteristics and efficiency. The criteria for
choosing suitable ESSs are shown in Fig. 7.1. The criteria for selecting ESSs, such
as storage cost, adaptability, environmental impact, capacities, and efficiency, can be
used in the selection process.

Genera\
prospects from

energy storage
systems

05 High efficiency

Fig. 7.1 Schematic illustration of criteria for selecting appropriate energy storage systems
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In fact, ESSs have many characteristics, and each energy storage system has
different expectations, depending on the requirements of the end-user. Though, when
demand and supply do not balance each other, all will be used together to provide
clean, affordable, efficient, safe, and reliable energy. Recently prepared various ESSs
have similar features with traditional energy generation technologies. Additionally,
they produce some different properties, which make the energy method further
complex (Papaefthymiou et al. 2010). Various energy production technologies from
hydroelectric power plants, the energy produced by storage systems are restricted,
which means in an energy storage system, the peak power production can be kept for
a certain period of time, associated with the energy previously stored in the system.
Moreover, furthermore to limited power generation capacity, most energy storage
systems also have cycle limits. Though, in addition to the problems, ESSs still have
significant advantages and can meet energy needs without or with limited supply.
In addition to these main benefits, they also have technological, environmental, and
economic merits, which make them an essential foundation in energy technology.
Figure 7.2 displays selected vital conditions to be provided in the designing process
of ESSs. For instance, if the system contains a higher discharging and charging power
rating, however a lower capacity, it may be utilized for fast and short-lived emer-
gencies, mobile power supplies, etc. It is a good choice, but it is not appropriate for
periodic energy storage. Moreover, systems with lower capital costs and higher oper-
ating costs will be more suitable for short-term storage such as emergency and peak

Criteria of

Performance
evaluation

Fig. 7.2 Schematic illustration of criteria used to estimate the performance of ESSs
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Fig. 7.3 Schematic illustration of benefits of ESSs

demand needs. Oppositely, technologies with low operating costs and high capital
are further appropriate for long-term energy requirements like periodic storage.

Depending on the location of the facility, utility rates and power load, and other
factors, energy storage can be the best means for facilities to cut electricity bills. The
price of ESSs is declining, and the figure of customer-defined ESSs that has been
installed is rapidly increasing. Moreover, to increase the use of renewable energy
for power generation, improved energy storage technology also has the following
advantages (Fig. 7.3) (Liu et al. 2010):

e Environmental issues: Energy storage has different environmental advantages,
which make it an important technology to achieving sustainable development
goals. Moreover, the widespread use of clean electricity can reduce carbon dioxide
emissions (Faunce et al. 2013).

e Cost reduction: Different industrial and commercial systems need to be charged
according to their energy costs. Solar photovoltaic power generation can decrease
total power consumption, but these merits do not permanently coincide with the
peak usage hours of buildings (Luo et al. 2015).

e Maximize usage time: ESSs can transform power consumption from expensive
periods when demand is high to low-cost power periods when demand is low.
If the electricity price structure changes over time, and the peak demand period
shifts to the evening when there is no light, this can reduce the risk of reducing
the value of on-site solar energy. This also enables facilities to take full advantage
of time-of-use pricing and reduces the risk of electricity price structure changing
the cost of electricity.

¢ Emergency backup: Power backup is a significant part of a resilient plan. More-
over, by using this infrastructure on a daily basis to reduce demand costs, its
reliability and availability can be improved during shutdowns compared to inde-
pendent battery systems and diesel generators used only during shutdowns (Tewari
and Mohan 2013).
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e Economy: Increase the economic value of wind energy and solar energy (Pearre
and Swan 2015).

e Work: Creates work in transportation, engineering, construction, financial, and
manufacturing departments (Heymans et al. 2014).

7.3 Energy Storage Technologies

In this section, a brief overview of chemical, electromagnetic, electrochemical,
mechanical, and thermal ESSs with their technical status will be presented. Thus,
ESSs can store energy in different systems for future utilization (Zhao et al. 2015).
The prospect of energy storage is to be able to preserve the energy content of
energy storage in