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Preface

Nowadays, the electrical energy demand is growingworldwide very fast, and accord-
ingly, the energy crises directly impact economics, society, and the development
of any country. Modern energy systems are changing rapidly and reveal progres-
sively many-sided features. Renewable energy sources such as solar, wind, and other
renewable sources are capable enough to meet the growing load demand, which
reduces the dependency on conventional fossil fuels. Alternatively, fossil fuel-based
energy generation is the direct source of critical global warming issues. There-
fore, promoting the use of renewable energy sources, for meeting electrical energy
demand, is an important strategy to enhance the energy security of any country. In this
connection, wind and solar-based electrical power generation has gained the atten-
tion of researchers all over the world. This enables high penetration of renewable
sources with the main electrical grid. Power generation from these renewable energy
resources is intermittent because of its dependence on environmental conditions. As
a result, the power generation from solar and wind systems keeps on fluctuating and
directly impacts the voltage magnitude, supply frequency, and waveform, and hence
on the quality and quantity of supplying power to the interconnected grid system.

The electrical energy system is currently experiencing substantial transforma-
tions due to the increasing utilization of renewable energy systems and integrating
electric vehicles in the current transportation system. Environmental compliance
and energy saving are becoming increasingly crucial in the future. Today’s need is
to increase grid reliability and sustainability while considering customer services
and grid operation. The changes are especially significant in the power distribution
system, which must be changed into a smart grid or automated distribution system
to effectively manage the system operation. The smart grid, also known as the next-
generation/future grid, is a broadly spread automated energy delivery network that
employs two-way electrical and information exchanges. The smart grid implemen-
tation will satisfy environmental standards to emphasize demand response events
and efficient energy management. The smart grid supports plug-in electric vehicles,
renewable distributed generation, and energy storage technologies, and these tech-
nologies have a significant impact on the system/grid. The integration of electric
vehicles (EVs) provides opportunities and significantly impacts the microgrid/smart
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vi Preface

grid. EVs can be used as flexible loads in bi-directionalmode either as grid-to-vehicle
(G2V) for EV charging or vehicle-to-grid (V2G) to provide energy to the grid. The
future plug-in-EVs infrastructuremay be used to access the electricity from the smart
grid to maximize the benefits of V2G mode.

The aim of this book is to provide an essential reference source, building on
the available literature in the area of microgrid/smart-grid operation and control,
providing further research opportunities in the field of renewable energy systems
and electric vehicles. This specific text is expected to provide the primary and major
resources necessary for researchers, academicians, students, faculties, and scientists
across the globe to adopt and implement new inventions in the thrust area of renewable
generation and their utilization. Therefore, the book provides knowledge on planning
of hybrid renewable energy systems, electric vehicles and microgrids operation,
control and optimization to share up-to-date scientific advancements in the core and
related area. The main objectives of the book are as follows:

• Identify and explore the scope of different modeling, operation, and control
methods for microgrids or smart grids with high share of renewable energy
resources.

• Identify the opportunities of modern electric vehicle technology related to
modeling, operation, and control and also explore its impacts on the grid.

• Identify and explore the possible configurations, operation, and control of hybrid
renewable system for efficient energy management including a storage system.

• Identify the different modeling, operation, and control schemes/algorithms/
approaches/techniques for implementation in future development of micro-
grids/smart grids, electric vehicles technology, and hybrid renewable systems.

From recent trends, it can be observed that research is mainly focused on the plan-
ning of renewable energy systems, electric vehicles, and microgrids or smart grids
based on the efficient modeling and control of microgrids in a smart grid environ-
ment to maximize technical, social, and economic benefits by applying the different
advanced computational intelligence/optimization techniques. In the smart grid envi-
ronment, applying different methods such as artificial intelligence has become a
trend. This book will provide vast knowledge in the focused area to the researcher
and it will also give common sources of information to the power engineers and
academicians. Researchers are highly involved in this area because energy demand
is exponentially growing, whereas energy resources are depleting day by day. This
requires optimal allocation and utilization of different renewable sources in electrical
power and energy system. This edition of the book will be a source of motivation
to the researchers working in the area of renewable distributed generation, micro-
grid, automation of power distribution, electric vehicle, and synchronized operation
of the solar system, battery, and grid. This book will include chapters that focus
on novel solution methodologies and current research in the focused area related to
modeling, control, and optimization approaches. This book covers a wide range of
diverse applications together with novel basics, modeling, control, and experimental
results.



Preface vii

This book consists of 37 well-structured full chapters contributed by subject
experts specialized in various topics addressed in this book. The included chapters in
this book have been brought out after a rigorous review process in the broad areas of
hybrid renewable systems, electric vehicles, and microgrids: modeling, control, and
optimization. The main importance has been given to those chapters that offer novel
approaches, experimental systems, and practical systems solutions in the recent era
of renewable energy systems, EVs, and microgrids.
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About This Book

This book focuses on various challenges, solutions, and emerging technologies in the
area of operation, control, design, optimization, and protection of microgrids in the
presence of hybrid renewable energy sources and electric vehicles. The utilization
of renewable energy sources (RES) offers a sustainable, economic, and eco-friendly
solution for the modern power system network. This book provides an insight on the
potential applications and recent development of different types of RESs including
AC/DCmicrogrid, RES Integration issues with grid, electric vehicle technology, etc.
Currently, the development of electric vehicles (EVs) and AC/DC smart microgrids
are growing very fast worldwide due to numerous techno-socio-economic advan-
tages within the system and meet the present global requirement. It is designed as
an interdisciplinary platform for audiences working in the focused area to access
information related to energy management, modeling, and control. It covers funda-
mental knowledge, design, mathematical modeling, application, and practical issues
with sufficient design problems and case studies with detailed planning aspects. This
book provides a guide for researchers, academicians, practicing engineers, profes-
sionals, and scientists, as well as graduate and postgraduate students working in the
area of various applications of RES, electric vehicles, and AC/DC Microgrid.
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Chapter 1
Introduction

Aashish Kumar Bohre, Pradyumn Chaturvedi, Mohan Lal Kolhe,
and Sri Niwas Singh

Abstract This chapter provides an overview of renewable energy, electric vehicles,
microgrids or smart grids and their various applications. In themodern era, utilization
of renewable energy sources is growing fast in different combinations of hybrid
systems due to enormous availability and various technoeconomic advantages. A
hybrid renewable energy system integrates different non-renewable and renewable
sources along with storage systems to maintain system reliability and resiliency.
Electric vehicles (EVs) are more efficient in energy saving, emission reduction and
environmental protection than fuel-operated vehicles. As a result, EVs are becoming
important with different applications in the transportation sector to reduce global
warming. The adoption of EVs required sufficient charging infrastructure globally
for the sustainable and regular operation of it’s facilities. Therefore, the analysis of
the impacts of EVs on the distribution grid/microgrid/smart grid is necessary for a
reliable and economic operation of the system. The bidirectional electrical power
flows with two-way digital control and communication capabilities have poised the
energy producers and utilities to restructure the conventional power system into a
robust smart distribution grid. These new functionalities and applications provide a
pathway for clean energy technology. Further details in these areas are also presented
here to get quick knowledge about advantages, utilization, and applications in these
mentioned eras.
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Keywords Renewable Energy · Hybrid Renewable Energy System (HRES) ·
Electric Vehicles (EVs) · Distribution grid/microgrid/smart grid

Nomenclature

RES Renewable energy system
EVs Electric vehicles
HRES Hybrid renewable energy system
V2G Vehicle to grid
V2H Vehicle to home
V2B Vehicle to building
ESS Energy storage system
DSM Demand-side management
SCADA Supervisory control and data acquisition
AMI Advanced metering infrastructure

1.1 Hybrid Renewable Energy System

The alternate renewable energy resource becomes a necessity due to depleting nature
of conventional sources of energy and the continuous growth of energy demand.Also,
the use of fossil fuels has contributed to climate change and global warming over
the past decades and it has become essential to look towards environment-friendly
energy sources. Renewable sources like solar energy, wind energy, biomass are seen
as promising alternatives to conventional sources (Oladigbolu et al. 2020). However,
they are not without drawbacks. In solar energy systems, generation drastically falls
on cloudy days and at night; windmill output is low at low speeds and prone to
breakdown at high speeds; biomass plant performance drops at low temperature,
and so on. Compared to the conventional sources, their supply is irregular, uncertain
and has low energy densities, making them less reliable. A hybrid renewable energy
system (HRES) attempts to overcome these drawbacks by integrating more than
one power generation system into a single unit. It usually combines renewable and
conventional sources along with storage units to provide greener and more reliable
energy (Sawle et al. 2021; Rezk et al. 2020). The general block diagram is shown
in Fig. 1.1. Different storage systems can be used to ensure uninterrupted power
supply when the power obtained from the sources is not enough to feed the load.
Recent studies focus on the integration of multiple renewable energy systems such
as solar, wind, biomass, micro-hydro and tidal and their various permutations and
topologies, depending on the availability and feasibility (Khan et al. 2017; Sawle
et al. 2018). Many research on hybrid wind and PV systems have been carried out in
terms of HRES modelling, size optimization, reliability analysis, environmental and
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Fig. 1.1 Conceptual block diagram to develop HRES System

economic assessment. With the advent of new technologies, modern energy storage
systems are cost-effective andmore efficient.When integratedwith renewable energy
sources, an energy storage system plays a vital role as it absorbs energy during high
generation and acts as a source during high demand. The storage device thus can
be used to reduce the fluctuations in power generated by the renewable sources that
are being exchanged with the grid. To improve the resiliency of the system/grid, it
can also be used as an emergency backup to satisfy the critical loads in the presence
of any disturbance. An array of energy storage options is available in the market,
such as super-capacitors, superconducting magnetic energy storage, compressed air,
pumped hydro storage, flywheels and rechargeable batteries.

The energy generation, control and storage elements used in HRES vary from
application to application depending mainly upon availability, demand and afford-
ability. After the selection of components, firstly, mathematical modelling for each
component needs to be done, for further optimization of the study system. HRES are
either grid-connected or off-grid. While grid-connected systems have the advantage
of selling surplus power and drawing power when demand is high, off-grid systems
are suitable for isolated remote locations (Khan et al. 2017; Sawle et al. 2018; Singh
and Bansal 2018).

1.2 Electric Vehicles (EVs)

The electric vehicles are the future, not because they are better for the environment
(which they are if you drive the car for any reasonable length of time) but because they
are just better vehicles. They have better acceleration and torque, easy to handle, have
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more efficiency than the other vehicles powered by fuel, quieter, there is no smell,
the investment is one time and it is very cheaper to run. As electric vehicle’s usage is
growing day by day the EVs in future becomes a reality (Silva et al. 2019). The time-
taking method of charging an EV becomes a major problem to accept the electronic
revolution of the automobile industry. Reducing the pollution in the environment is
themost important topic of the present times. Pollutionmainly arises from the burning
of fossil fuel which emits CO2 and other harmful gases in the environment. The
transportation sector is introducing technologically advancedElectricVehicles (EVs)
which are ecofriendly. Developments in bidirectional capabilities of EVs batteries,
charging technologies and communication infrastructure give rise to concepts such
as Vehicle to Grid (V2G), Vehicle to Home (V2H), Vehicle to Building (V2B), etc.
EVs charging will put significant load demand on the grid as well as uneven charging
will create a disturbance in the grid (Rizvi et al. 2018). In order to reduce the burden
on the grid, EVs can be charged by renewable energy sources. Since solar is the most
widely available renewable energy source, it is considered for charging the EVs.
Solar charging stations can be installed at homes, offices, parking lots, public areas
and isolated areas. EV integration to the grid is the attraction of many researchers
and engineers around the world due to the rapidly growing numbers of EVs in the
global market. The use of EVs in the grid will play an important role in the future
smart grid technology. The EVs will enable the participation of consumers in the
energy sector (Moghaddam et al. 2018). Both utilities and the consumers will be
benefited from the integration of vehicles and grids. The different types of charging
methods are used for charging the EVs such as AC charging (slow), DC charging
(fast), induction charging, battery swapping and smart charging.

1.3 Microgrids and Smart Grids

Microgrids and Smart grids are emerging as the latest trending aspect in power
industries. The smart grid integrates the technology dealing with Information and
Communication in almost all aspects of power systems starting from electricity
generation till consumption in order to improve the reliability of energy consumption
and service, minimize the environmental impact, enable active participation of the
consumers, new products and markets, improves the efficiency leading to more safe
and reliable energy production and distribution. The other benefits include reducing
carbon emission, supporting the increased use of electric vehicles, and creating wider
employment opportunities (Dileep 2020; Srinithi et al. 2021). Smart grids can be seen
as a combination of microgrids and minigrids among which microgrid plays a major
role in accomplishing authentic and more secure energy supply for the retail load
as well as distributed generation. On the other hand, microgrid can be seen as a
decentralized energy system comprising distributed energy sources with demand
management, storage and generations with loads that are capable of operating either
in parallel or independently.
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The smart grid is an electrical network that integrates systems cost-efficiently. It
connects all users, generators, consumers to ensure economically efficient, sustain-
able power systems with fewer losses, good quality and security of supply. The
smart grid allows the integration of renewable technology, like solar and wind
power production and also the adoption of plug-in electric vehicles in electrical grid.
However, the implementation issues in the smart grid include interfacing renewable
energy source (RES), implementing energy storage system (ESS), connect or discon-
nect the grid operations, integrating decentralized renewable power in distribution
networks and developing demand-side management (DSM), when implementing
smarter electricity networks. Regarding trends in development & implementation
of smart grid, RE forecasting, RE scheduling, integrating supervisory control and
data acquisition (SCADA) for RE generation and integrating RES through a power
grid. Besides, installing advanced metering infrastructure (AMI), with price incen-
tives for DSM, enlarging balancing areas, testing of different battery technologies,
enhancing situational awareness, better visualization and stable operation of the grid
are provided in this chapter (Madureira et al. 2011; Palizban et al. 2014; Ferraro et al.
2018). The advanced distribution management system (ADMS) approach has also
addressed training, planning, optimizing, operating, analyzing and monitoring the
distribution network. ADMS includes SCADA,DMS,OMS andDSM to analyze and
manage DER. Besides, HEMT-based technology meets the needs for power distribu-
tion grid and end-user utilization. Therefore, new power electronic devices based on
wide bandgap semiconductor devices such as SiC andGaNhave described improving
power density and power efficiency. Despite the benefits provided by smart grids,
there are few technical limits in the renewable generation on the smart grid. Control,
management and stability in power systems introduce several interesting issues for
realizing the smart grid in the existing power network. Therefore, this chapter anal-
yses the major issues associated with the integration of MW scale renewable energy
into the weak distribution network and its solution methodologies. Moreover, high
interfacing penetration of distributed energy resources (DER) with energy storage
and microgrid control systems is an essential feature of future distribution grids for
optimal utilization and management of DER. This feature helps distributed system
operators follow the right path for transforming their classical grids into smart grids.
High RES penetration to the existing power network can cause reliability and inter-
operability issues due to their intermittent nature resulting in uncertainty in the oper-
ation and control of the power system. In such an instance, ESS provides ancillary
services in the power generation source to balance the mismatch between supply
and demand. For this reason, ESS is a potential solution to support RES penetra-
tion for the smart grid. Concerning large-scale energy storage deployment in the
power grid, a cost-effective storage system along with design aspects, operation
and control of ESS in Distribution System Operator (DSO) for the smart grid are
presented to smooth renewable generation output (Srinithi et al. 2021; Madureira
et al. 2011; Palizban et al. 2014; Ferraro et al. 2018). Moreover, the impacts to large
penetration of ESS include voltage regulation, active frequency damping control,
wildfire impacts and transmission support are addressed to enhance the flexibility
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of distributed generation. Furthermore, frequency stability and control is a chal-
lenging problem in the design and operation of interconnected power networks. This
chapter explores a conceptual block diagram of inverter interfaced control such as
hierarchical control, virtual inertia control for maintaining power system frequency
within the specified operating range in a power system. Synchronverter is another
emerging technique discussed to overcome the deficit of inertia in the modern power
system using proper control strategy. For enhancing the power system resilience,
the end–end security life cycle and architecture of the resilient attack system for
Wide-Area Monitoring, Protection, & Control (WAMPAC) are further presented.
The potential solution is to form sustainable microgrids, which include RES and
ESS. Sustainable microgrids with an advanced control strategy are also provided to
enhance power system resiliency. With an increasing number of DG units integrated
at both transmission and distribution systems, they have a crucial role in maintaining
energy balance and power continuity as part of power quality (PQ) in future smart
grids. Thus, the various power quality issues at the consumption as well as supply
side, conventional and modern power quality control strategies are provided. Smart
grid technologies such as volt/var management system (VVM), supervisory control
and data acquisition (SCADA), power quality analyzer (PQA), geographic infor-
mation system (GIS), distribution automation (DA), advanced metering infrastruc-
ture (AMI), and smart inverters are further presented to manage and improve power
quality (Madureira et al. 2011; Palizban et al. 2014; Ferraro et al. 2018; John and Lam
2017). Simultaneously, solution methodologies with various control approaches are
compared in terms of their respective merits and outcomes while providing optimal
socio-economic benefits.

1.4 Conclusion

Renewable energy sources are the future of this world and converters are the
heart of this system. We are entering a new era of renewable sources of energy.
Our main supply will depend on a renewable resource; thus we have to prepare
for this era and fix the quality issues. Wind energy, geothermal energy, hydro
energy, tidal and biomass generate energy and battery used to store the power
thus it needs to convert into AC/DC or vice-versa through a converter. In conver-
sion and integration process of different devices, the system face some losses as
well as the power qualities issues like voltage sag, voltage dip (because of
faults). Nowadays, electric vehicles are growing very rapidly and it has become
necessary to better the world today. The electric vehicle provides a pollution-
free environment. The development of electric vehicles is not much satisfying
with the construction of charging facilities. There are plenty of methods adopted
in order to improvise the electric vehicle performance but there is only little
concern about the charging infrastructure and charging methods. In the smart grid,
the system deals with the recent developments, the advancements in technology,
the threats to security and approaches for its protection. A major study to be made is
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about assessing the costs of protecting the grid against the threat of solar storms that
send geomagnetic pulses slamming into vulnerable transformers and other critical
grid equipment.
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Chapter 2
Planning Methodologies of Hybrid
Energy System

Akhil Nigam and Kamal Kant Sharma

Abstract A hybrid system consists of conventional and nonconventional energy
systems for the achievement of reliable operation to keep the balance between energy
supply and load demand. Various methods have been employed for planning and
sizing of the hybrid energy system to get optimal location. Due toweather conditions,
some renewable energy sources such as solar and wind energy may be unable to
provide continuous supply. In addition, stability is an important issue. This may be
voltage stability, frequency stability, and rotor angle stability. Different optimization
techniques have been developed for optimizing the parameters of the hybrid energy
system. This manuscript deals with a review of different hybrid energy systems
with optimization techniques to achieve their best optimal location and sizing. Some
planning methods have been reviewed with in this manuscript and focused on the
development of a new hybrid energy system with advanced techniques.

Keywords Renewable energy system · Solar system ·Wind power · Particle
swarm optimization · Genetic algorithm · Artificial bee colony algorithm

Abbreviations

PV Photovoltaic
NPC Net percent cost
RES Renewable energy sources
MPPT Maximum power point technique
PSO Particle swarm optimization
HVAC High voltage alternating current
ACO Ant colony optimization
HVDC High voltage direct current
GA Genetic algorithm
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DCMG Direct current microgrid

2.1 Introduction

In the last decades, renewable energy source has increased unprecedented growth
with globalized manner by using different energy sources such as solar PV cell, wind
energy, hydropower, geothermal, biomass, etc. As per U.S. energy report, the energy
consumption falls by 4% in the previous year of 2021 and will increase by 1.4%
in year 2021. The report says that India will be the largest contributor in the field
of renewable energy production by 2021 and overall total production throughout
the world will be a double contributor as compared to 2020. These variable energy
sources are different in various aspects than conventional energy sources. These
renewable energy sources are required to produce electricity with increasing energy
demand and with suitable efficieny. In comparison to conventional energy sources,
various major aspects such as the small size of generators, location constrained,
non-synchronous type generators, low-run cost fall under the category of renewable
energy sources. Hence, these characteristics produce challenges in existing power
systems. These challenges may include capacity of transmission grid and sufficiency
of electricity generation. Renewable energy sources have taken considerable attrac-
tion throughout the world. All these things come due to insufficient amounts of fuels
and discontinuity of supply. By using fossil fuels, energy consumption is low and
overall efficiency is low due to large generation of gas emissions. In year 2019,
overall consumption of energy by using fossil fuels was 82% by using 12 billion tons
of fossil fuels.

Apart from this, numerous renewable energy sources have been implemented in
different countries. Bioenergy production is carried out by using biomass to be used
to generate renewable electricity and thermal electricity. All energy production goes
under different processes like pyrolysis, hydrothermal liquefaction and gasification
(Ali et al. 2020). In addition to energy production having intermittent availability
of alternate energy sources such as wind and solar photovoltaic cells, sometimes
we also need energy storage devices. The amalgamation of alternate energy sources
depends uponweather conditionswhich impact on the reliability, stability andquality.
After all few nonconventional energy generators have been coupled with transmis-
sion line systems with keeping superiority of similar generators interconnected with
distributed generation systems. Through new regulation act, it requires renewable
energy sources to perform similar to conventional energy sources and play a vital
role in enhancing voltage and frequency stability. There are numerous renewable
energy sources as classified below (Fig. 2.1).

From the diagram, renewable or nonconventional energy sources are such as wind
power, biomass, solar energy, hydropower, and geothermal. Further, these sources
have been classified into different types depending upon differentmodes of operation.
For example, wind energy performs on ON-Shore and OFF-Shore mode and solar
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Fig. 2.1 Classification of renewable energy sources

energy can be performed as solar PV and solar thermal. Renewable energy sources
have been considered as clean energy and critically important due to ecofriendly envi-
ronmental parameters. These renewable energy sources cover domestic applications
and provide energy service at the customer end with zero gas emission problems.
Most of the researchers have deployed results in renewable energy sources and have
focused on policy, financial challenges, and technical issues (Quazi et al. 2019).

Hence, the overall net capacity of renewable energy sources will be kept by 10%
in years 2020 and 2021. The capacity of renewable energy can be increased by a new
installation of energy sources with 85% net of all newly installed limits by the year
2017 from the energy report. Fossil fuel contributes around 74% for the production
of electricity in the year 2017–18 and renewable energy sources have a contribution
of 27% in electricity production (Report and IEA 2020).

This chapter includes the following sections:

• Section 2.1 describes introduction and classification of renewable energy sources.
• Section 2.2 describes about hybrid energy system.
• Section 2.3 describes the types of hybrid energy systems.
• Section 2.4 describes various technologies for hybrid energy system.
• Section 2.5 describes the planning methodologies of hybrid energy system.
• Section 2.6 describes different optimization techniques for obtaining an optimal

location of energy system with the development of hybrid energy system using
new techniques.

2.2 Hybrid Energy System

As per increasing energy demands, there is a need for environmental protection
and secure electricity, then a new energy system has been introduced named as
hybrid energy system. Hybrid energy system is an amalgamation of conventional
and nonconventional energy sources through which electricity can be transferred to
the customer side at an efficient cost. These sources perform well under all environ-
mental conditions keeping all climate parameters as per requirement in establishing a
hybrid energy system. Utilization of nonconventional energy sources reduce the cost
of fossil fuels and draw more attraction. The energy report represents the use of RES
and power production around 15% in the year 2020 (Guo et al. 2018). Sometimes,
renewable energy sources may have a problem of low energy density and the energy
production is low due to the use of only one source. To overcome all these problems,
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amalgamation of nonconventional energy sources has been introduced. Most of the
research work has been done in the area of hybrid systems in distant areas applica-
tions. The installation of hybrid systems has been executed in different countries for
the last few years. Overall hybrid systems have curtailed the total maintenance cost
of standalone energy in different conditions.

Extensively, hybrid system consists of a standalone system which incorporates
the features of traditional and alternate energy sources with having cells, controller,
and power conditioning unit. The controller and power conditioning unit are used
to maintain the power quality of the grid. Research work has been centralized on
the performance of the system and the evolution of power converters (Nema et al.
2009). Hybridization of energy sources can increase reliability, however, there is an
essential aspect of designing for such systems for achieving efficient performance.
The hybrid energy system performs effectively by supplying electric load in case of
OFF grid applications. These systems have an advantage in designing by taking one
or more than one nonconventional energy sources with or without using traditional
energy sources improve the system performance and provide reliability. However,
there are many remote areas in which they are performing by using ordinary energy
sources such as diesel, gas, etc., based generators to fulfill energy demand at the
customer side.

For the implementation of alternate energy sources economically, it is required
for designing an optimal model which is positioned on forecasting alternate energy
sources by employing convenient methods. The modeling of hybrid energy system
is a mosaic one which has the need of mathematical models of the alternate energy
systems and then optimized. Many of the renewable energy sources have been char-
acterizedwhich involve a variation of output power. In addition to this, energy storage
is also used to ensure the durability of power supply to load through amending power
reliability (Anounea et al. 2018). As per government report, total renewable energy
production is about to be 450 GW up to year 2030.

There are various advantages by using a hybrid energy system:

• Better utilization of renewable energy sources
• Low generation variability
• Better utilization of land for renewable energy sources
• Conclusive generation profile
• Enhancement of overall efficiency of system.

There are various schemes proposed by the Indian government such as installation
of solar and other renewable energy sources with a capacity of 25,750 MW by
the year 2022 and national solar mission up to 2022 with a production of 20GW.
Many researchers have focused on developing hybrid energy systems by utilizing
renewable energy sources into the grid. Hence through the contribution of energy
storage systems, power-sharing regulation is required for the accomplishment of
characteristics of energy sources (Babu et al. 2020).
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2.3 Types of Hybrid System

There are discrete types of hybrid systems which consist numerous conventional and
nonconventional energy sources. Depending upon environmental parameters, hybrid
energy system performs under all considerations and provides reliable operation.

2.3.1 Solar Gas Turbine

A typical solar gas turbine structure consists of several components such as solar
collector, solar receiver, combustion chamber, expander, andprimemover. Thedesign
of this hybrid system consisting of a solar tower associatedwith a gas turbine provides
consistent energy with varying solar irradiance. The solar tower transforms solar
energy into electricity. This system contains two types which focus sunlight into a
single point having collectors such as heliostats and dish type. There is a system-
integrated heat storage unit which performs in coordination with the steam line.
Initially, storage chamber is to be considered empty when the size reaches up to 110
percent compressor outlet temperature (Kulor et al. 2021). This hybrid system has
the advantage of solar panel fields and towers with combination of energy storage
systems (Grangea et al. 2014).

2.3.2 Fuel Cell Gas Turbine

In this system, turbine avails fuel cells, for example, solid oxide fuel cell exhaust to
generate compressed power. The gas turbine is used to extract thermal energy with
high temperature for driving compressor in addition to provide pressurized air to
the fuel cell. This hybrid system provides efficiency of fuel cell and power density
for reliable operation. This system captures and oxidizes anode off-gas to excursion
turbine machine and generate electricity. This method provides the requirement of
airflow and heat to drive the turbine for the production of electricity (McLarty et al.
2014).

2.3.3 Solar Biomass Energy

In a solar biomass energy hybrid system, there are various components such as
heliostats, parabolic troughs, solar PV panels, and hyperboloid reflectors. First, the
condensedwater is to be preheated by using bled steam from a turbine at a pressure of
0.5MPa. After that, hot water flows into the heat exchanger and acquires heat energy
from the solar PTC system when sunlight is available. Then runs a boiler of biomass
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where it is used to generate superheat at a pressure of 6MPa and temperature of 772K
(Zhang et al. 2019). Then, superheated steam is used to build up electricity in turbine
where sunlight is available.During the daytime, biomass boiler runswith lowcapacity
and at nighttime, it runs with full load capacity. So due to this hybrid energy system,
it is not only supplying but also generating clean energy and having the capacity
to avoid unnecessary waste which can further be used for agricultural purposes. By
using two-stage gasifier solar biomass, it will be better efficient utilization of energy
produced (Bai et al. 2016).

2.3.4 Solar Geothermal Energy

This hybrid system is very clean and energy-saving to produce electricity by using
solar or geothermal energy systems. In many countries, commercial solar and
geothermal energy system has been established. The hybridization of solar and
geothermal system consists of geothermal with organic rankine cycle, solar heating
comprises of superheater, solar collector, and solar pump. The running fluid ORC
is burnt by an evaporator, then superheated and moved to the turbine for electricity
production. The exhausted steam from the turbine is condensed by using a condenser
and run into a preheater. An evaporator completes the entire process for the genera-
tion of electricity. The overall cost of such type of hybrid system may be 1.5–3.5%
than normal cost.

2.3.5 Solar Wind Energy

By using solar wind hybrid system in which wind energy is transformed into elec-
tricity by using wind turbine and for solar energy system, sunlight is transformed
into electrical energy with the help of photovoltaic system. Hybrid solar-wind energy
system combines solar PV array, wind turbine, controller, inverter, battery, generator,
and another appliance. The charge controller and inverter are used to adjust output
power as per load demand. This hybridization system performs for ON grid and OFF
grid, both modes with their intermittent nature. Grid-connected systems are more
economical rather than OFF grid mode connected system, since they do not require a
battery bank. The suitable optimizationmethod can be preferred for themeasurement
of net present value that helps to reduce future cost (González et al. 2015).

2.4 Technologies/Tools for Hybrid Energy System

There are various emerging technologies/tools for hybrid energy system operation
which are highlighted on proper designing with the integration of multiple energy



2 Planning Methodologies of Hybrid Energy System 15

sources. It is also required for reducing the overall cost of system designing hence
it can be met with using different software tools. Below, the description of different
software applications for hybrid energy system have been described:

RET Screen: This simulation tool is excel-based clean management tool which
incorporates in determining economical and technical viability. This is the most used
simulation tool for reliability and feasibility studies in renewable energy sources and
is free to download. It uses C language and was released in year 1988. It is attainable
with higher number than 30 languages and have variants such as RET Screen 4 and
RET Screen plus. RET screen plus includes monitoring the system performance with
the integration of solar radiation data.

HOMER: HOMER tool is user-friendly and developed by National Renewable
Energy Laboratory (NREL), USA. This application tool is used for designing and
evaluating the performance for ON grid and OFF grid systems. In this simulation,
virtual C++ language is required. It also represents the tables and charts for the
comparison of different configuration and analyzes their performance by Net Percent
Cost (NPC).

HYBRID2: Itwas developed byRenewableEnergyResearchLaboratory (RESL),
USA in the year 1996. This tool can simulate both AC & DC distribution systems,
renewable energy sources, energy storage, and converters. HYBRID 1 simulation
tool was developed in the year 1994. It comprises of four major segments such
as Simulation Module, Graphical User Interface, Graphical results Interface, and
Economics Module which permit users to design projects and maintain all records.

HySim: It prefers to hydrological simulation tool and was developed by Sandia
National Laboratory (SNL), 1987. It employs amalgamation system that combines
solar photovoltaic, wind energy turbine, generator, and energy storages for a stan-
dalone system. This tool is having an economic analysis consisting of cost of fuel,
energy, operational. and maintenance cost.

HybSim: This simulator tool was developed by Sandia National laboratories for
the purpose of economic analysis of remote areaswhere energy demand is fulfilled by
using renewable energy sources along with conventional energy sources. It requires
a datasheet of load demand, solar irradiation, wind speed, etc.

TRNSYS: TRNSYS tool is developed by the University of Wisconsin and the
University of Colorado, 1975. Initially, this tool was used only for thermal systems
but after sometime, it was promoted for solar PV applications, diesel generator, and
wind energy. It uses FORTRAN language which does not permit for optimization of
energy sources. There are two versions released in years 2010 and 2012 as TRNSYS
17.0 and TRNSYS 17.1 respectively.

iHOGA: This tool is based on C++. It is used for solar PV, wind turbine, micro-
hydro pumped, etc., designing hybrid systemwith single- ormulti-objective function.
It uses two versions such as PRO+ and EDU in which EDU is free.

INSEL: INSEL tool was designed by the University of Oldenburg, Germany.
INSEL tool has more features for conventional simulation programs. It is utilized
for the interpretation of operation and maintenance costs. It performs under the
environment of MATLAB and simulink. This is not a free software tool.
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SOMES: Simulation and Optimization model for Renewable Energy Systems
tool has been developed at Utrecht University, Netherlands, 1987. This consists of
a solar PV array, wind turbine, converters, and battery storage. This tool is used to
evaluate performance on an hourly basis. It is coded in Turbo Pascal and runs on the
windows platform.

SOLSTOR: It was developed by Sandia National Laboratory, 1970. This is used
for simulation and optimization of integrated alternate energy systems including the
peripherals such as solar photovoltaic, wind energy turbine, batteries, and converters.
This minimizes total life cost by selecting the best size of equipments. Currently, this
software tool is not under working.

2.5 Planning Methodologies of Hybrid Energy System

Traditionally remote areas are supplied energy by using diesel generators. Research
has been carried out and shows the effects of diesel generators with negative results.
Then, mostly used solution such as to deliver electricity by using renewable energy
sources has been accepted. By keeping all environmental conditions such as solar
irradiance and wind speed, there may be problems in the production of electricity
continuously. Then, hybrid energy system has been preferred for continuity and
reliable power supply. It is common to use, to implement conventional energy sources
with alternate energy sources in addition with energy storage to design as microgrid
(Emad et al. 2019).

There are different methodologies for the designing of hybrid energy systems
with their parameters, power resources, and limitations. There are such as graphic
construction method, analytical method, probabilistic method, and artificial intelli-
gence method (Upadhyay and Sharma 2014) (Fig. 2.2).

2.5.1 Graphic Construction Method

This method is designed by Markvart (1996) for designing standalone solar photo-
voltaic and wind turbine configurations. This method is occupied on a condition in
which the mean value of demand must be contented by taking the mean value of
solar irradiance and speed of wind for fix capacity of solar photovoltaic generator

Fig. 2.2 Sizing methodologies of hybrid energy system
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and wind energy turbine. On the basis of interpretation data, the trajectory is drawn
between solar photovoltaic generator and wind energy turbine. The number of curves
depends upon the number of times of data collected.

2.5.2 Analytical Method

In this method, hybrid energy models are shown by computational methods which
outline the size of hybrid systems with its feasibility. The time taken in this method
is less as compared with the Monte Carlo simulation method.

2.5.3 Probabilistic Method

It is one of the simplest methods for planning and sizing of hybrid energy system.
The results obtained by this method may not be the best solution. In this method,
few parameters are to be considered for optimization of hybrid energy system.

2.5.4 Artificial Intelligence Method

Many researchers have done work on artificial intelligence methods for finding out
the best optimal solution for sizing of hybrid energy system. They have utilized
genetic algorithm, particle swarm optimization on different platforms such as
HOMER, ARENA 12.0 software, etc. These methods take less time as compared
to conventional methods and provide the best solution.

2.5.5 Hybrid Method

These methods combine two or higher number of distinct methods which use posi-
tive consequences in order to obtain an optimal solution for the desired problem.
The problems may be single objective or multi-objective depending upon the under-
standing of the importance of using different techniques. Sometimes, these methods
may be complex but provide better results.

Table 2.1 represents different methods with their specifications for planning or
sizing of hybrid energy systems (Bhandari et al. 2015):
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Table 2.1 Sizing methods of hybrid energy systems

S. no Methods Parameters Resources Drawback

1 Graphic
construction
technique

Average solar radiation
and wind speed data of
each hour and month

PV/wind,
PV/battery

Not comprising of
slope PV module and
height of wind tower

2 Logical
technique

Average sun radiation
and wind velocity data
of each hour and
month

Solar PV, wind,
battery

Low flexibility

3 Probabilistic
technique

Probabilistic access of
calibrating of solar PV
array and wind energy
s

Solar PV, wind
energy, battery

Not represent
dynamic functioning
of hybrid energy
system

4 Frequent
technique

Average sun radiation
and wind velocity data
of each hour and
month

Solar PV, wind,
battery

Not comprising of
slope PV module and
height of wind tower

5 Artificial
intelligence
technique

Average sun radiation
& wind velocity data
of each hour and
month

Solar PV, wind,
battery

Designing is very
complex

2.6 Optimization Techniques

In this chapter section, optimization techniques have been discussed considering
single objective and multi-objective functions. Many methods have been introduced
for finding the best optimal solution of hybrid power system. For determining the
reliability of hybrid power system, optimization is performed along with size and
location of a component with achieving energy demand. For remote areas, artifi-
cial intelligence methods do not demand any requirement of environmental data for
designing a unified energy system. There are many methods as described:

2.6.1 Particle Swarm Optimization

PSO method has several advantages over other methods as to reduce levelized cost
of energy considering losses between demand and production sides. This method is
very fast and reliable to obtain the optimal position. It is developed by Eberhart and
Kennedy, 1995. It is based on the exchange of information between particles in the
population preferred as a swarm. Each particle behaves as a point in hyperspace with
essential properties as a memory of its own position and neighborhood’s position.
The performance of each particle is evaluated by the fitness function.
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2.6.2 Ant Colony Optimization

ACO method is first published in the year 1996 which is influenced by the social
act of insects in searching the precise direction for feed. Through this process, each
information is shared by other ants by using the substance. This technique has been
proposed for encountering the best optimal region and capacity of the system using
renewable energy sources. Then it provides a better solution from genetic algorithm
in less computational times (Abdmouleh et al. 2017).

2.6.3 Artificial Bee Colony Optimization

This method is inspired from a social act of honey bee swarm. Basically, there are
three types of bees such as scout, worker, and onlooker. Worker bees are associated
with food searchers and get back to their hive and dance. Onlooker beeswatchworker
bees’ performance and select food sources from where worker bees carry food. At
last, scout bees are independent on their own sources to search their food.

2.6.4 Tabu Search Optimization

It is meta-heuristic method discovered in 1996 to evaluate optimization problems. It
is most identified for finding location and sizing of hybrid energy performance. It is
having explicit memory and can be an application for continuous and discrete vari-
ables. The advantages of using this method are havingmany iterations and depending
upon settings of parameters to obtain optimal location.

2.6.5 Genetic Algorithm

This method is inspired from natural selection and it is having different compo-
nents such as chromosome encoding, selection, recombination, fitness function, and
evolution. There are many choices for designing genetic algorithms for different
applications. In the selection process, chromosomes are selected from the popula-
tion and further used for reproduction. Members are selected based on performance
and selected members to introduce in the next phase. In the crossover process, two
chromosomes mix their genetic material and produce a new chromosome and the last
step is mutation in which mutation of parents occur and develop a new chromosome.
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Development of Hybrid Energy System Using New Techniques

For obtaining the performance of a hybrid energy system with its precise efficiency,
few different combinations have been introduced. Padmanaban et al. (2019) have
designed a photovoltaic–fuel cell hybrid grid with the integration of an ultraca-
pacitor power system. To achieve the maximum power of this entire hybrid system,
anothermaximumpower tracking technique has been used such as Jaya BasedMPPT
(Padmanaban et al. 2019). This method is fast and effective with nil deviation near
maximum power point. Hybrid optimization techniques such as combination of PSO
and ABC for optimal location of energy system. Chakir et al. (2019) have proposed a
hybrid PV battery energy system under TRNSYS environment (Chakir et al. 2019).
For improvement of power quality of any hybrid power system, some AFACTS
devices have been employed for reliable operation. Mostly used FACTS device such
as DSTATCOM has been preferred for solar wind hybrid power system (Parija et al.
2019). The other concept has been taken ofmicrogrid in order to decrease energy cost
under different constraints. It can be configured under different converters between
power sources and load. Hence, amethodology can be used for the purpose of energy-
storing systems for charging and discharging (Kafazi et al. 2019). A hybrid system
can be configured by using conventional and nonconventional energy sources such
as solar and thermal hybrid system with PI controller and considering breaking point
factors (Verma and Kori 2020). Similarly, for standalone systems, it is required to
optimize the performance of energy system. Solar PV systems with different MPPT
techniques can perform under sudden changes in weather conditions for the purpose
of overcoming harmonic problems (Pradhan et al. 2020). There are different imple-
mentations of MPPT techniques for the operation of solar PV system such as Perturb
and Observe and Incremental Conductance methods which perform by considering
a few challenges such as steady-state oscillations, drift problem, designing problem,
and lack of tracking steps. These all problems may be overcome by using such as
drift-free method, variable step method, and prediction of parameters, etc. (Li et al.
2019).

For the optimization of hybrid energy system various techniques have been
introduced in addition with multiple maximum power point techniques such as
hill-climbing, fractional open-circuit voltage, fractional short-circuit current, etc.
(Motahhir et al. 2019). Someof the heuristic techniques are preferred for optimization
of hybrid renewable energy systems, for example, solar PV system in which partial
shading is another issue which impacts the performance of energy system (Eltamaly
and Farh 2019). There are more advantages of DC system over AC systems like DC
ismost compatible with renewable energy system hence, direct current microgrid has
been introduced but having power management issue hence various control strate-
gies have used such as centralized and decentralized. So, sizing of hybrid renewable
energy system is an important factor from point of designing (Kumar et al. 2019).
For the enhancement of power generation by using renewable energy system such as
solar system requires the best MPPT technique, it can use hybridization of ANFIS
and PSO methods (Priyadarshi et al. 2019).
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There is a requirement for an improved power management control of a hybrid
DCMG system which may be the combination of solar cell, fuel cell, and battery
energy storage system. Based on the performance of BES, a better power manage-
ment can be implemented by regulating modulation index and improving voltage
stability (Senapati et al. 2019). Among renewable energy sources, wind is widely
used energy source which may have integration with supercapacitor and lithium
batteries for the establishment of hybrid energy storage wind power system (Yang
et al. 2020). Formaintaining the reliability of electricity under newly chargingmethod
combination with lithium-ion battery energy storage system has been introduced in
which meta-heuristic algorithm has been used for the optimization of hybrid energy
system (Trpovski et al. 2020). Energy storage system is used for maintaining contin-
uous electricity which also faces the challenges such as best location and its capacity
hence a lot of review work has been done by researchers (Ling Ai et al. 2019). There
is a process such as distribution system asset which includes installation and optimal
size of energy storage system containing other equipments such as transformer and
feeders which operate on 33 bus systems (Masteri et al. 2018). For the next genera-
tion, flexible AC/DC hybrid energy system has been introduced because sometimes it
is difficult for the certainty of generation and load hence this problem can be removed
(Liu et al. 2019). Targeting as improving the efficiency of hybrid energy system, a
new configuration has been introduced with wind and tidal energy sources. In this
configuration, tidal power performs with the fluctuation of wind power under control
strategy (Hu et al. 2017). Due to the special load such as EV charges point and new
power generation system (solar and wind power generation system) can be taken for
improvement of power quality of hybrid system (Luo andHuo 2020). Sometimes due
to fluctuations in weather conditions, wind speed may be low or sunlight intensity
may be low hence smoothening of such a hybrid system has been carried out with
an energy storage system. But this may increase the maintenance cost of an entire
hybrid system (Lamsal and Sreemal 2019).

From the point of stability, there are many issues which have to be resolved by
configuring a hybrid system with advanced technologies in order to active power
control, frequency control, and voltage control (Schinke and Elich 2018). Due to
the use of power converters, few harmonics can be introduced specially in solar
PV systems hence through the use of impedance transformation harmonics problem
can be analyzed (Jingkai and Cao 2019). For hybridization system of HVAC and
HVDC, probabilistic power flow can be used line current converter and voltage
source converter (Shu et al. 2019). Hybrid energy system is an important element
for finding the best optimal location with hybrid energy system planning moth-flame
optimization method has been used (Ardabilli et al. 2020). For the minimization
of operation cost of microgrid consisting of distributed energy resources combined
heat and power generation unit can be installed to keep the balance between energy
supply and load demand (Semero et al. 2020). To overcome the problem of switching
state optimization hybrid method can be applied which uses DC programming and
is compared with other heuristic methods (Schafer et al. 2020). The conventional
designing of hybrid system takes a lot of time for simulation hence average models
have been employed which may consist of bidirectional half-bridge converter and
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boost converter in addition to new power filter method for a smooth operation of
hybrid energy system (Tang et al. 2020). Under islanding operations, some of the
parameters of hybrid system may be in an unbalanced condition which causes insta-
bility of power system hence a time delay can be introduced in addition with some
batteries (Hashimoto et al. 2019). Hybrid renewable energy source can be preferred
as integrated renewable energy system so planning of these systems have been formu-
lated by optimization, formulation, and configuration (Babatunde et al. 2020). Some
of the hybrid energy system models have been configured by fuzzy logic method
for proper selection of renewable energy sources and focuses on dynamic issues
(Aikhuele et al. 2019). Due to intermittent changes in weather conditions, renewable
energy sources may have a problem of instability such as small-signal stability hence
proper location and sizing of hybrid energy system may overcome these instability
problems (Ajeigbe et al. 2020). For the smooth operation of hybrid energy consisting
of wind power may be configured with a pumped hydrosystem to improve the power
quality of hybrid system by using a single value decomposition matrix (Hassan et al.
2019).

2.7 Conclusion

This chapter deals with a review of planning and sizing methodologies of hybrid
system for the achievement of better operation. There are different hybrid energy
systems that have been described with their parameters with their working. There
are different optimization techniques that have been reviewed with their description
and new techniques for the development of hybrid energy system. Hence, we can
optimize and obtain the best optimal location and size of hybrid energy system using
renewable energy sources.

2.8 Future Work

By hybridization, various energy sources can be integrated with electric vehicles.
In this current era, electric vehicle is playing a major role as they are achieving
momentum. There is advancement of battery system from lead acid to lithium ion.
These batteries are having large potentials as compared with other batteries. Various
types of electric vehicles are present which can be incorporated with hybrid energy
system to keep a balance between energy supply and load demand.
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2.9 Summary

In this manuscript, introduction of renewable energy system has been described with
the description of hybrid energy system. As there is requirement of energy supply to
fulfill energy demand.Hence throughonly one source, it is quiet difficult hence hybrid
system has been introduced. There is complexity in hybrid system as it requires the
best location and sizing for providing reliable energy. Hence different optimization
techniques with operation tools for hybrid energy systems have been described.
Further, hybrid energy systems can be utilized with electric vehicle technology
interconnected with lithium-ion batteries and can be analyzed for their operation.
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Chapter 3
Advanced Fault Diagnosis and Condition
Monitoring Schemes for Solar PV
Systems

Suresh Kumar Gawre

Abstract In the present era of smart technologies, the power sector has highly
benefited as monitoring, supervision, and control have moved toward the intelli-
gent power delivery. High-quality power estimation, self-healing, and machine-to-
machine communication-based approaches have been appreciated to achieve more
reliable and secured smart grids (SG). Renewable energy sources (RES),mainly solar
photovoltaic (PV) systems are intermittent in nature and wisely utilized in power
generation either as stand-alone or grid connected. Energy sector is focused on RES
to reduce carbon footprint and affordable energy to all. Prediction, decision-making,
and fast healing for recovery after faults in system, are prime objectives for fault diag-
nosis and condition monitoring of RES. Classical PV fault diagnosis schemes are
available, which basically follow the general process of detection, feature extraction,
and classification of fault data. Enormous data has to be handled by the proces-
sors either offline or online. In this chapter, fault detection schemes for handling
preprocessing of raw data from various sensors through wire or wireless-based time
domain or frequency domain methods like Fourier transform, Wavelet transform
along with novel approaches based on the internet of things (IoT) have been rigor-
ously reviewed. Traditional as well as advanced artificial intelligence (AI), machine
learning (ML), and emerging approaches for PV fault classification and mitigation
have been discussed thoroughly. Along with comprehensive and critical literature
review, a smart PV fault classification scheme is proposed for the enhancement of
the performance of solar PV systems.
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Nomenclature

I PV Cell current, (A)
k Boltzmann constant
Rsh Shunt resistance of PV cell
Rse Series resistance of PV cell
V PV cell voltage
Iph Light generated current
Io Reverse saturation current for D diode
Io2 Reverse saturation current for D2 diode
VT Voltage due to temperature = VT(Ns*N*k*T)/q
Tc PV Cell temperature (operating)
N1 Quality factor of D diode
N2 Quality factor of the D2 diode
Voc OC voltage of PV cell
Vm Maximum voltage of PV cell
Isc SC current of PV cell
Im Max. current of PV cell
Pm Max. power of PV cell
Po Ideal power of PV cell
Prad Solar radiant power
ï Power conversion Efficiency

3.1 Introduction

Non-conventional energy sources are widely accepted and adopted by most of the
nations to reduce the carbon footprint and make affordable energy to all. The present
green power generation movement has grabbed attention toward renewable energy
sources (RES), especially solar photovoltaic systems (SPVS) (Tyagi et al. 2013).
Global photovoltaic (PV) power addition is achieved for 2021 around 117GWcapac-
ities installed, which is a 10% increase from 2020 and further expected 165 GW for
2023–25 (IEA 2020). Installed capacity of SPVS and the production always suffers
by faults and mall operation. New norms and standards have been adopted, as clas-
sical monitoring parameters were not efficient, to provide relevant information for
analysis and mitigation of faults (Yahyaoui and Segatto 2017). Technical progress
in measurement and fault monitoring of devices, has drastically upgraded in the last
few decades, which insures the accuracy and reliability of modern fault diagnosis
and condition monitoring schemes. Practical approach of analysis along with smart
fault monitoring techniques is the basic soft computing tools for intelligent power
delivery in smart grid scenarios. SPVS are installed with the prediction of a well-
operated system run up to 25 years. PV system component structure, mountings,
and maintenance costs are included to estimate the payback period for the system
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Fig. 3.1 Generalized location of fault monitoring sensors

installed. In this situation, a smart prediction of faults in essential parts of the PV
system is desirable. Schematic diagram of the solar PV systemwith generalized fault
monitoring sensors is shown in Fig. 3.1. It has different sections to be monitored at
the solar PV module level, DC–DC converter level, DC to AC inverter level, charge
controller level, and the point of common coupling (PCC) nearest to the load.

High-quality power standards are essential for accurate, errorless monitoring and
real-time/online power estimation. Faults detection and classification in commer-
cially available PV panels is discussed, where some focused on faults and partial
shading analysis. Graph-based semi-supervised learning was proposed in research
work (Alam et al. 2015; Hariharan et al. 2016; Hu et al. 2015; Kumar et al. 2018;
Akram and Lotfifard 2015). Uncertainty and expandability of load always seek
toward the smart decision-making for load shifting. Identification of specific faults
in a particular area is always needed to estimate the severity (Pillai and Rajasekar
2018). Immediate data transfer to the data center for prompt action to ensure a more
reliable and secure smart grid either offline or online, various solar PV fault detection
and fault classification methods. Faults, defects, and shading conditions in PV array
involve detection as a prime computational task. PV faults in solar PV array results
significant power loss, lower reliability, very fast panel degradation, and further risk
of fire (Gokmen et al. 2013). This chapter presents a comprehensive literature review
along with a critical analysis of fault diagnosis and condition monitoring for solar
PV systems. Major contributions are:

• Focus on novel signal processing detection methods.
• Provide research avenues in all detection and classification methods.
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• Environment-based detection analysis.
• Internet of things (IoT) based approach for wireless fault detection.
• Artificial intelligence (AI), machine learning (ML), deep learning (DL) based

review.
• For new researches, key challenges and opportunities have been discussed
• Mitigation and fault localization issues are covered for further course of action.
• Hybrid scheme is proposed using IoT and AI schemes.

In this chapter, fault analysis, classification, and mitigation techniques are thor-
oughly reviewed and organized in the following sections. Section 3.2 deals with
solar PV cell modeling and fault analysis. In Sect. 3.3, basics of solar PV faults
have been discussed along with the causes of faults and the location of faults.
Section 3.4 describes various PV fault detection methods including online or
offline detection using advanced signal processing tools, also focused on IoT-based
and environmental-based detection methods as a modern approach. In Sect. 3.5,
major advanced PV fault classification techniques have been included for review.
Section 3.6 focused on fault mitigation techniques and solution-based approaches.
Further in Sect. 3.7, key challenges, opportunities, and future research scope along
with a proposed PV fault classification scheme with IoT application.

3.2 Solar PV Modeling and Fault Analysis

Solar PV cell model is required to analyze the behavior of the actual PV array. To
build PV array voltage and current of desired value combination, series and parallel
solar cells are used. Most of the researchers have proposed a PV cell model based
on a single diode model whereas double diode model is more precise (Kumar et al.
2018; Akram and Lotfifard 2015). For representation of a practical PV cell, a light
dependant current source is employed along with two parallel diodes as shown in
Fig. 3.2.

Total output current of a solar PV cell is expressed in Eq. (3.1) as:

I = Iph − I0

[
exp

(
V − RseI

N1VT

)
− 1

]
− I02

[
exp

(
V − RseI

N2VT

)
1

]
− V − RseI

Rsh
(3.1)

Fig. 3.2 Double diode
model of PV cell
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Output current of PV array depends on irradiance and temperature.
Basic electrical parameters generally used for fault analysis are Open Circuit

Voltage (Voc), Short Circuit Current (Isc), Fill factor (FF), and Efficiency.
Open Circuit Voltage (Voc) is the maximum output voltage that yields from a solar

PV cell at its open terminals. Expression for Voc is given in Eq. (3.2)

Voc = kTc
q

ln

(
Iph
I0

+ 1

)
(3.2)

Short Circuit Current (Isc) is defined as the maximum current of solar PV cell
when its output terminals are shorted i.e., (V = 0).

FF is the ratio of maximum PV power (Pm = Vm* Im) of solar PV cell to the ideal
PV power (Po = Voc * Isc).

FF = Vm ∗ Im
Voc ∗ Isc

(3.3)

Efficiency is the ratio of the PV power output (maximum power point Pm of a
solar PV cell) to power input (solar radiation power). Expressed in Eq. (3.4) given
below.

η = Pm

Prad
(3.4)

A novel modeling PV systems method is proposed which uses information given
from manufacturer’s datasheet under standard-operating test conditions (STCs) and
normal-operating cell temperature (NOCT) conditions (Akram and Lotfifard 2015).
Intensive investigation of different fault causes, protection schemes, and issues of
hidden faults in PV systems were discussed along with mitigation techniques (Pillai
and Rajasekar 2018). Other papers exhibited the method which uses minimum
sensors through operating voltage measurement of solar PV array and ambient
temperature only (Gokmen et al. 2013; Jain et al. 2019; Khoshnami and Sadeghkhani
2018). In this paper, the author was proposed a technique for evaluation of PV panels
by a computational strategy created for estimate and arrangement for PV fault anal-
ysis. This general strategy permits the stretching out of assessment in a multidimen-
sional space, where all the present strategies have a slight precision, can effectively
apply for an enormous zone of PV panels. Researchers described the most regu-
larly utilized solar PV cell model and the generalized PV model utilizing MATLAB
SIMULINKwas created (Chen et al. 2016). The issue of model parameter assurance
dependent on the four-parameter models is also addressed. At long last, improved
logical formulae depicting the four-parameter model are introduced. This is trailed
by the execution of a PVmoduleMATLAB simulation comprising of arrangement of
equal associated cells, appropriate for testingMPPT algorithm. Producing the results
of solar light intensity and PV cell temperature, the qualities of the PV model are
simulated using Wavelet-based detection, fast outlier detection with AI techniques



32 S. K. Gawre

(Zhao et al. 2013, 2014; Yi and Etemadi 2016; Sreelakshmy et al. 2018; Roy et al.
2017). ANN technique with thermography-based MPPT methods were described
in (Chine et al. 2016; Wang et al. 2015). Table 3.1 gives the summary of different
modeling of PV system for MPPT, partial shading, fault diagnosis, and research
avenues.

3.3 Faults in Solar PV Array

Faults can occur in the solar PV modules in several ways like extrinsic, i.e., defect
created during manufacturing, failure occurring during the design, fabrication, or
assembly process (Karmacharya and Gokaraju 2017; Harrou et al. 2019). Intrinsic
that is a failure caused by a natural deterioration in the materials or by the manner in
which thematerials are combined during fabrication. External causes, i.e., transporta-
tion failure, connector failure, clamping, cable failure and lightning among which
glass breakage is most often. Electrical faults due to insulation failure or equipment
failure like bridging and short circuits (Kumar et al. 2018; Chine et al. 2016; Dobaria
et al. 2018; Kajari-Schröder et al. 2012).

However, basic classifications of faults in solar panels are permanent, incipient,
and intermittent as shown in Fig. 3.3. Intermittent faults include faults which are
temporary in nature such as partial shading, leaf, bird drop, and adverse environ-
mental reasons like dust, heavy snow accumulation, contamination, and humidity
(Zaki et al. 2021; Pillai and Rajasekar 2018). Permanent PV faults include faults
which can cause damage to PV modules like bridging diode faults, OC faults, SC
faults, and interconnection damage. Incipient faults are slowly developing faults
which may lead to permanent faults including faults such as cells degradation, partial
damage, and corrosion in interconnections.

3.3.1 Permanent Faults

3.3.1.1 Line to Line Fault

At the time of sudden SC between two lines of different potential levels in array L-L
fault occurs. Due to the sudden short circuit, a low impedance path is created through
which high amount of current flows in PV array. The two lines involved can be either
of different or same modules as shown in Fig. 3.4. Due to the high current flow,
the voltage regulation becomes poor thus the output voltage is reduced. The sudden
change in values of output voltage and current changes the I-V characteristic of solar
PV array (Boggarapu et al. 2020; Wang et al. 2015). The immense high current can
lead to the fire hazards in PV modules and may damage the complete system.
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Table 3.1 Modeling fault and fault diagnosis

Modeling fault and fault diagnosis

References Techniques Research
avenues/Application
remarks

Simulation
Tool/Expemental
setup

Kumar et al. (2018) Tilt angle analysis Partial shading Experimental setup

Akram and Lotfifard
(2015)

PV modeling, PNN MPPT, AI application
for detection and
classification of OC,
SC faults

Simulation

Gokmen et al. (2013) Voltage and
temperature
measurement

Detection of OC and
SC faults

Simulation and
experimental setup

Chine et al. (2016) Artificial neural
networks

MPPT Simulation

Hu et al. (2014) Thermography-based
virtual MPPT

MPPT, Shading fault Software simulation
and experimental
setup

Wang et al. (2015) Dynamic
current–voltage
characteristics

MPPT, Shading
condition fault

Simulation and
validation with
experimental circuit

Maki and Valkealahti
(2012), Jaraniya et al.
(2020), Baccoli et al.
(2021), Spataru et al.
(2015),
González-Longatt
(2005), Chenni et al.
(2007), Koutroulis and
Blaabjerg (2012),
Katoch, et al. (2018),
Livera et al. (2020)

PV modeling MPPT, fault due to
partial shading

Simulation with
experimental
validation

Boutelhig et al. (2016),
Planas et al. (2015)

Maximize discharge
rate

Water pumping system Experimental setup

Gomes et al. (2013),
Fadil and Giri (2011)

Climatic sensor less
technique

MPPT MatLab/Simulink
and dSPACE

Dierauf et al. (2013) fault analysis AD/DC microgrid Simulation

Feaster and Wamsted
(2020)

Diagnostic
architecture

PV array fault Simulation

Stember et al. (1982),
Gong et al. (2020)

Fault analysis WT,
PNN

Inverter Simulation

Livera et al. (2019) Failure, defect
detection techniques

Data analysis of
performance

Simulation

(continued)
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Table 3.1 (continued)

Modeling fault and fault diagnosis

References Techniques Research
avenues/Application
remarks

Simulation
Tool/Expemental
setup

Spataru et al. (2015) Light I-V
measurements
photovoltaic systems
based on

Sensors are required Simulation and
experimental setup

Fig. 3.3 Types of faults in PV Array

Fig. 3.4 Faults on PV array
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3.3.1.2 Earth Fault

A ground fault occurs when the short circuit (as shown in Fig. 3.4) appears between
any conductor and earth, causing a huge rise in the current through PV arrays and
further potential damage to the PV modules. The output voltage is dropped which
abruptly makes changes in the I-V characteristics of the solar PV array (Murtaza
et al. 2019). Earth faults are very common in the PV arrays, it can occur due to any
wire break or any insulation failure in the PV system (Saleh et al. 2017; Li et al.
2019).

3.3.1.3 Bypass Diode Fault

Bypass diodes are used to overcome the power loss caused by partial shading. It
allows the electricity to flow around the cells when they are not providing any poten-
tial due to shading. The surge due to lightning can be one of the causes for this fault.
If any fault occurs in this diode or it gets short-circuited, then it reduces the efficiency
of the solar panels or in some cases leads to circulating current which can damage the
solar array. Researches have successfully suggested methods to improve efficiency
under partial shading condition and effective use of bypass diode (Gomes et al. 2013;
Teo et al. 2020).

3.3.2 Intermittent Faults

3.3.2.1 Partial Shading

It is an abnormal condition in which some part of the PV array doesn’t get enough
solar irradiation to produce any potential across itself creating problem for solar cells
in series in the array. It can virtually reduce the output of that particular string to
zero as long as the shadow is present on the cell of that string. However, these days’
arrays are provided with the bypass diode which minimizes the effects of partial
shading. Mitigation techniques are provided by papers (Fadil and Giri 2011; Maki
and Valkealahti 2012; Yahyaoui 2016).

3.3.2.2 Bubbles

Bubbles occur frequently in the PVmodules due to difference in adhesion (generally,
ethylene–vinyl acetate—EVA is used as adhesive). Due to the formation of bubbles,
the heat dissipation rate of the solar cell reduces which eventually reduces the service
life of the module. Due to the formation of bubbles, some parts of the solar panels did
not get sufficient amount of irradiance due to which efficiency of the solar module



36 S. K. Gawre

decreases also the moisture can enter into the PVmodule, authors presented efficient
analysis dust on solar PV array (Darwish et al. 2015).

3.3.3 Incipient Faults

3.3.3.1 Glass Breakage and Crack

This is very common due to hailstorms or due to the heavy burden on the glass of
solar panels. Any breakage and crack in the glass of PV module can lead to contact
withmoisture and atmosphere in general thus leading to corrosion in the junction box
and connections and may lead to internal arcing and other hazards in future. Glass
breakage can be caused by snow or inappropriate mounting system glass chipping
during installation and handling caused hot spots (Lu et al. 2016; Jaraniya et al. 2020)

3.3.3.2 Delamination

Occurs when the adhesion between the front panel and back fiber gets separated or
the thermal properties of the plastics used are poor also. Occurs due to adhesion
contamination (the adhesion used is ethylene–vinyl acetate or EVA) or due to envi-
ronmental factors (Ramkiran et al. 2020). As a result, the moisture enters into the
cell and leads to corrosion in the junction boxes and contacts which degrades the
performance of the PV module (Fernández-Solas et al. 2021).

3.3.3.3 Burn Marks and Hotspots

Due to an uneven presence of irradiation or uneven heat exhaust or overloading,
hotspots are created. These are places on the panels which become warmer than the
other places. These can also occur due to manufacturing defects like badly soldered
connections or a structural defect in solar cells. Due to bad soldering, the resistance
to that particular part of the solar cell reduces in comparison to other parts. Hence,
allows more current through it and leads to the formation of hotspots. If the hotspot
persists for a longer time, it can cause short circuits and may lower the lifespan and
performance of the PV module (Fernández-Solas et al. 2021). If hotspots persist for
a longer time duration, they are converted to burn marks, burn marks depict physical
damage through scrapes, tears, and scratches (Baccoli et al. 2021; Teo et al. 2020;
Kajari-Schröder et al. 2012).
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3.3.3.4 Front Panel Discoloration

Discoloration occurs in different parts of the solar panels due to mainly two reasons
one is weathering inwhich themoisture ingresses in themodule and due to corrosion,
the outer panel of PV arrays deteriorates with time leads to discoloration and some-
times due to an additive reaction between oxygen and chemicals like adhesive present
in solar panels leads to the formation of chromospheres which are not transparent
and thus leads to discoloration (Fernández-Solas et al. 2021). Sometimes when the
sensitivity of any cell is lower than the closest cells, it appears dull in comparison
to the other cells. It does not lead to a failure but reduces the efficiency of the cell
further improvement techniques are discussed by authors (Baccoli et al. 2021; Teo
et al. 2020; Fathabadi 2015).

3.3.3.5 Snail Trails

The brownish or white lines on the solar panels or partial discoloration or of the front
panel of the photovoltaic module called snail trails usually occur after a couple of
years, have multiple causes like constant contact to moisture, poor level of fiber used
in the front panels, and use of defective front metallization silver paste in the PV
module manufacturing process (Pradeep Kumar et al. 2017; Boggarapu et al. 2020;
Meyer et al. 2013). Snail trails were mostly located at the edge of the cell or near
micro cracks.

3.3.3.6 Potential Induced Degradation (PID)

This fault occurs due to voltage difference developing between the earth and the
panel. Usually, the frame of the solar panel is earthed which leads to the difference
in voltage between PV modules and the earth produces a discharged voltage in the
primary power circuit and leads to a leakage current to the earth (Fernández-Solas
et al. 2021). The way to avoid this leakage due to PID is to choose a solar panel
which has inbuilt PID resistance (Dierauf et al. 2013).

3.3.4 Arc Faults

Arc faults are the result of loose connections or any insulation damage. This type
of fault can be minimal in the beginning but have the potential to create heavy fire
hazards in the later stage. Arcs cannot be detected by the normal overcurrent relays
because arcs flow through high impedance paths. It does not create a very heavy drop
in the output potential or generate a heavy short circuit current, but can create heavy
fire hazards which can cost millions (Alam et al. 2015; Zhao et al. 2013; Gokmen
et al. 2012).
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3.4 Detection of Faults in SPV System

During the whole life cycle of photovoltaic modules, it is very essential to regularly
check the health of the PV devices and check whether they are satisfying certain
parameters or not. During diagnosis of faults, it is not only to remove the faulty part
from the healthy parts but also require the preventive diagnosis because in case of
solar modules, it is very necessary to detect incipient faults or degradation at an early
stage. Otherwise, these faults can slowly grow into large faults and can damage the
solar modules. By detecting possible losses at an early stage, it is possible to reduce
the economic losses, increase the reliability of the system and provide safe operation
(Boggarapu et al. 2020) (Fig. 3.5).

3.4.1 Conventional Fault Detection Techniques

3.4.1.1 Visual Methods

This method can only be used when one is working on a small scale like for domestic
purposes or mounted on amachine. On large scale, it is not possible to conduct visual
inspections because it is very time taking to visually inspect each and every solar
module and look for the faults. The person who is doing the inspection should be
highly experienced otherwise, one might miss some faults. The National Renewable
Energy Laboratory has made a checklist for visual inspection so that any fault may
not be missed. Several defects may be detected like; cracked glass, delamination,
corrosion, damaged wiring, bubbles, etc. Since it has high chances of human errors,

Fig. 3.5 Various fault detection techniques
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thismethod is not reliable and it is very time-taking as well (Alam et al. 2015; Naveen
Venkatesh and Sugumaran 2021).

3.4.1.2 Current–Voltage (I–V) Measurement Method

The principle of this technique is that whenever there is a fault in the PV string,
majority fault always injects some noise or any abnormal voltage or current in the
system which one can detect through measuring devices and by plotting I-V char-
acteristic graph we can detect the faulty part or PV string of the system. By using
this method, one can identify any kind of disconnection or partial shading because
such defects reduce the output voltage of the string, which is easily detectable in
this method (Boggarapu et al. 2020). However, it is not very accurate with advanced
prediction of permanent fault by watching the degradation, also the exact location of
the fault cannot be determined. Whole faulty string can be identified instead. Then,
we can look for the exact location of fault by using some other techniques (Alam
et al. 2015).

3.4.2 Modern Fault Detection Techniques

3.4.2.1 Thermal and Ultrasonic Inspection

The thermal image is captured through IR cameras; it captures the temperature differ-
ences in different PV cells and strings. This method can easily detect the faults like
creation of burnmarks and hotspots, snail trails, etc. Thismethod is suitable for large-
scale solar plants where inspection is not easy. In large-scale plants, the images are
processed through the technology of image processing for fast and accurate results
(Pillai and Rajasekar 2018). While the ultrasonic inspection is used to detect the
glass breakage, void, or any other damage to the module, an ultrasonic transducer is
used which transmits as well as receives the ultrasonic signals. In case of any fault,
the signal received will have some disturbance which can be used to detect the fault
(Zhao et al. 2014).

3.4.2.2 Electroluminescence Imaging Technique

In order to perform EL testing, it is necessary to provide PV strings with well-
determined voltage so as to make a current flow and make cells emit electromagnetic
emission invisible to naked eyes but visible to special cameras. The images are
processed with the technology of image processing (if working on a large scale)
or can be analyzed manually and faults can be diagnosed like PID, cracks, glass
breakage, conversion efficiency error, etc. (Zhao et al. 2014; Yi and Etemadi 2016;
Deitsch et al. 2012).
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3.4.2.3 Detection with Wavelet Transform

Fault detection is a crucial process. Advanced signal processing using wavelet trans-
form is more popular than Fourier transform for fault parameters analysis (Karma-
charya and Gokaraju 2017, 2018). Continuous wavelet transform found very redun-
dant, where the discrete wavelet transform (DWT) is represented by discrete scale
and translated wavelet basis and is more suitable for real-time applications (Hu et al.
2015). DWT can be implemented by replacing a by a0m and b by nb0a0m in Eq. (3.5).

DWT�x(m, n) = a0
− m

2

∫ ∞

−∞
x(t)�∗

(
t − nb0a0m

a0m

)
dt (3.5)

where, m is scale and n is time-shift parameter.
Discrete wavelet transform is known as dyadic orthonormal wavelet transform. If

a0 = 2 and b0 = 1 in Eq. (3.6), expressed as

DWT�x(m, n) = 2− m
2

∫ ∞

−∞
x(t)�∗

(
t − n2m

2m

)
dt (3.6)

It is very efficient algorithm to compute DWT with dyadic sampling of the time–
frequency plane.

The WT can be implemented using multiresolution analysis (MRA) of a fault
signal x(t), which is obtained by passing signal through a half-band digital low pass
filter with impulse response. MRA technique is shown in Fig. 3.6.

A recorded time signal c0(n,) a sampled version of x(t) of PV fault current, or
voltage signal is decomposed into its detailed d1(n) and smoothed c1(n) signals with
the application of filters g(n) and h(n). Here, g(n) has a high-pass filter response
which gives filtered signal d1(n), a detailed version of c0(n). Fault detection and
classification have been successfully done using wavelet transform (Karmacharya
and Gokaraju 2017). This research proposes a wavelet transform-based fault diag-
nosis technique for grid-connected solar systems. Defect detection for photovoltaic
system is critical for PV power station management. The wavelet transformation
with MRA is an effective method for detecting fault location and components fault
analysis (Stember et al. 1982; Karmacharya and Gokaraju 2018; Gong et al. 2020).
A thorough examination of the numerous flaws that cause PV modules failure has

Fig. 3.6 Decomposition of
c0(n) (sample fault signal)
into 2 scale
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been explored. Following a review of relevant literature, a monitoring tool is devel-
oped combining thermography and artificial intelligence algorithms to detect various
sorts of problems in PV modules while also filtering out non-significant anomalies
(Fernández-Solas et al. 2021; Li et al. 2019).

Harrou et al. (2019) This paper employed k-nearest neighbor for fault detection.
An ANN (artificial neural network) classifier is proposed to diagnose the defective
PV module’s transfer characteristics (I-V data), which uses multilayer perceptron
(MLP) networks to determine the type and location of defects (Karmacharya and
Gokaraju 2018). Further novel approaches are proposed for fault detection using deep
convolution neural network (CNN) (Wu et al. 2019; Carletti et al. 2020; Pierdicca
et al. 2018) us. Summary of advanced fault detection and localization techniques are
given in Table 3.2

PV faults are subjected to various faultswhether depending on climatic conditions,
physically or any electrical faults. This is the root for the thesis as we are discussing
about the classification of faults. Environment pollution and physical defect-based
detection are equally important for the overall fault detection of PV array system.
Further pollution detection techniques are suggested by authors for fault detection
as given in Table 3.3.

3.4.2.4 IoT Based Detection Techniques

The values of current and voltages are gathered through sensors already mounted on
PVmodules. The data collectedwill be stored in the database using aWi-Fimodule or
optical fiber than the values will be compared to current and voltages of healthy cells
andpreviously recordedvalues at given illumination. If the value of voltage or current,
is lower than the desired output at given illumination then the system will inform the
control room about the fault as shown in the figure. The system is very useful for
remote monitoring of fault detection and it constantly monitors the system for any
kind of fault and keeps data for future use as well which increases its performance
(Phoolwani et al. 2020). PV arrays are examined using IoT technology as shown in
Fig. 3.7, which can considerably enhance PV array monitoring, performance, and
maintenance (Hamied et al. 2018; SeyyedHosseini et al. 2020; Kekre and Gawre
2017).

An online fault supervision system of PV array using IoT is intended to implement
effective monitoring system of PV operating conditions. Data is delivered to the data
gateway over a dedicated IoT network (Hans and Tamhane 2020; Pereira et al. 2019;
Kurukuru et al. 2019). Second, the data gateway takes data from the data collecting
section, gathers fault signal data via the satellite, all before uploading them to the
cloud-based website (Mellit et al. 2020). A variety of visualizations based unmanned
aerial vehicle (UAV) applications for fault analysis discussed in various papers (Nie
et al. 2020; Grimaccia et al. 2017; Akram et al. 2019) (Table 3.4).
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Table 3.2 Fault detection and localization

Fault detection and localization

References Techniques Research
avenues/Application
remarks

Yahyaoui and Segatto (2017),
Alam et al. (2015), Hariharan
et al. (2016), Kumar et al.
(2018), Jain et al. (2019)

Digital twin approach Fault modeling and analysis

Pillai and Rajasekar (2018), Jain
et al. (2019)

Sensor optimization Advanced fault detection

Karmacharya and Gokaraju
(2017, 2018)

Wavelets and ANN Advanced fault detection
and classification

Hu et al. (2015) MSD Advanced fault detection

Khoshnami and Sadeghkhani
(2018)

Sample entropy based Fault detection

Chen et al. (2016), Zhao et al.
(2013, 2014)

Fast outlier detection Fast analysis

Yi and Etemadi (2016) Multi-resolution signal
decomposition and fuzzy

Advanced fault detection
and classification

Sreelakshmy et al. (2018) Maximal overlap discrete
wavelet transform

Advanced fault detection

Roy et al. (2017) Ground-fault detection Fault detection

Harrou et al. (2019) k-nearest neighbors (EWMA) exponentially
weighted moving average

Pradeep Kumar et al. (2017) Wavelet packets online

Zaki et al. (2021) Fault classification Deep learning

Pillai and Rajasekar (2018), MPPT-based fault detection
technique

Sensorless line–line and
line–ground faults

Boggarapu et al. (2020),
Murtaza et al. (2019)

Line to line fault labVIEW

Seapan et al. (2020) shading effect on I-V
characteristics

MPPT

Platon et al. (2015) Fault detection Online

Silvestre et al. (2014), Livera
et al. (2020)

Fault detection PV systems for grid
connected applications

Klise (2016) Statistical detection methods Fault detection

Mansouri et al. (2021) Electroluminescence images
analysis using Fourier image
reconstruction

Defect detection of solar
cells

Wu et al. (2019) Improved deep learning
network

Inverter

Talayero et al. (2020) Performance monitoring Solar plants

(continued)
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Table 3.2 (continued)

Fault detection and localization

References Techniques Research
avenues/Application
remarks

Chouder and Silvestre (2010) Power losses analysis Automatic supervision and
fault detection

Zhang et al. 2013) Application of independent
component analysis for
surface defect detection

Photovoltaic module

Carletti et al. (2020) Deep CNN UAV

Pierdicca et al. (2018) Deep CNN for automatic
detection

damaged photovoltaic cells

Li et al. (2019) Hot spot detection UAV

Nie et al. (2020) Digital mapping of solar plant UAV

Grimaccia et al. (2017) Thermography, infrared
images

Photovoltaic module

Table 3.3 Pollution detection techniques

References Techniques Research avenues/Application
remarks

Darwish et al. (2015), Lu et al.
(2016)

Photovoltaic performance
analysis under dust pollution
condition

Solar PV farms

Ramkiran et al. (2020) PV modules with filters Improve efficiency

Fernández-Solas et al. (2021) Optical degradation impact
on the spectral performance

Optical degradation

Dierauf et al. (2013) Weather corrected
performance ratio

Improve efficiency

Klein et al. (2016) Electricity-based heating and
cooling

Power balance

Dobaria et al. (2018) Composite climate PV plants

Meyer et al. (2013) Root cause analysis of Snail
trails

PV modules

Kajari-Schröder et al. (2012) Criticality of cracks PV modules

Bouraiou (2018) Climatic conditions analysis
under outdoor hot dry

Experimental setup to observe
defects in PV modules

Ali et al. (2017) Real-time detection of faults light I-V measurement-based
diagnosis

Li et al. (2019) DL based defect analysis of
PV module

PV farms at large scale
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Fig. 3.7 IoT-based fault
detection scheme Fault

Analysis

Cloud

IoT
Gateway
Node MCU
(ESP8266)

Sensor
(DHT11)

Solar 
PV

System

Table 3.4 IoT based fault detection techniques

IoT based detection techniques

References Advantages Research avenues/Application
remarks

Phoolwani et al. (2020) Low cost Thermal imaging

Hamied et al. (2018) Experimental prototype Controlling of PV systems with
condition monitoring for micro
inverter

SeyyedHosseini et al. (2020) Multiagent-based monitoring
for micro inverter

Fault monitoring and control

Kekre and Gawre (2017) GPS based Low cost system

Hans and Tamhane (2020) Hybrid green energy driven Street lighting system

Pereira et al. 2019) Meteorological data Photovoltaic module
temperature monitoring

Nie et al. (2020), Grimaccia
et al. (2017)

UAV for infrared images Hotspots detection

Akram et al. (2019) Processing of infrared images
and thermograph

Detection of PV modules
defect
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3.5 Classification Based on AI Techniques

Step ahead after detection and feature extraction of fault signal is classification,
further decision-making is a crucial part that will come into the picture when all the
data sets are trained well for different output or fault conditions. Different classifi-
cation techniques and the combination of different classifiers are discussed in this
section for the proper categorization of faults in solar PV system for efficient miti-
gation of faults. Many classification approaches are available for fault classification
under AI techniques like machine learning, k-nearest neighbor, random forest, ANN,
CNN, etc.

3.5.1 Machine Learning-Based Technique

It is a technology which learns from the past experiences which is in the form of
data and performs better day by day. The efficiency of a solar module depends upon
many factors like irradiance, temperature, dust, shading, degradation, etc. So, it takes
multiple inputs for a cell line reading of irradiance, current, voltage, temperature,
etc., and then process it through an algorithm. There are many algorithms in the
market like SVM (support vector machine), linear regression/classification, random
forest and many more. This technology can also classify the fault on the basis of its
past experience more accurately. Bigger the data set to train the algorithm or system
more efficient will be the results (Boggarapu et al. 2020; Murtaza et al. 2019).

3.5.1.1 Support Vector Machines

The support vector machines (SVM) is popular and effective to the classification
problems because it minimizes the generalization error using structural risk mini-
mization. Inmost of the practical problem input data are non-separable, classification
can as shown in Fig. 3.8

For given training set of SVM {(xi, yi)}i = 1..n, xi ∈ Rd , yi ∈ {−1, 1}be clearly
separated by a hyper plane with margin ρ. Then for each training sample (xi, yi):

wTxi + b ≤ −ρ/2 if yi = −1 (3.7)

wTxi + b ≥ ρ/2 if yi = 1 (3.8)

yi
(
wTxi + b

) ≥ ρ/2 (3.9)

here the minimization of cost function, given as
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Ρ = 2 /||w||

(a) Hyper Plane

(b)   Maximum Margin classifier
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Fig. 3.8 SVM classifier

minφ(w, ξ) = 1

2
wTw + C

n∑
i=1

ξi (3.10)

with constraints

yi(wTxi + b) ≥ 1 − ξi and ξ i ≥ 0 (3.11)

For i = 1, 2, 3,….,n, where C > 0 is the regularization coefficient, and
ξi ≥ 0 is the stack variable (te distance between the margin and the samples xi

lying on the wrong side of the margin).
Applying the Karush–Kuhn–Tucker conditions into Lagrange dual Problem

Q(α) =
n∑

i=1

αi − 1

2

n∑
i,j=1

αiαjyiyjK(xixj) (3.12)
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With constraints

n∑
i=1

αiyi = 0 and 0 ≤ αi ≤ C (3.13)

The stack variable, ξi and the weight vector, w do not exist in the dual form. Now,
the decision function for soft margin support vector machines (SVM) classifier is

f (x) = sgn

(
Ns∑
i=1

αiyiK
(
x,xi

) + b

)
(3.14)

where, Ns is the no. of support vectors. xi, xi ∈ SV,
K

(
x,xi

) = ‹φ(x), φ(xi)› is the chosen kernel function.
Dealing with any number of feature, make SVM unique and simple to implement

as a fault classifier (Zhao et al. 2013, 2014).
For feature extraction, a system identification approach based onwavelet and two-

stage support vector machine (SVM) classifiers was used (Yi and Etemadi 2016).
This detection approach simply takes data from the PV array’s total voltage and
current, as well as very less amount of labeled data for training of SVM classifier.
The amount of energy generated from a PV array is governed by variables such as
sunshine, array location, covered area, and solar panel quality. Each update increases
the likelihood of an inaccuracy in the array. As a result, academics must emphasize
rigorous study and the development of a procedure for quickly locating and fixing all
types of errors. Machine learning (ML) is used along with voltage and current-based
sensors to detect, identify, and classify common defects including open circuits, short
circuits, and hot-spots (Kurukuru et al. 2019; Malhotra 2015).

3.5.2 Artificial Neural Network (ANN)

ANN is a computational model which resembles human brain behavior. Extremely
complex problems can easily be dealt with ANN because of its ability of parallel
computation and it is also adaptive to external disturbances which make it one of the
promising computation techniques in power system (Boppana2015;Gunda and Jones
2019). Authors have explained that ANN can adjust the data without any explicit
specification of functional form for the underlying model. Further, the comparison of
the performances of different classifiers on basis of features extracted byWT. In paper
(Garoudja et al. 2017), authors provided a technique for fault detection and classi-
fication system which was based on WT and ANN with practical implementation
(Hopwood et al. 2020).
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Fig. 3.9 Architecture of
MFNN

3.5.2.1 Multilayer Feed Forward Network

In this technique, ANNwith three layers was discussed where each layer has specific
neuronswith someweights whereWij is weight of hidden layer neuron. Aftermoving
to the next iteration, weight of the neuron available in different layers gets updated
final output as shown in Fig. 3.9. Different iterations result in the highest accuracy and
better results will get from thismethod. To ensure accurate diagnosis and failure iden-
tification in PV systems, a fault classification technique is developed. This method
takes into account the wavelet transform’s feature extraction capabilities as well as
the categorization attributes of radial basis function networks (RBFNs). The dynamic
fusing of kernels is used to increase the effectiveness of the classification classifier
(Lin et al. 2015; Garoudja et al. 2017; Hopwood et al. 2020). Further advanced deep
CNN-based methods for fault classification have been proposed (Malhotra 2015;
Aghaei et al. 2015; Tsanakas et al. 2015; Chouder and Silvestre 2010; Aziz et al.
2020; Rahman and Chen 2020; Bartler et al. 2018). AI technique-based classification
is given in Table 3.5.

3.6 Fault Mitigation Techniques

3.6.1 Protection Device-Based Technique

Protection devices are basically used for the protection purposes like protection
against over current, under voltage, etc. But nowadays, IED (intelligent electronic
devices) are replacing the conventional electromechanical relays and IEDs are
equippedwith both alarmsettings and relay settings (Boggarapu et al. 2020;Rahmann
et al. 2016). This method is very useful in case of L-L and L-G fault as these faults are
easily detectable. One can also install RCD (residual current device) which spots the
difference in current passing through PV string terminals or PV array. In case of any
fault definitely residual current will flow will lead to the actuation of RCD and thus
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Table 3.5 PV Fault classification based on AI techniques

Classification based on AI techniques

References AI techniques Research
avenues/Application
remarks

Hariharan et al. (2016) Graph-based semi-supervised
learning

Advanced AI technique
suitable for

Hu et al.( 2015) SVM Detection and classification

Lin et al. (2015) ANN fault diagnosis of PV array
with online monitoring

Kurukuru et al. (2019), Aghaei
et al. (2015), Tsanakas et al.
(2015)

Machine learning techniques
and thermography

Detection and classification

Gunda and Jones (2019) WT and PNN Fault detection and
classification

Garoudja et al. (2017),
Hopwood et al. (2020)

Neural network PV panel fault analysis

Karmacharya and Gokaraju
(2018)

Deep learning network Inverter fault classification

Hooshyar et al. (2016) Fault type classification Microgrids including
photovoltaic DGs

Deitsch et al. (2012) Electroluminescence images Photovoltaic module cells

Malhotra (2015) Machine learning fault prediction

Aziz et al. (2020), Rahman and
Chen (2020), Bartler et al.
(2018)

A novel CNN-based approach Faults and defect detection

fault is detected (Yahyaoui et al. 2016), but it is a very expensive technique because
it requires installation of a lot of devices and all the relays and protection devices
should have optimum time setting and selectivity otherwise unwanted tripping can
happen and which is not desirable (González-Longatt 2005).

3.6.2 Simulation-Based Technique

This method includes many subtechniques like power loss analysis method, earth
capacitance measurement, and TDR (time domain reflector method) (González-
Longatt 2005; Gunda and Jones 2019). In the power loss analysis method, the param-
eters of PV modules are fed to a software simulator to detect the power losses in the
system and simulate the behavior of PV system then on the basis of comparison we
can detect the fault in the system. Earth capacitance method is being used to detect
the PID error in the module. In TDR (time domain reflector), a signal is injected into
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the system and the reverse signal is analyzed in the simulator to detect the level of
detection (Mansouri et al. 2021).

3.6.3 Arc Fault Detection

Arc fault is responsible for fire in most of the cases. Whenever there is an arc, it
injects some high-frequency noises in the system, which can be used to detect the arc
fault in the system. So normal OC relays and IEDs cannot detect the arc fault because
it is not a short circuit, arc is a flow of current through high impedance path. Thus,
special type of devices like AFD (Arc fault detector) and AFCI (Arc fault circuit
interrupter) are being used. These devices distinguish between arc noise and other
noises (due to harmonics, etc.) and avoid false tripping (Zhao et al. 2013). Mitigation
and solution are summarized in Table 3.6.

3.7 Key Challenges and Opportunities

Overall monitoring and mitigation is a challenging task as ground faults, L-L faults,
and arc faults are prone to severe fire hazards and always suggested to have robust
fault detection and mitigation techniques have been applied prevent fires (Pillai and
Rajasekar 2018). Limitations persist in the conventional detection methods, due to
undetected ground faults and cause severe damage to the PV array and equipments
(Chen et al. 2016; Zhao et al. 2013, 2014). Some faults are instantaneous; some are
repairable or needs to be replaced by the faulty portion/component. In a bigger canvas,
every aspect of the PV fault must be taken into account while collecting data, so here
opportunity is to deal with big data management, novel signal processing as WT
is most suitable along with AI technique (Sreelakshmy et al. 2018; Pradeep Kumar
et al. 2017; Lin et al. 2015). Moreover, the healing model or protection system has to
be an effective and prompt response to faulty sections with ease of communication
to the control center for instant action online or IoT-based novel approaches with
suitable cyber security measures (Phoolwani et al. 2020; SeyyedHosseini et al. 2020;
Grimaccia et al. 2017; Mellit et al. 2020). Power quality issues are directly related to
faults and the frequency disturbance phenomenon (Hacke et al. 2018). Now the smart
grids aremore sensitive to nonlinear loads and equippedwithmodernmonitoring and
control devices, various IEEE standards, NEC (National Electrical Code), and IEC
standards are available as a benchmark for the measurement of power quality issues
related to faults penetration in SPVS (Pillai andNatarajan 2019).Major opportunities
are-

• Highly automated SG will be required in future to have self-healing capability by
prompt machine-to-machine communication-based approaches.
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Table 3.6 Fault mitigation techniques

Fault mitigation techniques

References Techniques Research
avenues/Application
remarks

Pillai and Rajasekar (2018) PV system protection Overall protection and PV
fault analysis

Zhao et al. (2012) L-L fault analysis Fault protection challenges

Saleh et al. (2017) Voltage-based protection
scheme

Protection challenges for
faults

Li et al. (2019) Accurate detection of
high-impedance L-L fault

Localization

Baccoli et al. (2021) PV collector—reflector Enhancing energy
production

Teo et al. (2020) Bypass diode Partial shading loss

Fathabadi (2015) PV array string and central
based MPPT

Enhancement of
performance

Rahmann et al. (2016) Mitigation control against
partial shading

PV system

Honrubia-Escribano et al. (2015) Fault analysis Power quality

Yahyaoui et al. (2016) Control technique Small scale single-phase
grids

SETO in: 2020:a decade of
progress, a promising future,
DOE, New York, NY, USA
(2010), Cristaldi et al. (2015),
Hacke et al. (2018)

Improving photovoltaic
inverter reliability

AC side

Jordan et al. (2020), Ristow et al.
(2008), Pradeep Kumar and
Fernandes (2017), Dumnic et al.
(2018), Oprea et al. (2019),
Spertino et al. (2019)

Equipment reliability, safety,
and quality assurance
protocols

Safety, maintenance

Mansouri et al. (2021) Analysis and mitigation of
faults

Adaptive neuro-fuzzy
system

Golnas (2012),
Sangwongwanich et al. (2018),
Peters and Madlener (2017),
Freeman et al. (2018)

System reliability and
economic analysis

Inverter

Livera et al. (2020), Alsina et al.
(2018)

Prevention reliability, machine
learning

Industry
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• Big data management with more accuracy, speed, and security are basic require-
ments while dealing with online—real-time communication between the service
provider and customer, so data generation by utility related to faults and load
parameters are equally important for the consumer end.

• Upgradation is crucial, while it matters to provide a secure and fast authentic
system for close monitoring and further remedial actions.

• Before preprocessing data, monitoring points are required, at various levels and
sections of RES-based systems. Optimal placement of monitoring points is a new
area of research.

• Advanced AI to minimize distinguish procedure for fault analysis, which depends
upon the most severely affected areas, whether it is a solar power-based system
or wind generation-based system.

• Fast healing after faults in a smart grid should be objective for real-time diagnosis
and condition monitoring.

Hybrid fault classification scheme is proposed where IoT-based detection and
AI-based classifier is employed for SPVS as shown in Fig. 3.10. Here, IoT nodes
fetch the fault signal information and send it to cloud (virtual data base), data can be
retrieved remotely and further preprocessed using novel signal processing techniques
(FT/WT/ST). Before classification, feature extraction is an important aspect to reduce
the data and focus on specific features for the process of classification, here ANN or
SVM-based methods are popular for the classification of faults. Further, a new deep
learning CNN approach is suited for more efficient fault analysis.

3.8 Conclusion

Renewable energy sources are an essential part of the modern power grid and they
always pose attention while considering replacing conventional energy sources in
the future. For efficient maintenance and operation of SPVS robust and smart fault
monitoring system is desirable. This chapter presents a comprehensive review on
SPVS fault detection, classification, and mitigation techniques along with critical
analysis. Signal processing-based approaches as well as experimental setup-based
schemes alongwith online or offline fault diagnosismethods have been reviewed. It is
observed that conventional/classical methods for SPVS fault diagnosis and condition
monitoring are found durable and robust for classical power system model but when
smart grid scenario is considered, wired, wireless communication devices with IoT
and AI-based approaches are adopted heavily to make the system more flexible
toward smart operation and control. A hybrid IoT and AI-based fault classification
scheme for SPVS is proposed to enhance the performance of fault diagnosis. Future
scope of the presented work is, to deal with cyber security issues, reconfigurable
SPVS component and self-healing ability of renewable energy sources.
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Fig. 3.10 Proposed PV fault classification scheme using IoT and advanced AI techniques
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Chapter 4
Overview of Energy Management
Systems for Microgrids and Smart Grid
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Abstract Global energy crisis and the ongoing transition toward green energy has
necessitated the integration of renewable energy generation systems into the grid.
This calls for an efficient and reliable energy management system that promotes
a sense of balance between supply and demand of energy, reduces power loses
and unanticipated peak loads, etc., for stable operation. Centralized optimization
of energy resources is prevalent, but a demand response method is also proposed,
wherein, the consumers adjust their power consumption to not exceed the generation.
This book chapter gives a comprehensive idea about different energy management
techniques and their requirementwith an emphasis on the currently under process and
more sophisticated energy-saving algorithms, that can benefit various stakeholders
in the grid system.
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SCADA Supervisory, data, and control acquisition systems
BMS Building Management System

4.1 Introduction

Large-scale deployment of renewable energy resources is necessitated due to the
global energy crisis, increasing carbon footprint, and ongoing green energy transition.
The use of non-conventional sources of energy like solar, wind, tidal, geothermal,
etc., help alleviate environmental pollutants and support sustainable development.
Integrating these distributed renewable energy generation systems into the utility
grid has brought into existence the microgrid concept. A microgrid acts as a self-
sufficient system with two modes of operation: grid-connected mode and islanded
mode of operation in case of grid failures. For the maximum utilization of the gener-
ated renewable energy, there has been considerable research in energy management
systems for both the microgrid and smart grid. An ideal energy management system
helps optimize the utilization of the generated renewable energy, insecure, efficient,
reliable, well-coordinated, and intelligent ways. It also assists in monitoring and
controlling the transmission, generation, and distribution system (Zia et al. 2018).
This book chapter highlights:

• The necessity of an energy management system in a microgrid or smart grid
• The objectives of an energy management system and its constraints
• Various energy management techniques and energy-saving algorithms for micro-

grid
• Solutions to energy management problems in a microgrid (AI-based, meta-

heuristic approaches, etc.)
• Architecture of an energy management system in a smart grid
• Tools used in energy management systems in smart grid.

Therefore, a comprehensive review of the function, importance, constraints and
barriers, etc., of an energy management system in a microgrid and a smart grid is
given.

4.1.1 Microgrid

Several definitions of a microgrid are found in research works. A broad conclusion
can be drawn that a microgrid is a group of distributed energy generation units and
a cluster of connected electric loads with defined boundaries. They can be partially
or completely controlled. A microgrid can also operate as an independent entity or
in connection with the utility grid. These are known as islanded mode and grid-
connected mode of operation, respectively. The concept of microgrids came into
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existence to ensure a reliable and economic energy supply. Any problem occurring
in electrical energy collection can be solved more efficiently due to decentralized
supervisory control, thus eliminating a more complex centralized system (Hirsch
et al. 2018).

Several factors influence further research and development in microgrids.
Primarily, the need for clean energy and the intermittencies that comewith it is amajor
factor. Environmental emissions due to greenhouse gases associated with conven-
tional energy sources have necessitated the integration of non-renewable energy
sources in the grid. Further, microgrids are technically equipped to handle the vari-
ations in the generation of renewable energy with optimal energy scheduling and
several energy storage systems. These systems include lithium-ion, nickel–cadmium,
and lead-acid; regenerative fuel cells like vanadium redox and zinc-bromine; and
highly efficient kinetic energy storage systems like flywheels.

Microgrids have also proven to be very economical in infrastructure, efficiency
improvement methods, and ancillary services. Usage of absorption cooling tech-
nology in CHP (combined heat and power plants) has helped address increased load
demand. Also, reduction in line losses and direct current distribution systems have
improved grid efficiency greatly. A microgrid’s services include control over voltage
and reactive power generation, frequency regulation, compensation for harmonics
in the generated voltage, power quality, consumer privacy, etc. Energy security is
another important arena related to a microgrid that is greatly probed. Severe weather
conditions, cyber-attacks, and cascading outages are the driving factors. In case of
power outages in some areas due to adverse weather conditions, a microgrid can
divert power to critical from their distributed generation units or energy storage
systems to critical loads.

Further, microgrids enable segmented control over the grid. Therefore, a domino
effect doesn’t affect the entire primary grid in case of a power outage. Consumer
information and communication of the central control with the localized control
centers form microgrid operations. Physical and cyber-attacks on the grid compro-
mise its reliability and affects consumer privacy. Therefore, significant research has
been done in this area to mitigate the same.

Hence,microgrids’ benefits include decarbonization, reduction in load congestion
in the grid, improvement in electric utility grid operation, etc.

4.1.2 Smart Grid

The smart grid is an intelligent electric grid that allows the consumers to experience
a sustainable, economical, efficient, and secure electrical energy supply. It integrates
information technology for optimal energy supply and has a two-way communication
between the grid operators and customers. Advanced metering infrastructure (AMI)
allows real-time monitoring of energy consumption and ensures accurate energy
pricing to its customers. Smart meters are an important aspect in this, enabling
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notifications in case of a power outage, power quality, and better energy manage-
ment. Smart grids also allow dynamic pricing mechanisms subjected to load demand
(Tuballa and Abundo 2016).

Smart grids having dispersed network infrastructure proves to be beneficial since
it reduces maintenance costs and allows better control. They also have self-healing
responses to any grid disturbances. It gives an active role to electricity consumers
and provides demand flexibility. It also ensures a reduction of transmission and
distribution power losses.

Therefore, the smart grid has revolutionized electrical energy generation and
supply.

4.1.3 Literature Review

The electric current production and distribution by means of conventional grids that
function for customers nowadays have been progressed over 100 years. Traditional
grids have aidedfine earlier; however, they cannot be suitable for the upcoming time to
come (EUR22040 2006; Hamilton and Summy 2011) in requirements of their effec-
tiveness and atmosphere friendliness.Moreover, fresh encounters are ascending from
the growing user’s requirements and the reduction of conventional sources of energy
at a steady percentage (Birol 2006; Armaroli and Balzani 2007). A conventional
power network comprises of central production of electric current, which is trans-
ferred and circulated to the users in one way (Yu et al. 2011). The key sources utilized
to produce electricity globally are conventional sources: coal (43%) and natural gas
(22.8%) (IEA 2015). However, predictions in (El-Hawary 2014) specify a fair of
electric current and hybrid electric vehicles of 105.7 million until 2050, signifying
11% of the global electrical energy usage. They can be reviewed by a modern power
system network, capable of increasing grid’s productivity, dependability, and safety.
It decreases peak load demand; suggests ecofriendly aids, tracing, and healing errors
(Brown and Zhou 2013). To encounter non-conventional energy sources require-
ment to dodge forthcoming supply disasters, which offer an outstanding chance for
the arrangement of smart grid tools (Heffner 2011). As peak demand of load is
rising at a steady rate in all areas, smart grids placement may further help handle
the growth in expected peak load (Gungor et al. 2011). Computerized controls, up-
to-date communication structure, and sensing and energy management tools (Sawle
et al. 2021) accomplish these characteristics. Smart grids have barricades that oppose
advancing progress (Carvalho et al. 2012).

Moreover, smart grids are vital to incorporate numerous forms of non-
conventional distributed production (Joskow 2012). The information gathered by
smart electric meters delivers real-time info about electrical current usage of a utility
service center (Shortfall, managing an electricity 2010). Administrations and utili-
ties have met holes between supply and demand, guided to blackouts, load shedding,
and production shortage (Sawle et al. 2018). Non-conventional sources of energy
can lessen ecological and public influences (Urmee et al. 2009). Besides, it offers
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minimal charge options than non-renewable energy technologies offer for numerous
applications (Pratt et al. 2010).

Moreover, it will enlarge the prevailing system’s capacity and decrease green-
house gas emissions, which are accountable for global warming and depletion of
the ozone layer (Joskow and Wolfram 2012). However, the Energy Management
System displays the real-time electricity tariffs, allowing consumers to schedule
home smart appliances to off-peak periods when the electricity price is lower. It also
allows the electric utility to send overload signals to smart homes to reduce electricity
consumption to avoid interruptions and peak demand rates, assisting the grid balance
(Meliopoulos 2002). The microgrid enriched with modern power electronic-based
technology (Peng et al. 2009; Sawle et al. 2018) can offer higher dependability of
service, better quality of power supply, and better efficiency of energy use by utilizing
the available waste heat. The microgrid, an integrated form of DERs, is normally
interfaced with load and utility grid by electronic power inverters (Olivares et al.
2014). In Fig. 4.1, we have proposed a framework for the chapter.

Fig. 4.1 Proposed framework
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4.2 Energy Management Systems in Microgrid

4.2.1 Microgrid Energy Management

According to the International Organization for Standardization (ISO), the stan-
dard ISO 50001 emphasizes establishing, implementing, and maintaining an energy
management system (EMS) that enables continual development in energy utiliza-
tion, consumption, security, and efficiency to improve the overall energy perfor-
mance. The incorporation assures an EMS’s effective implementation with its strate-
gies for decision-making of load forecasting modules, supervisory, data, and control
acquisition systems (SCADA), and Human–Machine Interfaces (HMI). Further, the
International Electrotechnical Commission standard IEC 61,970 pertaining to the
application program interface of an energy management system to the power grid
describes an EMS as a computer-aided system that consists of software which helps
in information exchange to the primary control center, provides applications for the
functionality required for the efficient operation of electrical generation, transmis-
sion and distribution facility, and promisesminimal cost for energy supply. Functions
of a microgrid EMS include analysis, monitoring, energy forecasting of distributed
energy generation resources, reduction of operation costs, control over the market’s
energy prices, reduction of carbon dioxide emission, and a reliable energy supply
and increase in the lifetime of the system components.

4.2.2 Objective Functions and Constraints of an Energy
Management System

The objective functions are defined after considering various aspects such as the
consumer preference, the equipment used in the grid, energy generation, storage,
transmission and distribution, government rules and regulations, and tariff types.
An EMS is primarily meant for reducing costs related to environmental factors,
capital and operation, energy storage, etc. Due to greenhouse gas emissions and
penalties for the same, costs are incurred under the environmental category. Alloca-
tion, production, maintenance, supply costs, purchase costs due to energy shortage,
start-up and shutdown costs, battery degradation costs, fuel, and electrolyser costs
form the capital and operational expenses. Expenditure due to charging/discharging,
money spent on ultra-capacitors, hydrogen storage, batteries are the energy storage
costs. Much work is done to propose several single and multiobjective optimization
techniques to ensure the microgrid EMS’s reliability. An EMS must function in the
energy generated (minimum–maximum) limits of a distributed energy generation
system for economic and safe operation. This is known as consumption constraint,
and all kinds of loads like households, industries, etc., must operate within it. The
physical capacity of the energy storage systems must also be considered since over-
charging and discharging affect their health and efficiency. Reactive power support,
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Fig. 4.2 The architecture of a microgrid

demand response, energy balancing, etc., are other constraints for the EMS to meet
its objectives. Figure 4.2 demonstrates the architecture of the microgrid.

4.2.3 Optimization Techniques for Energy Management
Systems

The supervisory, control, and data acquisition architecture for an EMS is either
centralized or decentralized. In the centralized type of EMS SCADA, information
such as the power generated by the distributed energy resources, the central controller
of microgrid collects the consumers’ power consumption, weather-related data, and
cost-function. Further, the central control governs the optimal energy scheduling and
passes on this information to the local control. However, in the decentralized type of
EMS SCADA architecture, the central control of the microgrid sends and receives
all the required information from the local control. The local control requests the
central control for energy generation. With the integration of distributed renewable
energy generation resources, electric vehicles, smart homes/buildings, and energy
storage systems into the grid, the microgrid EMS strategies to achieve its objectives
have diversified. They include the economical, reliable, and sustainable operation
of the microgrid, economic dispatch, minimization of the system losses, controlling
any intermittencies in the renewable energy generation resources, unit commitment,
etc. Several optimization techniques have been proposed to deal with the problems
faced by energy management systems and to ensure an efficient operation. They are
discussed in the subsequent sections and shown in Fig. 4.3.
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Fig. 4.3 Different optimization techniques

4.2.3.1 Linear Programming

One method proposed to minimize the objective functions is linear programming
(L.P.) and mixed-integer linear programming (MILP). L.P. is used for the reduction
of fluctuations in demand and also maintaining energy balance in microgrids with
renewable energy generation systems (Davis and Thompson 2007). For minimal
operating costs, certain energy management systems operate using mix-mode oper-
ation strategies. These include on and off mode, power-sharing mode, and contin-
uous run mode. The expense functions of these strategies are minimized using L.P.
and MILP (Sukumar 2017). Much research work is done wherein the MILP frame-
work is utilized to solve several problems related to energy management. It proves
to be a trade-off between low costs for operation and good energy services to the
consumers. For example, in Vergara (2017), and EMS is proposed and developed
as a nonlinear model. The costs for the operation of the microgrid are minimized
by taking into consideration load-shedding and system outage. The nonlinear model
is linearized into MILP using the Taylor series, estimated operation points, piece-
wise approximation, and auxiliary variable introduction. This model proves to be
computationally efficient than the nonlinear one. The drawback is that the demand
response and power losses are not taken into consideration. Further, the objective
function in Tenfen and Finardi (2015) takes into consideration the curtailable and
reschedulable loads in demand response and also costs pertaining to operation and
management, start-up/shutdown, load shedding, etc., while proposing an optimal
energy management strategy. In Tenfen and Finardi (2015), a load demand policy is
determined to minimize operation costs due to technical and economic constraints.
Microturbines with ambient temperature and ramps constraints and fuel cells with
cycling and preheating costs constraints are modeled. The minimization of costs is
done by using a piecewise linear function of diesel generators and battery sizing.
Therefore, MILP is used to propose a cost minimization strategy.
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These and several other research works use L.P. and MILP to carryout energy
resource optimization in microgrids. However, significant work needs to be done to
consider battery degradation, greenhouse gas emission, depth of discharge (DoD) on
the battery’s performance, system privacy, reliability, and efficiency issues.

4.2.3.2 Nonlinear Programming

The optimization approach used in several research works for a microgrid EMS is
based on the nonlinear programming framework. In Sawle et al. (2017), a central
controller is designed for a microgrid to operate optimization during an intercon-
nected operation mode. The microgrid central controller aims to minimize the oper-
ational costs by considering the active power of the grid. The paper considers market
policies, typical loadprofiles, currentmarket prices, and renewable energyproduction
during the design process. This approach is entirely based on nonlinear program-
ming. The authors in Ornelas-Tellez and Jesus Rico-Melgoza (2013) propose an
optimal control for minimizing a quadratic cost function and tracking the trajec-
tory of a nonlinear system. The control law so developed comes from solving the
Hamilton–Jacobi–Bellman (HJB) equation and is meant for ensuring efficiency in
the power flow between sources in the grid. HJB equation is used primarily for state-
dependent factorized non-linear systems. The intermittent nature of the renewable
energy sources and the grid-connected and islandedmodes of operation of the micro-
grid pose problems to optimization. For reliable and economic energy supply, the
renewable energy sources’ capacities have to be optimized, and their coordination
with the grid should be managed. In Zhao et al. (2014), the authors proposed a prob-
ability of self-sufficiency (PSS) concept to depict that the microgrid can meet local
demands quite self-sufficiently. Also, the problem of operation scheduling involving
unit commitment (U.C.) and dispatch problems is solved. The U.C. problem is a
mixed integer-based nonlinear programming optimization problem. Therefore, a
nonlinear mixed integer-based optimization task solves various technical issues on
both the supply and demand side like load management, electric vehicles, dynamic
pricing, and on-site renewable energy generation.

4.2.3.3 Dynamic Programming

A dynamic programming approach is used to solve the problem related to energy
consumption scheduling since it is based on a real-time pricing strategy. As seen from
Ma et al. (2013), the energy consumption scheduling problem is cast off into a game
wherein the consumers compete with each other to obtain energy at minimal costs.
The non-cooperative energy consumption game has an optimal energy consumption
solution, which is also known as the Nash equilibrium point. Also, in Sawle et al.
(2016), for the integration of renewable energy generation-based microgrids in the
main grid and low energy costs, the authors propose a dynamic model wherein
the consumers are accountable for the complete schedule of energy demand also
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keep track of the energy prices. Furthermore, dynamic programming is also used
to maximize the lifetime of the energy storage system used in the microgrid. The
best way to achieve this is for the central controller of the microgrid to find out
the most effective way of charging and discharging the energy storage system (e.g.,
battery) (Hooshmandet al. 2013).This canbedeterminedby taking into consideration
factors such as the levels of renewable energy generated, grid electricity rates at the
time of use (TOU), and the load profile. The authors in Duan and Zhang (2013),
for the regulation of the energy purchase of microgrids, have proposed a dynamic
contract mechanism. Regulation of the energy is crucial since the inconsistencies in
the renewable energy generation of the microgrid can, in turn, affect the utility grid.
Therefore, themechanism enables themicrogrid tomake time-specific commitments
but also provides itwith the flexibility of altering any future ones. These commitments
are subjected to change in the case of current levels of energy in the energy storage
system and load demands.

4.2.4 Stochastic Programming

The authors in Cau (2014) proposed a stochastic EMS for the control of a microgrid
that has adopted battery and hydrogen energy storage systems. As opposed to the
conventional EMS, which takes into consideration the state-of-charge of batteries,
the consumers base this EMS on the uncertainty in the renewable energy produced
and the demand. The authors believe in a stochastic approach to deal with these inter-
mittencies. This EMS helps in the minimization of the utilization costs of the energy
storage systems. Utilization costs include costs incurred due to maintenance, depre-
ciation, operations, and replacement. The stochastic approach proves to be a much
more effective option in cost reduction by 15% in the cases taken into consideration
in Rezaei andKalantar (2015). For an isolated droop-controlledmicrogrid, frequency
is a key control variable. In Lasseter and Paigi (2004), an objective function depen-
dent upon the same is formulated using mixed-integer linear programming, which
aims at optimization of the frequency value that is subjected to deviation from its
nominal value due to uncertainties in the generation and demand of energy. Scenario-
based and reduction method is used to model these intermittencies, and a two-stage
stochastic optimization approach is adopted to reduce these frequency deviations and
the emission and operation costs.

Much research is done in this method of optimization, but the common draw-
backs observed are no mechanisms for the mitigation of greenhouse gas emis-
sions, choosing the higher depth of discharge values of the batteries, higher time
of computation, and privacy issues among the consumers.
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4.3 Solutions for Energy Management Problems

4.3.1 Introduction

Different research works have given several solution approaches to the problems
encountered in the energy management systems of the microgrid. These prob-
lems are based on the optimization framework. The solutions make use of neural
networks in the artificial intelligence-based approach, optimization algorithms like
genetic, swarm in the meta-heuristic approach, etc. They are discussed thoroughly
in subsequent subsections along with the relevant research work.

4.3.2 Artificial Intelligence-Based Approach

4.3.2.1 Neural Networks and Fuzzy Logic Based

Artificial neural networks are used for energy forecasting and prediction of load
demand. The authors in Chaouachi et al. (2013) make use of artificial intelligence
techniques for the intelligent energy management of a microgrid. This is done along
with the usage of multiobjective-based linear programming optimization. The EMS
takes into consideration the forecasted values of the renewable energy generated and
the load demand for the minimization of operation and emission costs. The proposed
machine learning model is characterized by improved learning and generalization
capacities. Another important aspect of microgrid efficiency is the battery scheduling
process, wherein the authors make use of fuzzy logic to deal with intermittencies.

Similarly, in Sawle and Gupta (2015), a two-step reinforcement learning
algorithm-based neural network is used for the battery scheduling process. This also
helps in increasing the rate of utilization of the battery during high load demand,
minimizing the dependence on external sources for energy purchase, and maxi-
mizing the wind energy generation. The forecasted energy values feed the neural
network to take optimum battery scheduling actions. The drawback of this process
is that the demand response is not considered. A recurrent neural network is devel-
oped in Gamez Urias et al. (2015) to minimize energy purchase from the utility
grid, maximize the utilization of the renewable energy generated, and for proposing
an efficient energy management system for the microgrid. Kalman filter and hybrid
wavelet functions help the neural network in achieving the same.

For maximization of the energy trading profits with the utility grid and managing
the power flow in microgrid equipped with renewable energy generation systems and
energy management systems, the authors in De Santis et al. (2017) have proposed a
combination of fuzzy logic and genetic algorithm. A hierarchical genetic algorithm
tuned rule base of a fuzzy inference system helps for this purpose. A poly-generation
microgrid in the islanded mode of operation consisting of a fuzzy logic-based energy
management system is designed in Kyriakarakos (2012). It helps in the minimization



72 S. Jain et al.

of the operation costs of the grid but does not consider the demand response and
the computational time complexity. All of these neural networks and fuzzy logic
approaches are meant for microgrid energy management systems with centralized
supervisory control architecture. They take into consideration the intermittencies
related to energy generation and load demand, with the major contribution being a
reduction in the costs, pollutants, and ensuring proper energy sharing with the utility
grid.

4.3.2.2 Game Theory and Markov Decision Process Based

The authors in Ma et al. (2016) have proposed a Stackelberg game approach in a
microgrid consisting of combined heat and power (CHP) and photovoltaic (P.V.)
prosumers to maximize profits and ensure fair profit distribution among them. This
is ensured by maintaining Stackelberg equilibrium with the help of differential
evolution-based heuristic algorithm and constrained nonlinear programming. In this
game, the followers, i.e., the prosumers (CHP and P.V.) choose their own strate-
gies in response to the strategies of the microgrid operators who is the leader. This
approach shows a significant increase in the profit, along with an improvement in the
load characteristics of the microgrid as a whole. Reference (Mohamed and Koivo
2011) gives an overview of a modified game theory based on nonlinear multiob-
jective optimization for deciding an optimum operation strategy for a microgrid.
It also helps in minimization of the operational and maintenance costs and lower
emission levels of greenhouse gases like CO2, NO, NO2, SO2, etc. The objective
function in this approach is the difference between the Pareto objectives and the
normalized distance of the function from its worst value. A rolling horizon Markov
decision process (MDP) is introduced in Sawle et al. (2018) for a grid-connected
microgrid with multiple energy generation systems. To deal with the large states and
decision space of MDP, a feasible base policy inclusive roll-out algorithm is also
applied. This is achieved by a greedy algorithm implementation. Overall, this helps
to solve the multienergy scheduling problem that occurs due to variability in renew-
able energy generation. The downside of the abovemethods is that the computational
time complexity is not taken into consideration. But to ensure reliable, efficient, and
sustainable operation, the emphasis is laid on the inclusion of electric vehicles, miti-
gation of environmental emission, costs incurred for communication purposes due
to decentralized operations of the microgrid, etc.

4.3.3 Model Predictive Control-Based Solution

For ensuring stable operation of a microgrid in islanded mode, a nonlinear model
predictive control is formulated in Luo (2017). This model uses data related to the
active power generated from renewable energy systems, forecasted load demand,
and state of charge (SoC) of the battery to train an artificial neural network that
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identifies the forthcoming variations in the active power to initiate load shedding
for non-important loads. A two-stage coordinated control approach is proposed
for a grid-connected microgrid in Prodan et al. (2015). The primary stage deals
with economic dispatch, whereas the secondary is a real-time adjusting one. In the
Economic dispatch stage (EDS), the control model makes use of the piecewise linear
thermal and electric efficiency curves for operation schedules based on the values
of the energy forecast. Whereas the real-time adjusting stage makes use of real-time
energy production values to deal with the power variations. A soft constrained model
predictive control and mixed-integer programming-based framework are introduced
in Sawle and Gupta (2017) to minimize operational costs of microgrids such as
expenses due to energy purchase from the utility grid, lifecycle of batteries, and
imbalance occurring in the demand load. The framework allows the formulation of a
fault-tolerant EMS, taking into consideration the variations in the renewable energy
produced, generator faults, load demand, and the market price of energy.

4.3.4 Metaheuristic Approaches

4.3.4.1 Swarm Optimization Method

Particle Swarm Optimization (PSO) based algorithm is employed for an EMS in
a microgrid with multiple renewable energy generation units and energy storage
systems in Moghaddam (2011). The suggested approach helps in minimizing the
various operational and energy costs of the grid by considering optimum values of
control variables. The EMS is modeled using an estimate or probabilistic method
owing to uncertainty in the energy produced through renewable sources likewind and
solar, energy market prices, and load demand. The limitations of this optimization
technique are that the costs of environmental emissions and the demand response are
not considered.

An AdaptiveModified Particle SwarmOptimization (AMPSO) that is a combina-
tion of Fuzzy self-adaptive structure and Chaotic local searchmechanism-based PSO
is presented in Abedini et al. (2016). A multiobjective nonlinear constraint optimiza-
tion problem is formulated for the optimized operation of a microgrid consisting of
several energy generations and storage units. This approach helps in the reduction of
operation and emission costs. A GaussianMutation algorithm for a novel guaranteed
convergence PSO is developed and implemented in Sawle and Gupta (2015). This
gives an optimal strategy for the management of microgrids in the islanded mode of
operation and also the optimum capacity of the renewable energy generation systems
in it. It is implemented on 69 and 94 bus systems to reduce the fuel and capital costs.
The shortcoming of this method is that the environmental emissions and power losses
in the microgrid system are not considered.

The authors in Golshannavaz et al. (2016) propose a dual-stage energy manage-
ment strategy for the optimized operation of amicrogrid. In the primary stage, energy
scheduling is done according to the variations in a generation. Stage two involves
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expressing the generation intermittencies as perturbations in nodal power injections.
Sensitivity analysis is used for the estimation of the corresponding optimal spinning
reserves. The energy of microgrid purchase from the utility grid, remaining demand
response capacity, and other conventional sources are utilized by the real spinning
reserves for the difference between the actual and optimal values. Hence, a stochastic
weight trade-off PSO and affine arithmetic-based power flow is suggested for mini-
mizing the costs incurred due to environmental emissions, power tradewith the utility
grid, fuel, and load shedding. Also, the mismatches in the active and reactive power,
deviation in the voltage are reduced.

4.3.4.2 Genetic Algorithm Method

Microgrids face challenges related to scheduling of power generation and load
demand due to intermittencies in non-conventional energy sources. An efficient,
high-performance EMS is formulated in Askarzadeh (2018) incorporating automat-
ically controlled switches. The system uncertainties are modeled by the generation
of various scenarios as well as the usage of the reduction method. An optimized
network topology is also suggested for every power scheduling interval. A genetic
algorithm is proposed for the nonlinear mixed-integer problem-based optimization,
which aims at optimal scheduling of active, reactive, and reserved power. Energy
storage systems and power loss-related expenditures are not considered. Communi-
cation of the energy management system of a microgrid with distributed generation
units is crucial for optimum energy allocation. A memory-based genetic algorithm
is formulated in Chen (2011) for the same. It also helps in the reduction of costs
related to the production of energy. This algorithm proves to be more efficient than
particle swarm optimization with constriction and inertia factors. The authors in
Vivek Tamrakar et al. (2015) have formulated an economical energy storage system
for a microgrid in the grid-connected mode of operation. Amatrix real coded genetic
algorithm-based EMS helps in the minimization of operational costs through the
inclusion of storage and generation bids as well as profits obtained from energy
trade.

4.3.5 Agent-Based Approach

The distributed generation units, energy storage systems, consumers, and the micro-
grid are all said to be agents in the agent-based approach. For a microgrid in the
islanded mode of operation and EMS, as well as a scheme for load shedding, is
modeled in Karavas (2015) for optimal energy supply to satisfy load demand via
effective coordination among agents. This is based on the forecasted values of energy
generated and load powers aswell as themultiagent system concept. The solar energy
system, wind turbine system, load, fuel cells, and batteries are the agents. An autore-
gressive moving average method-based model is used for the prediction of solar
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irradiance, wind speed, temperature, and loads. If the energy generation and storage
systems are not able to meet the load demand, the multi-agent system algorithm
schedules the load shedding accordingly. To mitigate fluctuations in the voltage and
the notches in the A.C. bus, STATACOMbased compensation is employed. A decen-
tralized EMS based on fuzzy cognitive maps-based multiagent system algorithm is
suggested in Shi et al. (2015) for a multigeneration autonomous microgrid. A decen-
tralized EMS allows individual control of different units of a microgrid and hence
proves to be a much better alternative in case of partial failure in grid operations. The
aim of this approach is the minimization of operational, penalty, and energy storage
costs wherein the battery, electrolyzer, fuel cell, and renewable energy resources are
all agents.

4.3.6 Other Solutions

An EMS for a microgrid in the grid-connected mode of operation with decentralized
supervisory control is proposed in Mohamed and Koivo (2010) since a decentralized
approach proves to be more efficient in computational time complexity at the central
control of the microgrid as well as is more economical. A predictor–corrector prox-
imal multiplier algorithm is applied for the optimization of the objective function
that includes generator operation cost, load shedding costs, power losses, and costs
due to trade of energy with the utility grid. Therefore, the suggested EMS is such
that the central control of the microgrid and the local controllers together ensure an
optimal power flow. A mesh adaptive direct search algorithm is introduced in Leitão
et al. (2020) for the minimization of cost functions that consider expenses incurred
due to the emission of greenhouse gases like CO2, SO2, and NOx as well as operation
and maintenance.

4.4 Energy Management Analysis in Smart Grid

4.4.1 Introduction

In today’s generation, transmission, and distribution networks, rapid economic
growth is causing tremendous stress, as they are unable to keep pace with rising
demand. The construction and integration of a large number of electrical power
generation systems with increased ability to cope with increasing demand have a
negative environmental impact, so successful energy management is imperative. In
response to this anticipated energy crisis and management, Smart Grid could be
the solution. For handling extensive and complex power systems, traditional instru-
mentation has proven inadequate in order to improve overall system performance
and reliability, the electric grid. Most of the latest infrastructure used by the grid is
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obsolete and, in many ways, inefficient; there are two key aspects of Smart Grid, the
smart grid (generation, transmission, and distribution system) on the one hand and
programmable smart devices on the other.

4.4.2 Energy Management Analysis

Energy efficiency is a major concern for activities in the field of sustainable growth
since rising energy use typically means increasing CO2 emissions and a long-term
effect on global warming (Leitão et al. 2020). Over the last few years, energy demand
has been gradually growing, partially due to the advent of new electrical applications,
such as new transportation systems and technologies, which require increased invest-
ment in the energy-producing sector. In addition, because of high power demand,
the electricity distribution network may be under stress at certain particular times
(Bohre et al. 2021). A variety of options for efficient energy consumption can be
sought in order to cope with increasing electricity demand. Indeed, energy manage-
ment includes all steps that could affect energy demand, such asmeasures to suppress
inefficient energy consumption and measures to minimize energy consumption on a
large or medium scale (Mohsin 2021).

Main Goals of Energy Management System:

• The study should take into account standby usage, as well as the fact that it
eliminates demand peaks, decreases energy losses, to understand the environ-
mental benefits of energy management through linked household appliances with
consistent figures.

• Tomeasure the reduction of CO2 emissions by improved consumption and control
of loads.

• To conduct a cost–benefit analysis of the energymanagement systemof a building.

The working method for the energy management system is presented in Fig. 4.4

4.4.3 Importance of Energy Management System

Globally, where power request is mounting, power production should also rise to
come across the requirements of users and the development of their normal lives
(Said et al. 2020). Moreover, since the amount of consumers is increasing, and
due to irregularity in the energy load, the request for electricity will cause diffi-
culties for utility providers as well as the system participants. High load peaks are
extremely likely to arise in numerous sets and can negotiate the operations of the
device (Thirunavukkarasu and Sawle 2020). To address this subject, the utilities, as
well as the system participants, have two possibilities:
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Fig. 4.4 Working method for energy management system

• It is increasing themagnitude aswell as dimensions of the system that is expensive
and needs time to carry out.

• Utilizing the E.M. so that to decrease the risk of high peak load for the period of
peak times.

The second way out is more realistic; Moreover, it requires more complex compu-
tations and approaches to be accomplished in handling E.M. E.M. is necessary for a
smart grid for several reasons such as:

• It is automatic, and it omits the involvement of direct interference from users.
• It provides precise outcomes and estimates.
• It supports the utilities for better optimization of its production units as well as

minimizes the production costs.
• It supports the system participants in minimizing the power losses on the system

and lines. It may reduce the indirect distribution of electricity cost drastically
• It benefits the consumers to achieve their own loaddemand and aswell asminimize

their charges.

4.4.4 Energy Management Application

It is possible to split E.M. into two main categories. The first is from the perspective
of the energy producer, while the second is from the perspective of the electricity
user (Kumar et al. 2020).

• Suppliers of electricity can use energy management to monitor their generating
units effectively. For example, some generators may be turned on by the elec-
tricity supplier, which may have the lowest operating cost, in order to meet some
customer power demands, using energy management. While Diesel generators
with maximum operating costs are deserted. It offers extra peak load for definite
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peak hours. The goal of the power company is to reduce the operating costs of its
generating systems in this way.

• The transmission and distribution systemoperators can use E.M. to control current
flow that reduces power losses on the system. It effectively increases the degree
of infiltration of non-conventional energy sources.

• Energy management is used by end consumers (such as households, residential,
and industrial buildings, warehouses, schools, etc., to reduce their electric current
bills and plan their load demand effectively.

4.4.5 Tools Used in Energy Management System

Historically, the management of production sectors and electrical machines was
labor-intensive, or minor management systems were utilized. With the advancement
of computational systems as well as smart algorithms into the grid, it is becoming
stress-free to manage loads in modern times (Leonori 2020). It is possible to quote
nearly some of the popularly utilized systems as follows:

• PLC (Programmable Logic Controller)
• SCADA (Supervisory Control and Data Acquisition)
• EMS (Energy Management System)
• BMS (Building Management System).

4.4.6 Current Situation and Barriers

The method requires time and effort to switch from one technology to another.
The introduction of energy conservation is in progress. The introduction of energy
conservation is in progress (Azeroual 2020).

• The introduction of energy conservation systems has high costs. Over the long
term, the rate of return is low.

• The price of electricitymust be time-variable. For utility grids as well as the power
traders, converting from conventional tariff to a newer tariff system is not easy.

• The present network’s architecture, which could charge the system operator a lot
of money, should be upgraded.

• Two-way power flow is in the trial process. It deals with an interruption in perfect
resource administration.

In defining howfirm, the population performs themain part (Sola andMota 2020).

• There are high costs for implementing energy management programs. The rate of
return is, however, minimum in the long term.

• It is not easy to move from a conventional tariff to a newer one for electric utilities
and power retailers.
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• The systems architecture must be advanced, which could charge the system
operator a lot of money.

• The population’s understanding plays a major part in deciding how quick
employment can be.

• The main explanation for the transition from the conventional framework to a
smarter one could be the greenhouse effect and global warming. Nevertheless,
there is an event that does not profit from the change towards green energy as well
as a healthy climate.

4.5 The Architecture of Energy Management System
in Smart Grid

4.5.1 History of Energy Management System

Construction of the EMS, which was called a management unit, and further it is
known as an Energy management unit in the course of 1973, started in the 1960s
(Razmjoo 2021). It was called as Energy Management System (SCADA) as soon as
advanced computation-based SCADA system in the primary 1991 and ultimately
progressed in current time called as Energy Management System that involves
numerous controlling methods such as load control, demand-side management, and
distribution management system. EMS’s operation is to ideally assign diverse power
sources to users, with the integration of renewable energy sources, without sacrificing
the efficiency, safety, and security of the network. An Energy Management System
can observe, track, enhance, and manage client, delivery, transmission, and gener-
ation facilities. It also works in the current time for Supervisory Control and Data
Acquisition, track power forecast, and accounting applications, and management of
transmission security (Oehler and Jimenez 2017).

4.5.2 Objectives of Energy Management System

AnEMS can have a single technical, economic, technoeconomic, environmental, and
social-economic goal or a set of objectives (Byrne et al. 2018). The technical goals
of EMS include power efficiency, device performance, and degradation of the trans-
former, taking into account improved system performance, improved energy effi-
ciency, longer lifetime, as well as reducedmaintenance cost (Xiong 2020). Economic
goals refer to the maximization of the net operating expense of energy prices for the
customer gain of aggregators and parking lot managers, etc. Energy Management
System enhancement may have the finest economic result, although without taking
into account technical limitations, the network might be subject to blackout, or else
devices running under a distributed system.
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4.5.3 Construction of Energy Management System

The effectiveness of the Energy Management System determines on the control
planning of the Energy Management System, widely used designs are centralized,
decentralized (distributed), andhierarchicalEMSwith the adopted solution approach.
Below are the three control architectures of EMS discussed.

Centralized Energy management system:

One central controller with a high-performance computing system and a dedicated,
secure communication network to manage the use of resources describes the unified
Energy Management System architecture. The prime controller might be a utility
company or aggregator that gathers information fromall nodes for efficient operation,
such as DER power generation, load/consumer energy consumption trends, meteo-
rological data, other appropriate market operator information, etc., to enforce opti-
mization programs to achieve its objectives (Lü 2020). This central control network
delivers optimal productivity, but it also has its fair share of drawbacks.

Decentralized Energy management system:

Particular nodes consuming independent control capabilities and point-to-point
communication with other nodes, the decentralized Energy Management System
construction is characterized by a distributed processing system. The decentralized
EMS architecture, therefore, overcomes the shortcomings of the centralized archi-
tecture by improving expandability, enabling superior organizational flexibility, and
preventing single-point failure (Espín-Sarzosa et al. 2020).

Hierarchical Energy management system:

Based on decentralized EMS, few researchers propose and test the hierarchical EMS
architecture, particularly for a microgrid community network where specific micro-
grids are interconnected to make a microgrid community network. The structure is
allocated into many levels of control with diverse control goals at each stage in the
hierarchical architecture. Two-level or three-level systems are usually suggested. The
flow of information is between adjacent levels only, and no information is shared at
the same level betweenunits.Most hierarchicalEnergyManagement System includes
the level of supervisory control, the level of optimization control, and the level of
execution control.

EMS is implemented in the optimization control layer, which, if modeled with
suitable uncertainty management techniques, provides cost-effective and efficient
device operation. As coordination between adjacent levels is needed for this archi-
tecture, if there is a communication fault in the higher level, there will be no trans-
mission of data as well as energy. The unified architecture, therefore, enables the
economic application as well as easy maintenance of Energy Management System,
which provides ideal results globally; moreover, there are few problems with it: high
technical burden, high communication costs, data privacy, and reliability. For micro-
grids, distributed processing decentralized architecture provides higher efficiency,
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low computational burden but does not guarantee optimal global performance. Hier-
archical architecture is a suitable choice for MGC/MMG, offering different levels
of power. The difficulty of implementation, however, is high. The robustness of the
EMS can be described as the capacity to deal with uncertainty in the presence of
uncertain loads, sources, and uncertain electricity prices in the context of the EMS
for smart grids, in order to provide optimal performance. Precise modeling of uncer-
tainty is the primary criterion for achieving robustness in the Energy Management
System (Weinand et al. 2020; Sawle et al. 2017; Sawle and Gupta 2014; Tamrakar
et al. 2015).

A significant cost factor in real-time applications is the Energy Management
System. Enhancing energy effectiveness is a significant way of reducing prices as
well as increasing stable earnings, especially in periods of high volatility in energy
prices. In the currentmethod, autotransformers are currently used as an energy storage
system in industries. Industries in the manufacturing units, in particular, are a matter
of major concern, as Energy Conservation’s minimal charges mean more sustainable
commodity prices on the worldmarket. An autotransformer preserving the frequency
is the hardest task in the current system since this power source failure also causes
the entire process to shut down. Seasonal failure is the biggest downside of auto-
transformers. So even the power resource often needs to be changed at the time of
expansion. Due to the direct type system. So they often get an individual supply for
it or often run through generators. The main purpose is to minimize the completion
of the autotransformer that often fails.

4.6 Tools Utilized in Energy Management Systems
in Smart Grid

As we have seen in Sect. 4.4, about the various tools utilized in energy management
systems in smart grid. In this section, we will be discussing in detail the tools utilized
in energy management analysis in smart grids.

4.6.1 Introduction

A Programmable Logic Controller is a computer used to control devices and
processes in a specialized way and originally designed to substitute logic boards
for relays, i.e., actuation of the sequence device and coordinating activities. Accepts
input from a switch series. Sends devices or relays output (Gholinejad 2020). To store
instructions and execute specific functions that include on/off the power, timing,
counting, sequencing, arithmetic, and data handling, it utilizes a programmable
memory. PLC is an arrangement of solid-state elements designed to provide results
and allow rational and sequential choices. PLCs are used to manage and operate
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equipment and machinery for manufacturing processes. Most of the hard wiring
associated with traditional relay control circuits has been replaced by PLC. The
following parts can be separated into a standard PLC.

• Central Processing Unit (CPU)
• The Input/output (I/O) section
• The Power supply and
• The Programming device.

In the field of automation, PLCs play a key role, being part of a larger SCADA
scheme. A PLC may be configured in accordance with the process’ operational
requirements. In the manufacturing sector, because of the shift in the design of
production, there would be a need for reprogramming. PLC-based control systems
were introduced to address this challenge.

4.6.2 Scada

These are process control systems,which are used to track, capture, aswell as analyze
current time ecological data (Ajeya and Vincent 2020). Based on a predetermined
collection of conditions, such as traffic control or power grid management, process
control systemare built to automate electronic systems. Someprocess control systems
are made up of many Remote Terminal Units as well as PLCs linked to many sensors
that transmit information for analysis to a master collection system. SCADA systems
with the following elements have been defined as follows (Pliatsios et al. 2020):

• Operating equipment: Pumps, valves, conveyors, and breakers of substations that
can be operated by actuators or relays being energized.

• Local processors: Connect with the tools and operating equipment of the site. This
includes the Programmable LogicController (PLC), Intelligent Electronic System
(IED), Remote Terminal Unit (RTU), and Process Automation Controller. Dozens
of inputs from instruments and outputs to operating equipment can be responsible
for a single local processor.

• Tools: in the field or in a facility that senses conditions such as pH, temperature,
pressure, level of power, and rate of flow.

• Short-range communications: between processors, tools, and running equipment
locally. Using electrical characteristics such as voltage and current or other devel-
oped industrial communications protocols, these relatively short cables orwireless
links carry analog and discrete signals.

• Long-range communications: betweenhost computers and local processors.Using
methods such as leased phone lines, radio, microwave, frame relay, and cellular
packet data, this contact usually covers miles.

• Host computers: they serve as a central monitoring and control point. The host
machine is where a human operator, as well as alarms, obtained, data checked,
and exercise control can control the operation (Upadhyay and Sampalli 2020).



4 Overview of Energy Management Systems for Microgrids … 83

4.6.3 Building Energy Management System (BEMS)

To reduce total energy usage, BEMS should regulate and track building energy needs.
HVAC, lighting, and charging loads are important peaks considered in Building
EnergyManagement System forming (Maldonado-Correa 2020). For commercial as
well as residential buildings, Building Energy Management System could be intro-
duced. In Ożadowicz and Grela, a building automation and control system (BACS)
is suggested to reduce energy intake, using the current time as well as event-driven
demand measurement mechanisms (Mariano-Hernández 2021). For the functional
application of HEMS andBEMS, the following points need to be considered (Nizami
2020).

• Computerized time plays a crucial role, as well, as robust controllers need to
reduce it.

• A significant issue that needs to be addressed is the protection of the user’s data.
• Local implementation lowers contact and connectivity costs.
• The customer’s comfort level should be a priority in order for any end-user to

engage in such programs.

4.7 Conclusion

Energy Management Systems guarantee that dispersed energy sources are used opti-
mally in order to achieve the affordable, sustainable, and dependable operation of
microgrids and smart grids. In this chapter, we have discussed in detail about the
concepts of microgrid and smart grid. We have also discussed several optimiza-
tion techniques that have been described thoroughly to deal with the problems
faced by them and for the optimization of objective functions. We have also tried
to give detailed solutions for optimization framework-based problems encountered
while formulating an energy management system for a microgrid. This chapter also
addresses about the importance of energy management system in smart grids and
tools utilized in energy management systems in smart grids.

4.8 Future Scope

In the recent decade, there has been a remarkable growth in research and development
on smart grids as well as microgrids. The main research works should be evaluated
for future study:

(a) The development of a cost-efficient smart grid and microgrid network with
efficient and robust communication.

(b) Rapid as well as accurate simulation of uncertainties.
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(c) Real-time, efficient, and cost-effective deployment of EMS through tech-
nology.
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Chapter 5
A Comprehensive Review
on the Advancement of Biogas
Production Using Leftover Food
and Kitchen Waste

Anup Kumar Rajak, Amit Kumar, Devendra Deshmukh, Rajkumar Singh,
and Shalendra Kumar

Abstract This review aims to get detailed information about biological reactions
in biogas production and the Pressure Swing Adsorption (PSA) approach for biogas
upgrading system based on biogas system installed at Rewa Engineering College,
Rewa, Madhya Pradesh. The first part of this paper is the pretreatment of microbes,
fungal reactions, enzymatic reactions, and metabolic engineering methods. The
second part of this paper presents the up-gradation of biogas and their reaction
with the PSA technique. The impacts of advancement of biogas production and their
potential in advance improving the biogas industry are widely scrutinized. Methane
(CH4) (50–65%) in biogas obtained from biogas digester also consists of ammonia
(NH3), hydrogen (H2), hydrogen sulfide (H2S) (1–2%), nitrogen (N2) and oxygen
(O2) (1–2%), and carbon dioxide (CO2) (25–40%).

A. K. Rajak (B)
Department of Mechanical Engineering, Rewa Engineering College, Rewa 486001, Madhya
Pradesh, India
e-mail: anuprajak14@gmail.com

A. Kumar
Department of Electrical Engineering, National Institute of Technology, Kurukshetra, Haryana,
India

D. Deshmukh
Department of Mechanical Engineering, Indian Institute of Technology, Indore Madhya Pradesh,,
India

R. Singh
Department of Mechanical Engineering, Rewa Engineering College, Rewa 486001, Madhya
Pradesh, India

S. Kumar
Department of Mechanical Engineering, National Institute of Technology, Jamshedpur,
Jharkhand, India

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
A. K. Bohre et al. (eds.), Planning of Hybrid Renewable Energy Systems, Electric
Vehicles and Microgrid, Energy Systems in Electrical Engineering,
https://doi.org/10.1007/978-981-19-0979-5_5

89

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-0979-5_5&domain=pdf
mailto:anuprajak14@gmail.com
https://doi.org/10.1007/978-981-19-0979-5_5


90 A. K. Rajak et al.

Graphical Abstract

Design consideration of the biogas
Temperature, pH and alkalinity, Nature of digester, C/N 
(Carbon: Nitrogen) ratio, Loading of Crushed Slurry, 
Composition of food waste, Effect of toxins, Particle size of 
waste, Cost, Retention time, Sun rays, Moisture content 

Municipal kitchen 
waste

Biogas Crusher with digester 
[CH4-(50-65%)]

Biogas Upgrading PSA 
technique [CH4-(90-94%)]

Keywords Biogas anaerobic digestion · Kitchen waste biogas digester design ·
Biogas chemical reactions · Design consideration

Nomenclature

AD Anaerobic Digestion
C/N Carbon: Nitrogen
VFA Volatile Fatty Acids
PSA Pressure Swing Adsorption
CH4 Methane
N2 Nitrogen
O2 oxygen
NH3 Ammonia
H2S Hydrogen sulphide
CO2 Carbon dioxide

5.1 Introduction

Biogas is a sustainable energy source which is the most challenging issue worldwide.
Nowadays, lots of renewable and nonrenewable energy sources have been used to
fulfil energy demands (Hussain et al. 2019). Biogas is generated mainly from cow
dung, buffalo, horse, andotherwastes in those days.Kitchenwaste can also be utilized
to produce biogas due to its high nutritive value (Kumar and Majid 2020). As per the
literature, the production ability of biogas using the kitchen is an alternative source
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with co-digestion of cow manure (Kumar and Tewary 2021). Solid, liquid, or other
types of municipality waste are deposited over an open land surface which causes
air pollution, human health problems, water pollution, and a totally unbalancing
ecosystem (Rawoof et al. 2021).

There are two types of energy sources spread worldwide: controlled energy
sources and uncontrolled energy sources. Controlled energy sources can increase
productivity, and on the other hand, uncontrolled energy sources can cause prob-
lems. By using effective methods or procedures, these uncontrolled sources can be
utilized to improve human life. Municipality waste management is also one of the
same types of approach. Biogas/Bio-methane technique is used for successful and
controlled management and generates methane as fuel and compost caused by left-
over food, kitchen waste, and bio-degradable waste (Aravind et al. 2020; Khalid et al.
2021).

The paper reviewed the following constraints:

• Constraint involved in AD from 250 kg municipal solid waste for the production
of biogas.

• The design considerations like temperature, waste particle size, hydrogen ion
concentration, nature of digester, C/N ratio, organic loading rate, the composi-
tion of waste, retention time, moisture content, and cost are described and also
discussed as cost-effective, environment-friendly, and optimally designed digester
of 250 kg kitchen/municipal solids waste.

• AD processes are straightly connected to all aspects to improve methane yields,
such as chemical, operation, and microbiological aspects. These literature studies
have demonstrated that the energy potential of AD is to recover at a high priority
level.

• There are quite a few other issues that have been addressed in previous research in
AD systems, such as C/N ratio, pH, particle size, temperature, alkalinity loading
rate, and retention time.

5.2 Literature Survey

Biogas is an eco-friendly heating energy source and also a combustible mixture
of gases. It consists of methane (CH4), carbon dioxide (CO2), and is also produced
frombacterial decomposition of organic compoundswithAD. The biogas production
from food waste is a complex method in which different type of bacteria are involved
(Kadier et al. 2019). Table 5.1 shows the percentage composite of CH4which usually
ranges from 50 to 65% produced while that of CO2 25–40 and other gases from AD.

UsingAD to produce sustainable energy in tropical regions by converting biomass
waste into bio-energy products is an opportunity. Energy demand has been increased
and also there is a shortage of fossil fuels. Therefore, the awareness of people world-
wide has moved toward the biogas energy source (Khalid et al. 2021; Kadier et al.
2019).
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Table 5.1 Composition of landfill gas and biogas (Voelklein et al. 2019; Bonk et al. 2019)

S. no Content Landfill gas Biogas percentage (%)

1 Methane, CH4 35–65 50–65

2 Carbon dioxide, CO2 15–40 25–40

3 Carbon monoxide, CO – 1–5

4 Nitrogen, N2 15 0–3

5 Hydrogen sulfide, H2S 5 ppm 100 ppm

6 Oxygen, O2 0–5 0–2

7 Ammonia, NH3 0–5 0–2

8 Total chlorine as CI 20–200 Mg/Nm3 0–5 Mg/Nm3

5.3 Methodology

The breakdown of feedstock without oxygen is encouraged by the amalgamation
of bacteria at each phase of the digestion process, prompting the decomposition of
feedstock and incorporating CH4 gas as the principal component with a mixture of
gases (Ali et al. 2019; Kasirajan and Maupin-Furlow 2020). The chemical reaction
sequences in these steps are also described (Dar et al. 2021).

The entire biogas generation from compound or straightforward organic matters
can be divided into four chemical reactions.

5.3.1 Hydrolysis Reaction

In hydrolysis reaction, acid, base, and water can be used to step up the reaction in
the presence of enzymes. In this reaction, starch, cellulose, and simple sugars can
be broken down by water and enzymes. The enzymes are exoenzymes of cellulose,
proteins, etc. from a number of bacteria, fungi, and protozoa in AD see Eq. (5.1)
(Zhurka et al. 2020; Piotrowska-Długosz 2020).

(C6H10O5)n + nH2O → nC6H12O6 + nH 2 (5.1)

The cellulose conversion in Eq. (5.1) involves the breaking of the β-1,4-glycosidic
linkage. In connection with this stage of AD, insoluble cellulose consists of organic
compounds that are converted. The dissociation of water from protons (H+ ) and
hydroxide ions (OH−) results in the formation of homogeneous and/or heteroge-
neous acid catalysis with the presence of species. Bacteria cells can be used to break
chemical bonds to form soluble compounds. Some are insoluble in organic H2O, and
microorganisms in AD are responsible for the formation of soluble compounds.
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5.3.2 Acidogenesis Reaction

During acidogenesis, the molecules are further broken down into volatile fatty acids,
NH3, H2S, and H2 by bacteria. In other words, soluble monomers are transformed
into small organic compounds such as alcohol (ethanol,methanol), ketones (glycerol,
acetone), and volatile acids (butyric, formic, lactic, propionic, succinic acids) in this
process (Auma 2020). Equations (5.2) – (5.4) show the acidogenic stage:

C6H12O6 → 2CH3CH2COOH + 2H2O (5.2)

C6H12O6 → 2CH3CH2OH + 2CO2 (5.3)

C6H12O6 → 2CH3COOH (5.4)

These organisms are able to live under both aerobic and anaerobic conditions with
coli, Desulfomonas, Escherichia, Micrococcus, Peptococcus, and Streptococcus in
isolated species. However, the major determinants of bacteria that predominate the
properties of the material used as feedstock.

5.3.3 Acetogenesis Reaction

In this process, acetogenesis bacteria reacts, and products consist of acetic acid, CO2,

and H2. Equations (5.5) – (5.8) represent the reactions related to the acetogenesis
stage:

C6H12O6 + 2H2O → 2CH3COOH + 4H2 + CO2 (5.5)

CH3CH2COO− + 3H2O → CH3COO− + H+ + HCO3
− + 3H2 (5.6)

CH3CH2OH + 2H2O → CH3COO− + H+ + 2H2 (5.7)

HCO3 + 4H2 + H+ → CH3COO− + 4H2O (5.8)

Several bacteria contribute to acetogenesis, such Syntrophomis wolfci, Syntro-
phobacter wolinii, butyrate decomposer, propionate decomposer, Peptococcus anaer-
obes, Actinomyces, Clostridium spp. and lactobacillus are acid formers. In the
previous step, volatile fatty acids are produced, which are further broken down to
the formation of CH3COOH, CO2, and H2 in the acetogenesis step by binding to
hydrogen-producing acetogenic microbes. Some amount of H2O from the previous
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steps serves as an electron source to aid in the transformation of the VFA (Anthony
et al. 2019).

5.3.4 Methanogenesis Reaction

The last phase is the methanogenesis reaction of AD. These intermediate products
formed in the other phases converted into the key product methane CH4 (Logroño
et al. 2020). The reaction Eqs. (5.9) – (5.14) represent the condition that takes place
in the methanogenic stage:

2CH3CH2OH + CO2 → 2CH3COOH + CH4 (5.9)

CH3COOH → CH4 + CO2 (5.10)

CO2 + 4H2 → CH4 + 2H 2O (5.11)

CH3OH → CH4 + H2O (5.12)

CH3COO− + SO2−
4 + H+ → HCO3 + H2S (5.13)

CH3COO− + NO− + H2O + H+ → 2HCO3 + NH+
4 (5.14)

The conversion of CH3CH2OH into CH3COOH is represented in Eq. (5.9) and is
further converted into CH4 and CO2 as represented in Eq. (5.10). The formed CO2

reacts with H2 and is converted into CH4 gas as represented in Eq. (5.11). HCO3,
H2S, and NH4

+ are formed in Eqs. (5.13) and (5.14) (Voelklein et al. 2019; Bonk
et al. 2019).

Based on these four steps, a biogas digester combined with a crusher has been
developed to study the production of biogas. The CH4 content in biogas streams
exceeds 50% and CH4 emissions to the environment result in a resourceful hydro-
carbon waste that also has a greenhouse warming potential 23 times greater than
CO2. Therefore, adequate consumption and collection of the CH4 limited in biogas
ward off emissions of CH4 to the environment.
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5.4 Design Consideration of the Bio-Gasification

The generation of gas is affected by various factors. Some of the environmental
factors also influence bio-gasification (Schulzke 2019; Nsair et al. 2020; Igoni et al.
2008). Some of them are as follows.

5.4.1 Temperature

The optimum temperature range for biogas production is around 25–40 °C and can
be achieved without additional heat. Additional heat input is required to raise the
temperature to 50–60 °C for additional biogas production. At present, it is observed
that this temperature range is normal for biogas production (Igoni et al. 2008;Hamzah
et al. 2019).

5.4.2 PH and Alkalinity

Due to excess loading and the presence of toxic materials (acidic), the pH value is
reduced below 6.5 and a decrease in the production of biogas is caused. The process
is delayed in an inactive state. When the pH value is very low, the loading to the
digester is stopped and the recommended time to recover the pH for this temperature
range is acquired (Nsair et al. 2019). In general, in AD, pH = 7 is optimum, which
is close to neutral.

5.4.3 Nature of Digester

Nowadays, the production of gas from household waste is insignificant since current
digesters are not proficient for small-scale uses. Therefore, the nature of feed-
stock also needs research. Low-cost community-based digesters, low-tech natural
digesters, or modern digesters may be used. Many researchers used digesters like
batch systems, high solid, anaerobic sequencing batch reactors, or continuous one
or two-stage systems. However, based on the nature of solids, excess digesters are
available.
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5.4.4 Nutrient Concentration

An ideal carbon: nitrogen ratio of 25:1 is to bemaintained for efficient plant operation
in the digester [48]. If the C/N ratio is too high, in that case, biogas production can
be improved to N2 and vice versa. If nitrogen is too high, it inhibits methanogenic
activity. Carbon provides energy to maintain microorganisms, while N2 helps build
their cells. This can be increased by adding carbon. In AD, not only does it convert
plant material into CH4 gas, but it also releases plant nutrients such as potassium
(K), nitrogen (N), and phosphorus (p). It is also converted into compost which can
be useful for plants. 22 and 25 C/N ratio is best for AD of food waste (Bougrier et al.
2018; Yuan et al. 2019).

5.4.5 Loading of Crushed Slurry

The loading rate of crushed slurry is the biological translation of a reactor. It deter-
mines the amount of volatile solids that are possible as inputs to the digester. The
feed rate is given by themass of total solids (m-kg) fed per day, divided by the ratio of
total solids (Ts) in the mixed slurry (Babaei and Shayegan 2020). Hydraulic loading
is also an important factor for digester volume. A high organic loading rate may
cause a rise in fatty acids and result in low biogas yield. This will lead to the mass
death of methanogenic bacteria, decrease in pH, and propagation of acidogenesis.

5.4.6 Composition of Food Waste

The composition of solid waste (fruits and vegetables) is an essential consideration
to predict efficient design. Residential, commercial, and institutional establishments
such as cafeterias or canteens are active sources of food waste. When an excess
of protein is followed by carbohydrates and cellulose and results, methanization is
accelerated. In line with previous literature, legumes and milk powders show wide
variations among compound constituents. In general, legumes show a high content
of milk and carbohydrates and confirm a high lipid content (Sarker et al. 2019).

5.4.7 Effect of Toxins

The presence of toxic substances in AD, such as chlorinated hydrocarbons (such
as chloroform) and other organic solvents, is mostly toxic to digestion. This is the
important factor that prevents the production of gas. The toxins are difficult to remove
if the digester is badly poisoned. In this case, before loading the fresh solution, the
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digester should be emptied and cleaned with plenty of water (Nsair et al. 2020;
Annibaldi et al. 2019).

5.4.8 Retention Time

The time during of feedstock remain in the reactor is known as the retention time.
15–30 days for mesophilic digester and 12–24 days for thermophilic are optimal
retention times for complete biological conversion. It depends upon the intended use
of digested material, type of substrate, and environmental conditions. For reducing
the instability of the digester, parameters like temperature, hydraulic retention time,
and organic loading rate must be monitored.

5.4.9 Particle Size of Waste

The particle size of waste id directly affects the breakdown in AD. Particle size can
be reduced by grinding, crushing, and shredding. Hence, these methods increase the
surface area for microbe’s action and eventually recover the efficiency of the digester.
Mostly, mechanical grinding, thermal, chemical, microwave, ultrasoundmethods are
used for the disintegration of waste (Gollakota and Meher 1988).

5.4.10 Cost

Construction and maintenance costs, capital and operating costs, substrate receiving,
and waste processing are essential considerations in the selection of the type and size
of the digester (Babaei and Shayegan 2020; Sarker et al. 2019).

5.4.11 Sun Rays

One more factor of sun rays is the most important to maintain the biogas depending
on the solar intensity of the atmosphere.

5.4.12 Moisture Content

An anaerobic digestion process with 70–80% moisture is carried out at different
levels. The bioreactor operates at 70%moisture content and produces more methane
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than bioreactors operating at 80% moisture content. Hence, high moisture contents
usually facilitate AD. However, keeping the availability of the same water level is
very difficult throughout the digestion cycle (Gollakota and Meher 1988).

5.5 Operational Performance Data

The main factor affecting biogas production are pH, chemical oxygen demand,
volatile solid, total solid, time, temperature, hydraulic retention time. Table 5.1,
5.2 show a literature review on biogas production from municipal solid waste from
2010 to 2021.

5.6 Kitchen Waste-based Biogas Plant Design

5.6.1 Digester

The digester is to undergo the fermentation of the food waste which is available in
the hostel mess and inside the premises of the college. Figure 5.1 shows the biogas
digester, which is installed at Rewa Engineering College, Rewa. The digester is
designed to have the daily food waste with 250 kg maximum per day. The retention
time is 30 days and the waster added is 100ltr max. The digester has 1 inlet, which
is accompanied by the crusher (2hp motor) to crush the waste to 5 to 8 mm size. The
outlet is attached with the 4′′ diameter pipe to carry the manure.

5.6.2 Floater

The floater is used to collect the biogas generated by the fermentation of the food
inside the digester. The floater is also called the floating dome of the digester.
The biogas generated/produced due to anaerobic fermentation of the food waste is
collected in it. The floating dome, as the gas is produced, is lifted automatically, and
as the gas is used, the dome comes to its original form (means touches the digester).
For the proper function of the floater, always check the liquid in the water jacket
(oil/water can be used in the jacket). Check the size of the floater in the manual. The
floater is attached with the flexible outlet pipe to suck the biogas and to transfer it to
the filter at the pressure of 5 bar, with the help of a small booster pump (Fig. 5.2).
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Fig. 5.1 Anaerobic digestion process
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Fig. 5.2 250 kg Kitchen waste biogas digester installed at Rewa Engineering College, Rewa,
Madhya Pradesh

5.6.3 Filter Unit

The filters use to filter theCO2, H2O,H2S from the raw biogas andmake it effective to
90 to 94%methane (separation of other gases and retaining the CH4). The technique
used for filtration is PSA.

Three different cylindrical vessels ate used with adsorption material filled inside
them to do the surface adsorption and then released from their surfaces after the
period as mentioned. In this process, biogas is compressed into 4–10 bar pressure.
Compressed raw biogas is fed to multiple vessels filled with adsorbent materials.
In this process activated carbon, zeolites, and other materials (titanosilicates) are
engaged as an adsorbent. These adsorbents have a high surface area due to the
porosity and filtered CO2, H2O, and H2S from the biogas in contact with these
adsorbent materials.

The adsorbents become saturated with CO2 after a certain time, and the column
needs to be regenerated by reducing the pressure. Normally, the regeneration of
biogas is pressurized at vacuum. The adsorbed material is toxic by H2S because it
adsorbs H2S irreversibly. To overcome this issue, the PSA process also includes an
initial H2S removal step. Another adsorption vessel removes the moisture of this
biogas. Figure 5.3 shows biogas filtered vessels in which pure methane is recovered
at the top of the final column with very little pressure drop.
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Fig. 5.3 Biogas upgrading system installed at Rewa Engineering College, Rewa, Madhya Pradesh

To simulate a continuous process, multi-column arrays are used. Storage tanks
with a single column can also be used for smaller size applications. They are
connected with biogas meter to read raw biogas. The most important property of
pressure swing adsorption technology is that it can be adapted to biogas purification
systems in any location in the world as it is available at hot or cold sources.

5.6.4 Biogas Analyzer

Three sensors-based problem systems are used to analyze the flowing gases at the
pressure of 0.5 l/m. The analyzer is having an input (for biogas) of 4 mm with a
soft, flexible pipe. The analyzer runs on the direct supply and also has the 6v battery
inside the apparatus. The display shows the data for CH4, CO2, and H2S. The reading
can also be stored in the apparatus and also be transferred to the computer with the
cable provided. Size of the apparatus is 9” × 4” × 7”, weight around 250gm.

5.7 Procedure

Check all the connections of the pipes and nozzles are airtight (prevent the leakages
of the gas. The digester is to be provided with a 5A power supply and connected
to the panel of the plant, and then the water jacket is to be filled with oil + water
(400–500 L). The crusher is ready for feeding.
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The first feed of the plant is to be done 1.5–2 tons with the cow dung so that it
will help the fast production of the biogas. Now, the daily feeding of kitchen waste
(250 kg food waste+water 100 litter) is to be started. After 15 to 20 days, the floater
on the top starts inflating with the gas produced in the digester, but it is not sure
that it is enriched in methane or not or in other words, the gas is burnable or not (so
we should check it by connecting with the burner if the gas is burning. If the gas is
burnable, we start with the filtration of the gas. The raw biogas from the digester is
forced to enter the filtration chambers at 5 to 6 bar by switching the booster pump.
The gas entered in the filter is passed from the flow meter to get the reading (to
calculate the volume of the biogas). Calibrate the gas analyzer and use it to take the
reading of the filter gas from filters chambers from the sample valves. Three gas
readings can be taken from the analyzer CH4, CO2, H2S gas.

5.8 Conclusion

This review paper is based on a 250 kg kitchen waste biogas digester system, which
is installed at Rewa Engineering College, Rewa. Some salient features are immerged
with this reviewed study that biogas is a better alternative of energy source, produced
from the kitchen waste, cow dung, or other wastes. AD processes convert biomass
energy into recycling organic waste and reduce harmful effects on the environment.
Biogas digesters work in twoways: one is to reduce waste and the other is to generate
valuable energy.

According to this review, more sophisticated research is needed for the following:

• Information collection and, based on experiments, design environmentally
friendly viable digesters for municipal waste.

• These considerations affect feed rate, feedstock moisture content, fluid flow
patterns (such as unsteady and stratified fluid flows), and co-digestion of different
feedstocks. However, those highlighted ideas have been widely reported and the
advances made in the optimization of AD technology have been confirmed.

In terms of the various potential applications of AD, futureworkwill be devoted to
achieving full optimization of the system. Shown is the two-stage biodegradation of
food waste system with good capacity and efficiency. Therefore, additional attention
should be paid to the development of such digester systems for municipal waste.
However, the single-phase should not be overlooked as it is effective.
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Chapter 6
Design and Analysis
of Renewable-Energy-Fed UPQC
for Power Quality Improvement

Miska Prasad, Yogesh Kumar Nayak, Rajesh Ranjan Shukla,
Rajagopal Peesapati, and Sudhansu Mehera

Abstract Z-source inverter (ZSI) is a new topology in power converter, especially
in DC–AC converter at a very interesting power level. For instance, it only uses
a single-stage power converter with the ability of buck–boost characteristic oper-
ations. This work introduces a combination of a solar system with unified power
quality conditioner (UPQC) based Z-source inverter for reducing the voltage swell
and harmonics under the sudden addition of a balanced three-phase nonlinear load.
This article additionally proposed anothermixtureMPPT system,which is the combi-
nation of perturbation and observation (P&O) and incremental conductance (InC)
methodologies. The modeling and simulation of the proposed UPQC with ZSI has
been executed in MATLAB/Simulink for relief of voltage swell and harmonics and
the obtained results are contrasted and UPQC with VSI and CSI.

Keywords ZSI · UPQC · Sag · Swell · Solar Energy

6.1 Introduction

These days voltage quality unsettling influences, in particular, voltage droops, and
swells represent a genuine danger to the clients (Venkatesh et al. 2011; Alam et al.
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2015). Earlier conventional strategies are proposed to mitigate power quality issues.
Yet, of late, to improve the voltage quality, Custom Power Device (CPD) gadgets are
utilized.UPQC is the arrangement of shunt associatedCPDgadget that is used to limit
the voltage hang, swell, and sounds in a force dispersion framework (Sundarabalan
and Selvi 2015; Sadigh and Smedley 2016; Rahman et al. 2015; Yunfei et al. 2016).
Apart from this, the issue of shoot-through or cross-conduction may obliterate the
entire IGBT exchanging gadgets. The CSI works as a step-up inverter and the open
circuit across the inductor is the main problem. But UPQC with ZSI works as a step-
down and step-up inverter (Vodapalli et al. 2015; Reisi et al. 2013; Balamurugan et al.
2013). The voltage infusion ability has both buck and boost capability (Hanif et al.
2011; Zope and Somkuwar 2012; Pilehvar et al. 2015). Because of the nearness of this
one-of-a kind character, it licenses inverters to be worked in the shoot-through mode
(Tang et al. 2011; Saravanan et al. 2015; Tajuddin et al. 2015a). Solar energy is one of
the most reliable energy sources for renewable energy power generation. It changes
the energy from sunlight and converts it using power converters process in order to
deliver the generated power to an existing electrical network. As has been known,
electrical power consumption increases almost 3.5% every year (Wu et al. 2017). It
shows that solar power generation is a very promising electrical generation, especially
in a country that receives high sunlight penetration during the day. However, the
conventional PV power converters circuit requires two-stage converters (Tajuddin
et al. 2015b); the first is to boost the PV voltage to the desired level and then convert
the DC input back into AC before it can be fed to the existing electrical grid. Though
this configuration is proven to be performing well, it creates lower efficiency, lower
reliability, larger in size, more circuitry converters, and produces high power losses
as explained in Kannan et al. (2014), Ali (2018) at the output of the converter. As
a solution, a Z-source inverter (ZSI) which is based on a passive circuitry process
is proposed to overcome the drawbacks of a conventional PV-inverter connection.
Currently, ZSI has become an emerging topology in power converter especially in
DC–AC converter at a very interesting power level. For instance, it only uses a single-
stage power converter with the ability of buck–boost characteristic operations with
added features of low ripple input current and high value of voltage gain. These
advantages make use of this converter for photovoltaic power generation with high
tracking efficiency and achieve better performance (Carrasco and Mancilla-David
2016). Since ZSI is considered a new type of inverter, a lot of research on this area
has increased. The focus of the research is to improve the control algorithm, reduce
switching schemes, or add a new topology or others (Kannan et al. 2014). However,
all of these techniques could not work if the current maximum power point tracking
(MPPT) has not been modified to extract more power from the PV for the grid supply
(Ahmed and Salam 2016). Consequently, numerous MPPT techniques are reported
in the literature (Kandemir et al. 2017; Fathabadi 2016; Alik and Jusoh 2018) and
it has been discussed that an emphasis on an improved MPPT can be applied in a
Z-source inverter. MPPT approaches can be classified into two categories, which
are the conventional and soft computing approaches (Ahmed and Salam 2015). At
the moment, the conventional MPPT algorithms such as perturb and observe (P&O)
(Umarani and Seyezhai 2016; Tey and Mekhilef 2014), incremental conductance
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(InC) (Farhat et al. 2015), hill climbing (HC), etc. have been used intensively in
tracking power generated from a solar panel. Several researchers had utilized the
Artificial Intelligence techniques such as fuzzy logic control (FLC) (Gheibi, et al.
2016), adaptive fuzzy controller (Messalti and Harrag 2015), neural network (NN)
(Kermadi andBerkouk 2017) to operate in softMPPTmethods or others names called
as soft computing approach. All of them are proven to be very effective in dealing
with nonlinear characteristics of solar cells based on the PV I–V curve characteristics.

6.2 PV UPQC with VSI, CSI, and ZSI

Solar photovoltaic UPQC with VSI, CSI, and ZSI is highlighted in Figs. 6.1,
6.2 and 6.3. The DC-connection of both dynamic force channels is associated with
a typical DC-interface capacitor for a situation of VSI-UPQC, regular DC-interface
inductance for a situation of CSI-UPQC, and both if there should arise an occur-
rence of ZSI-UPQC. The arrangement gadget of the UPQCs, otherwise called an
arrangement dynamic force channel, keeps the customer load end voltages inhumane
toward the inventory voltage quality issues like hang/swell, floods, vacillations, and
unbalance. The shunt gadget of the UPQCs, otherwise called a shunt dynamic force
channel, gives responsive force remuneration, load adjusting, and disposal of sounds
(Fig. 6.2).
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6.3 Working States of ZSI

The action of ZSI can be finished after three modes such as active mode, zero-state
mode, and shoot-through (ST) mode as shown in Fig. 6.4(a–c). The parameters in
Figs. 6.1–6.3 are highlighted in Table 6.1.

Let us consider impedance network elements have a similar value (L1 = L2 = L
and C1 = C1 = C).

Hence, the voltage relation of ZSI is (Hanif et al. 2011; Pilehvar et al. 2015)

VL1 = VL2 = VL

VC1 = VC2 = VC

}
(6.1)

where t0 is the range of shoot-through mode (Hanif et al. 2011; Pilehvar et al. 2015).

VL = VC

Vdiode = 2VC

Vdc−1 = 0 (because shoot-through)

⎫⎪⎬
⎪⎭ (6.2)

where t1 is the range of normal and zero-state mode (Hanif et al. 2011; Pilehvar et al.
2015).
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Table 6.1 Value of elements
in Figs. 6.1–6.3

Parameter Value

Solar photovoltaic output voltage (VPV) 35.5 V

ZSI Inductance (L1 = L2) 0.6 mH

ZSI Capacitor (C1 = C2) 0.05 µF

Peak DC-link voltage
Vdc-1 (during shoot-through mode)

0 V

Vdc-1 (during active and null mode) 300 V

Voltage across capacitor (VC) 167.75 V

Voltage across inductor (VL) −132.25 V

Modulation index (M) 0.5

Shoot-through duty ratio (D) 0.49

Shoot-through time per cycle (t0) 9.83 µs

Non-shoot-through time per cycle (t1) 12.8 µs

Total Switching Period (t) 0.02 ms

Average current through inductor(
_

IL ,Avg) 4.28 A

Maximum inductor current (IL ,Max ) 5.56 A

Minimum inductor current (IL ,Min) 2.99 A

Switching frequency (fs) 50 kHz

VL �= VC

Vdiode = VPV = VL + VC

VL = VPV − VC = VC − Vdc−1

Vdc−1 = VC − VL = 2VC − VPV

⎫⎪⎪⎪⎬
⎪⎪⎪⎭

(6.3)

where Vpv is solar photovoltaic output voltage.
At switching period t, the mean voltage of the inductor during steady state is zero

(VLAvg) (Hanif et al. 2011; Pilehvar et al. 2015).

VLAvg = VC ∗ t0 + (VPV − VC) ∗ t1 = 0

VC = VPV

(
t1

t1 − t0

)
(6.4)

Normal DC-connect voltage of inverter (Vdc-1).
Vdc−1 = t0 ∗ 0 + t1(2VC − VPV ) using Eq. (6.4)

Vdc−1 =
(

t1
t1 − t0

)
VPV = VC (6.5)

Maximum DC-link voltage
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∧
V

dc−1
= (VC − VL) = VC − (VPV − VC)

∧
V

dc−1
= (2VC − VPV ) (6.6)

∧
V

dc−1
= BVPV (6.7)

B =
(

t

t1 − t0

)
= 1

1 − ( 2t0
t

) ≥ 1 , t = t0 + t1 (6.8)

The converter output voltage can be calculated as (Hanif et al. 2011; Pilehvar et al.
2015)

∧
VAC = M

∧
Vdc−1

2
=

(
MBVPV

2

)
(6.9)

Voltage across the capacitor (Hanif et al. 2011; Pilehvar et al. 2015).
From Eq. (6.4), we have

VC =
(

t1
t1 − t0

)
VPV

VC =
(
t1
t

)(
t

t1 − t0

)
VPV

VC =
⎛
⎝ 1 − (t0/t)
1 −

(
2t0

/
t

)
⎞
⎠VPV

(6.10)

VC = B + 1

2B
∗ B ∗ VPV =

(
B + 1

2

)
VPV (6.11)

6.4 Modulatıon Algorıthm Wıth Tımıng Dıagram
of the Proposed Z-Source Inverter

Figure 6.5 shows the structure and Table 6.2 lists the 83 switching states of the
proposed Z-Source inverter, which includes 40 active states, 2 null states, and 41
shoot-through states.
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Fig 6.5 Z-Source Inverter Modulation

6.5 Proposed Hybrid Technique

The most regularly utilizedMPPT regulators are P&O (Umarani and Seyezhai 2016;
Tey and Mekhilef 2014) and the InC (Farhat et al. 2015) MPPT regulator. These
regulators likewise have not many downsides which now and again could be an issue
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Table 6.2 Switching States of the proposed ZSI (!CY represents complement of SX, where Y =
1, 3, 5, 7, 9, or 11)

State{100,000}(finite) C1 C12 C3 C10 C5 C8 C7 C6 C9 C4 C11 C2

State{110,000}(finite) 1 0 0 1 0 1 0 1 0 1 0 1

State{101,000}(finite) 1 0 1 0 0 1 0 1 0 1 0 1

State{100,100}(finite) 1 0 0 1 1 0 0 1 0 1 0 1

State{100,010}(finite) 1 0 0 1 0 1 0 1 1 0 0 1

State{100,001}(finite) 1 0 0 1 0 1 0 1 0 1 1 0

State{010,000} finite 0 1 1 0 0 1 0 1 0 1 0 1

State{011,000} finite 0 1 1 0 1 0 0 1 0 1 0 1

State{010,100} finite 0 1 1 0 0 1 1 0 0 1 0 1

State {010,010} finite 0 1 1 0 0 1 0 1 1 0 0 1

State {010,001} finite 0 1 1 0 0 1 0 1 0 1 1 0

State {001,000} finite 0 1 0 1 1 0 0 1 0 1 0 1

State {001,100} finite 0 1 0 1 1 0 1 0 0 1 0 1

State {001,010} finite 0 1 0 1 1 0 0 1 1 0 0 1

State {001,001} finite 0 1 0 1 1 0 0 1 0 1 1 0

State {000,100} finite 0 1 0 1 0 1 1 0 0 1 0 1

State {000,110} finite 0 1 0 1 0 1 1 0 1 0 0 1

State {000,101} finite 0 1 0 1 0 1 1 0 0 1 1 0

State {000,010} finite 0 1 0 1 0 1 0 1 1 0 0 1

State {000,011} finite 0 1 0 1 0 1 0 1 1 0 1 0

State {111,000} finite 1 0 1 0 1 0 0 1 0 1 0 1

State {110,100} finite 1 0 1 0 0 1 1 0 0 1 0 1

State {110,010} finite 1 0 1 0 0 1 0 1 1 0 0 1

State {110,001} finite 1 0 1 0 0 1 0 1 0 1 1 0

State {011,100} finite 0 1 1 0 1 0 1 0 0 1 0 1

State {011,010} finite 0 1 1 0 1 0 0 1 1 0 0 1

State {011,001} finite 0 1 1 0 1 0 0 1 0 1 1 0

State {001,110} finite 0 1 0 1 1 0 1 0 1 0 0 1

State {001,101} finite 0 1 0 1 1 0 1 0 0 1 1 0

State {000,111} finite 0 1 0 1 0 1 1 0 1 0 1 0

State {100,011} finite 1 0 0 1 0 1 0 1 1 0 1 0

State {111,100} finite 1 0 1 0 1 0 1 0 0 1 0 1

State {111,010} finite 1 0 1 0 1 0 0 1 1 0 0 1

State {111,001} finite 1 0 1 0 1 0 0 1 0 1 1 0

State {011,110} finite 0 1 1 0 1 0 1 0 1 0 0 1

State {011,101} finite 0 1 1 0 1 0 1 1 0 1 1 0

(continued)
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Table 6.2 (continued)

State{100,000}(finite) C1 C12 C3 C10 C5 C8 C7 C6 C9 C4 C11 C2

State {001,111} finite 0 1 0 1 1 0 1 0 1 0 1 0

State {100,111} finite 1 0 0 1 0 1 1 0 1 0 1 0

State {111,110} finite 1 0 1 0 1 0 1 0 1 0 0 1

State {011,111} finite 0 1 1 0 1 0 1 0 1 0 1 0

Null {000,000} (0 V) 0 1 0 1 0 1 0 1 0 1 0 1

Null{111,111} (0 V) 1 0 1 0 1 0 1 0 1 0 1 0

Shoot-through F1 (0 V) 1 1 C3 !C3 C5 !C5 C7 !C7 C9 !C9 C11 !C11

Shoot-through F2 (0 V) C1 !C1 1 1 C5 !C5 C7 !C7 C9 !C9 C11 !C11

Shoot-through F3 (0 V) C1 !C1 C3 !C3 1 1 C7 !C7 C9 !CS9 C11 !C11

Shoot-through F4 (0 V) C1 !C1 C3 !C3 C5 !C5 1 1 C9 !C9 C11 !C11

Shoot-through F5 (0 V) C1 !C1 C3 !C3 C5 !C5 C7 !C7 1 1 C11 !C11

Shoot-through F6 (0 V) C1 !C1 C3 !C3 C5 !C5 C7 !C7 C9 !C9 1 1

Shoot-through F7 (0 V) 1 1 1 1 C5 !C5 C7 !C7 C9 !C9 C11 !C11

Shoot-through F8 (0 V) 1 1 C3 !C3 1 1 C7 !C7 C9 !C9 C11 !C11

Shoot-through F9 (0 V) 1 1 C3 !C3 C5 !C5 1 1 C9 !C9 C11 !C11

Shoot-through F10(0 V) 1 1 C3 !C3 C5 !C5 C7 !C7 1 1 C11 !C11

Shoot-through F11(0 V) 1 1 C3 !C3 C5 !C5 C7 !C7 C9 !C9 1 1

Shoot-through F12(0 V) C1 !C1 1 1 1 1 C7 !C7 C9 !C9 C11 !C11

Shoot-through F13(0 V) C1 !C1 1 1 C5 !C5 1 1 C9 !C9 C11 !C11

Shoot-throughF14 (0 V) C1 !C1 1 1 C5 !C5 C7 !C7 1 1 C11 !C11

Shoot-through F15(0 V) C1 !C1 1 1 C5 !C5 C7 !C7 C9 !C9 1 1

Shoot-through F16(0 V) C1 !C1 C3 !C3 1 1 1 1 C9 !C9 C11 !C11

Shoot-through F17(0 V) C1 !C1 C3 !C3 1 1 C7 !C7 1 1 C11 !C11

Shoot-through F18(0 V) C1 !C1 C3 !C3 1 1 C7 !C7 C9 !C9 1 1

Shoot-through F19(0 V) C1 !C1 C3 !C3 C5 !C5 1 1 1 1 C11 !C11

Shoot-through F20(0 V) C1 !C1 C3 !C3 C5 !C5 1 1 C9 !C9 1 1

Shoot-through F21(0 V) C1 !C1 C3 !C3 C5 !C5 C7 !C7 1 1 1 1

Shoot-through F22(0 V) 1 1 1 1 1 1 C7 !C7 C9 !C9 C11 !C11

Shoot-through F23(0 V) 1 1 1 1 C5 !C5 1 1 C9 !C9 C11 !C11

Shoot-through F24(0 V) 1 1 1 1 C5 !C5 C7 !C7 1 1 C11 !C11

Shoot-through F25(0 V) 1 1 1 1 C5 !C5 C7 !C7 C9 !C9 1 1

Shoot-through F26(0 V) C1 !C1 1 1 1 1 1 1 C9 !C9 C11 !C11

Shoot-through F27(0 V) C1 !C1 1 1 1 1 C7 !C7 1 1 C11 !C11

Shoot-through F28(0 V) C1 !C1 1 1 1 1 C7 !C7 C9 !C9 1 1

Shoot-through F29(0 V) C1 !C1 C3 !C3 1 1 1 1 1 1 C11 !C11

(continued)



6 Design and Analysis of Renewable-Energy-Fed … 117

Table 6.2 (continued)

State{100,000}(finite) C1 C12 C3 C10 C5 C8 C7 C6 C9 C4 C11 C2

Shoot-through F30(0 V) C1 !C1 C3 !C3 1 1 1 1 C9 !C9 1 1

Shoot-through F31(0 V) C1 !C1 C3 !C3 C5 !C5 1 1 1 1 1 1

Shoot-through F32(0 V) 1 1 1 1 1 1 1 1 C9 !C9 C11 !C11

Shoot-through F33(0 V) 1 1 1 1 1 1 C7 !C7 1 1 C11 !C11

Shoot-through F34(0 V) 1 1 1 1 1 1 C7 !C7 C9 !C9 1 1

Shoot-through F35(0 V) C1 !C1 1 1 1 1 1 1 1 1 C11 !C11

Shoot-through F36(0 V) C1 !C1 1 1 1 1 1 1 C9 !C9 1 1

Shoot-through F37(0 V) C1 !C1 C3 !C3 1 1 1 1 1 1 1 1

Shoot-through F38(0 V) 1 1 1 1 1 1 1 1 1 1 C11 !C11

Shoot-through F39(0 V) 1 1 1 1 1 1 1 1 C9 !C9 1 1

Shoot-through F40(0 V) C1 !C1 1 1 1 1 1 1 1 1 1 1

Shoot-through F41(0 V) 1 1 1 1 1 1 1 1 1 1 1 1

while following the force from PV modules. Henceforth, another crossbreed MPPT
regulator is proposed in this paper that disposes of the defeats of both P&O and
INC MPPT regulators. The proposed MPPT regulator likewise expects to join the
advantages of both the existing MPPT regulators. The cross-breed MPPT method is
proposed to dispose of the constraints of both P&O and InC procedures as portrayed
in Fig. 6.6. The principal focus of this proposed method is to gain the merge benefits
of bother and perception and steady conductance techniques. It estimates voltage and
current from the sun-oriented PV board and computes yield power. Subsequent to
ascertaining the yield power, the proposed procedure stores power, estimated voltage,
and estimated current in a brief memory for examination. Presently, it contrasts
the force and the past estimation of force by finding the adjustment in power. The
proposed computation checks whether �I/�V is more noticeable than, not actually,
or identical to – I/V and makes its decision whether to augmentation or reduction
the terminal voltage.

Fig. 6.6 Hybrid strategy
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6.6 Results and Discussion

To show the usefulness of the PV dealt with VSI-, CSI-, and ZSI-based UPQCs with
its connected UVT control strategy and the power circuit given in Figs. 6.1–6.3 have
been set up with MATLAB/Simulink programming. The PV exhibit with chopper
gives amore prominent yield voltage. Figure 6.7 shows thePVcluster voltagewithout
and with a chopper. Figure 6.8a–c highlights that the force yield of the proposed half
and half strategy is more viable in separating the most extreme force point (MPP
= 152 W) from a sun-based PV framework contrasted with the greatest force point
(MPP = 151 W) for a situation of P&O procedure and greatest force point (MPP
= 152.58 W) for a situation of gradual conductance technique. The primary goal
of this part is to assess the presentation of the PV took care of UPQC with ZSI in
examination with that of PV took care of UPQCwith VSI andUPQCwith CSI for the
easing of force quality occasions, for example, voltage swells and sounds in supply
current just as burden voltage.

Fig. 6.7 Solar system
output voltage with and
without a chopper

Fig. 6.8 a P&O, b InC, and c the proposed hybrid scheme
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Fig. 6.9 Swell alleviation by UPQC with VSI

6.6.1 Swell Alleviation by UPQC with VSI

The presentation of UPQCwith VSI is featured in Fig. 6.9a–e for limiting the voltage
enlarge. A voltage swell of size 20% is noted as displayed in Fig. 6.9a–b. To limit
this issue, sun-powered photovoltaic-based UPQC with VSI comes right into it and
infuses missing voltage as displayed in Fig. 6.9c. The infused voltage is added to
supply voltage and, consequently, the load voltage is liberated from voltage expan-
sion as displayed in Fig. 6.9d. The conduct of DC-connect voltage during voltage
expansion occasion uncovered in Fig. 6.9e.

6.6.2 Swell Alleviation by UPQC with CSI

A swell of size 20% saw as displayed in Fig. 6.10a–b. To restrict this voltage enlarge-
ment, sun-based photovoltaic-based UPQC with CSI is related and produces the
required measure voltage as shown in Fig. 6.10c. To restrict this issue, the solar
system connected UPQCwith CSI comes right into it and injects the required voltage
as featured in Fig. 6.10c. The infused voltage is added to supply voltage and, conse-
quently, the load voltage is liberated from voltage enlarge as displayed in Fig. 6.10d.
The conduct of inductor current during voltage growth occasion is uncovered in
Fig. 6.10e.
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Fig. 6.10 Swell alleviation by UPQC with CSI

6.6.3 Swell Alleviation by UPQC with ZSI

The strength of UPQC with ZSI is featured in Fig. 6.11a–f for alleviation of voltage
enlargement. Without UPQC, a voltage swell of size 20% is noted as displayed in
Fig. 6.11a–b. To decrease the impact of voltage enlarge, the solar system connected
UPQC with ZSI comes right into it and infuses the required voltage as featured in
Fig. 6.11c. The UPQC infused voltage is added to source voltage and, consequently,
the load voltage is liberated from voltage expansion as displayed in Fig. 6.11d. The

Fig. 6.11 Response of UPQC with ZSI
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conduct of DC-interface voltage and inductor current during voltage growth occasion
uncovered in Fig. 6.11e and f.

Changed and uncompensated burden voltages under voltage swell conditions are
depicted in Fig. 6.12. From the outset, when UPQC with VSI, CSI, and ZSI is not
related to the structure, the system encounters a voltage swell of a degree of 20%
(60 V) of the load voltage. During voltage grow event UPQC with VSI implants the
voltage of 120 V, UPQC with CSI injects the voltage of 200 V and UPQC with ZSI
imbues the voltage of 75 V as exhibited in Fig. 6.12a. The PV connected UPQCwith
ZSI shows the preferable display over make the reasonable proportion of imbued
voltage appeared differently in relation to UPQC with VSI and UPQC with CSI.
Appropriately, load voltage gets sinusoidal as exhibited in Fig. 6.12b.

Fig. 6.12 a Injected voltages and b load voltages
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Table 6.3 Supply current harmonics THDi of VSI, CSI, and ZSI UPQCs

Without
UPQCs

UPQC-VSI UPQC-CSI UPQC-ZSI

With
UPQC-VSI

Improvement
in THDi (%)

With
UPQC-CSI

Improvement
in THDi (%)

With
UPQC-ZSI

Improvement
in THDi (%)

7.28 1.67 77.06 1.66 77.20 1.60 78.02

Table 6.4 Load voltage harmonics THDs of VSI, CSI, and ZSI UPQCs

Without
UPQCs

UPQC-VSI UPQC-CSI UPQC-ZSI

With
UPQC-VSI

Improvement
in THDs (%)

With
UPQC-CSI

Improvement
in THDs (%)

With
UPQC-ZSI

Improvement
in THDs (%)

18.62 2.31 87.60 2.48 86.68 1.48 92.05

The exhibition of supply current as well as load harmonics filtering of PV took
care of UPQCs during load exchanging condition as shown in Tables 6.3–6.4. During
load exchanging, the source current THDi before pay is discovered to be 7.97%,
while THDi of the source current after remuneration is discovered to be 0.72% in the
presence of UPQC-VSI with a 90.96% decrease in THDi, 0.83% if there should arise
an occurrence of UPQC-CSI with an 89.58% decrease in THDi and 0.72% in the
presence ofZSI-UPQCwith a 90.96%decrease inTHDi individually as demonstrated
in Table 6.3. In this way, VSI-UPQC and CSI-UPQC are decreasing a lesser measure
of THDi in contrast with UPQC-ZSI.

Table 6.4 summed up the THDv correlation of PV connected UPQC with VSI,
CSI, and ZSI during load exchanging. From table 6.4, it is featured that THDv of load
voltage before remuneration is recorded to be 18.62%, and the THDv of load voltage
after pay is discovered to be 2.31% if there should arise an occurrence of UPQCwith
VSI, 2.48% in presence of UPQC with CSI and 1.48% in presence of ZSI-UPQC.
Along these lines, an 87.60% decrease in THDv has been accomplished utilizing
UPQC with ZSI contrasted with an 86.68% decrease in THDv of UPQC-VSI and
92.05% decrease in THDv of UPQC-CSI.

6.7 Conclusion

The proposedmethodology shows the preferred introduction over producemost limit
power yield appeared differently in relation to P&O and InC methodologies. The PV
dealt with UPQCs are liable for the fast and exact making of implanting voltage and
injects it into the structure for compensation of supply voltage agitating impacts, for
instance, voltage swells. The obtained reproduction results show that UPQC with
ZSI implants the reasonable proportion of three-stage mixing voltage stood out from
UPQCwithVSI andCSI. The reenactment resultsmoreover exhibit that the proposed
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UPQC-ZSI shows a preferable capacity over annihilating the source current and load
voltage harmonic stood out from UPQC-VSI and UPQC-CSI.
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Chapter 7
Energy Storage Technologies; Recent
Advances, Challenges, and Prospectives

Ababay Ketema Worku, Delele Worku Ayele, Nigus Gabbiye Habtu,
Bimrew Tamrat Admasu, Getu Alemayehu, Biniyam Zemene Taye,
and Temesgen Atnafu Yemata

Abstract Fossil fuels are the origins of conventional energy production, which
has been progressively transformed into modern innovative technologies with an
emphasis on renewable sources such as wind, solar, and hydrothermal. Recently, the
challenges concerning the environment and energy, the growthof clean and renewable
energy-storage devices have drawnmuch attention.Renewable energy sources are the
primary choice, which addresses some critical energy issues like energy security and
climate change.But, renewable energy sources have interrupted and irregular supplies
that should be stored in efficient, safe, efficient, reliable, affordable, and clean ways.
Hence, energy storage is a critical issue to advance the innovation of energy storage
for a sustainable prospect. Thus, there are various kinds of energy storage technolo-
gies such as chemical, electromagnetic, thermal, electrical, electrochemical, etc. The
benefits of energy storage have been highlighted first. The classification of energy
storage technologies and their progress has been discussed in this chapter in detail.
Then metal–air batteries, supercapacitors, compressed air, flywheel, thermal energy,
superconducting magnetic, pumped hydro, and hybrid energy storage devices are
critically discussed. Finally, the recent progress, problems, and future prospects of
energy storage systems have been forwarded. The chapter is vital for scholars and
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scientists, which provides brief background knowledge on basic principles of energy
storage systems.

Keywords Renewables · Metal–air batteries · Energy storage · Thermal energy ·
Pumped hydro storage · Superconducting magnetic

Nomenclature

ESSs energy storage systems
EMES electromagnetic energy storage
CESTs chemical energy storage technologies
EMES electromagnetic energy storage
PHES pumped hydroelectric energy storage
MESTs mechanical energy storage technologies
FEST flywheel Energy Storage technology
TES thermal energy storage
FC fuel Cells
SHS sensible heat storage
LHS latent heat storage
ECES electrochemical energy storage
NiCd nickel-cadmium batteries
FBs flow batteries
LIBs lithium-ion batteries
MABs metal-Air Batteries
HESSs hybrid energy storage systems

7.1 Introduction

Recently, the world population is increased in an amazing manner, which leads to
the growth of global energy demand. Thus, this demand has been maintained using
fossil fuels as a source of energy (Sadeghi et al. 2021). However, their inadequate
assets, climate change issues, and energy security issues have been forced to focus
on alternative energy technologies. Renewable energy sources have great advantages
related to environmental effects and energy security, which is not a constant supply
of energy (Zhao and Guo 2021). Hence, renewables need to be stored in safe, eco-
friendly, effective, and reliable ways for later use. Energy storage systems (ESSs)
can be divided according to different principles (Komala et al. 2021). They can
be divided as chemical, electromagnetic, thermal, mechanical, and electrochemical,
associated with the kind of stored energy. Energy in the form of potential or kinetic
can be stored in mechanical ESSs (Cheng et al. 2021). Betties gained special attrition
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for ESSs because this electrochemical energy storage was studied highly. Moreover,
chemical energy storage such as ammonia, methane, and hydrogen are frequently
studied technologies (Hu et al. 2021). Additionally, latent or sensible heat storage is
a type of thermal ESSs. Electromagnetic energy storage is an emerging technology,
which needs special attrition. The purpose of this chapter is to deliver a detailed
discussion on energy storage technologies, which is used as a reference for different
scholars and industries involved in the area. However, there are a limited number
of reviews on energy storage technologies and their application (Wang et al. 2021).
Hence, in this chapter, we discussed the recent advancements in basic energy storage
tools such as electromagnetic, electrochemical, thermal, mechanical, and chemical,
energy storage devices (Nguyen et al. 2014). Finally, challenges and prospectives are
discussed to identify the gaps and to forward import directions for the enhancement
of energy storage technologies.

7.2 Benefits of Storing Energy

ESSs can be classified based on different systems such as (Pickard 2012).

• Chemical,
• Electrochemical,
• Electromagnetic,
• Thermal, and
• Mechanical.

Thus, each system has its own characteristics and efficiency. The criteria for
choosing suitable ESSs are shown in Fig. 7.1. The criteria for selecting ESSs, such
as storage cost, adaptability, environmental impact, capacities, and efficiency, can be
used in the selection process.

Fig. 7.1 Schematic illustration of criteria for selecting appropriate energy storage systems
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In fact, ESSs have many characteristics, and each energy storage system has
different expectations, depending on the requirements of the end-user. Though, when
demand and supply do not balance each other, all will be used together to provide
clean, affordable, efficient, safe, and reliable energy. Recently prepared various ESSs
have similar features with traditional energy generation technologies. Additionally,
they produce some different properties, which make the energy method further
complex (Papaefthymiou et al. 2010). Various energy production technologies from
hydroelectric power plants, the energy produced by storage systems are restricted,
which means in an energy storage system, the peak power production can be kept for
a certain period of time, associated with the energy previously stored in the system.
Moreover, furthermore to limited power generation capacity, most energy storage
systems also have cycle limits. Though, in addition to the problems, ESSs still have
significant advantages and can meet energy needs without or with limited supply.
In addition to these main benefits, they also have technological, environmental, and
economic merits, which make them an essential foundation in energy technology.
Figure 7.2 displays selected vital conditions to be provided in the designing process
of ESSs. For instance, if the system contains a higher discharging and charging power
rating, however a lower capacity, it may be utilized for fast and short-lived emer-
gencies, mobile power supplies, etc. It is a good choice, but it is not appropriate for
periodic energy storage. Moreover, systems with lower capital costs and higher oper-
ating costs will be more suitable for short-term storage such as emergency and peak

Fig. 7.2 Schematic illustration of criteria used to estimate the performance of ESSs
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Fig. 7.3 Schematic illustration of benefits of ESSs

demand needs. Oppositely, technologies with low operating costs and high capital
are further appropriate for long-term energy requirements like periodic storage.

Depending on the location of the facility, utility rates and power load, and other
factors, energy storage can be the best means for facilities to cut electricity bills. The
price of ESSs is declining, and the figure of customer-defined ESSs that has been
installed is rapidly increasing. Moreover, to increase the use of renewable energy
for power generation, improved energy storage technology also has the following
advantages (Fig. 7.3) (Liu et al. 2010):

• Environmental issues: Energy storage has different environmental advantages,
which make it an important technology to achieving sustainable development
goals.Moreover, thewidespread use of clean electricity can reduce carbon dioxide
emissions (Faunce et al. 2013).

• Cost reduction: Different industrial and commercial systems need to be charged
according to their energy costs. Solar photovoltaic power generation can decrease
total power consumption, but these merits do not permanently coincide with the
peak usage hours of buildings (Luo et al. 2015).

• Maximize usage time: ESSs can transform power consumption from expensive
periods when demand is high to low-cost power periods when demand is low.
If the electricity price structure changes over time, and the peak demand period
shifts to the evening when there is no light, this can reduce the risk of reducing
the value of on-site solar energy. This also enables facilities to take full advantage
of time-of-use pricing and reduces the risk of electricity price structure changing
the cost of electricity.

• Emergency backup: Power backup is a significant part of a resilient plan. More-
over, by using this infrastructure on a daily basis to reduce demand costs, its
reliability and availability can be improved during shutdowns compared to inde-
pendent battery systems and diesel generators used only during shutdowns (Tewari
and Mohan 2013).
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• Economy: Increase the economic value of wind energy and solar energy (Pearre
and Swan 2015).

• Work: Creates work in transportation, engineering, construction, financial, and
manufacturing departments (Heymans et al. 2014).

7.3 Energy Storage Technologies

In this section, a brief overview of chemical, electromagnetic, electrochemical,
mechanical, and thermal ESSs with their technical status will be presented. Thus,
ESSs can store energy in different systems for future utilization (Zhao et al. 2015).
The prospect of energy storage is to be able to preserve the energy content of
energy storage in the charging and discharging times with negligible loss. Hence, the
selected technologies primarily change electrical energy into various forms during
the charging process for efficient storage (Kirubakaran et al. 2009). The most widely
used storage technologies can be categorized according to the kind of energy stored,
as shown in Fig. 7.4. Moreover, there are various types of technologies such as end-
use applications, which are used as ESSs. The typical example is the adjustment of
energy consumption peak and time demand. Other examples include utility control
of electric water heaters, pre-cooling, adjustment of municipal water time, etc. to
reduce cooling requirements during the day (Whittingham 2008).

Fig. 7.4 Schematic illustration of the classification of selected ESSs
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7.3.1 Chemical Energy Storage Technologies (CESTs)

In CESTs, energy can be stored using various materials in the form of chemical
energy. It can be categorized as follows:

• Biofuels,
• Hydrogen storage.

7.3.1.1 Hydrogen Storage

Hydrogen is a type of energy that can be transported and stored. Moreover, hydrogen
gas has expensive storage, low energy density, and non-toxicity with combustion
product of H2O. Hydrogen can be fabricated via several methods such as electrolysis,
natural gas, coal, and oil. It can be stored in various forms such as in metal-hydride,
liquid, and gaseous forms. Thus, hydrogen storage in the form of metal-hydride and
gas are very mature systems for hydrogen storage. However, the boiling point of
hydrogen is 20 K, which is a challenge of hydrogen storage in the form of liquid.
Hydrogen storage in the form of gaseous is associated with mechanical stability and
material permeability in extreme pressure.

7.3.1.2 Biofuels

Biofuels are formedvia biologicalmethods instead of geologicalmethods.Biomass is
an organic substance acquired from the residues of animal and plant manure. Hence,
biomass is employed to generate the biogas that can be utilized for local application or
can be transformed into electricity via a generator. There are various types of biofuels
such as solid biomass, biodiesel, gasoline, biofuel syngas, bio-alcohols, biogas, bio
ether, green diesel, ethanol, and vegetable oils.

7.3.2 Electromagnetic Energy Storage (EMES)

In superconductors, the flow of direct current produces energy, which can be stored
in the form of a magnetic field. Electricity storing in the form of electrical energy is
a challenging activity because of different causes such as low efficiencies and high
system losses. Hence, electrical energy might be changed to different types of energy
for storage purposes in an affordable, safe, environmentally benign, and reliable way.
In EMES, electrical or different type of energy is changed to electromagnetic energy
using different devices such as superconducting electromagnets and capacitors. The
two electrical conductors of a capacitor are separated using a dielectric material.
Charge can be accumulated on the side of the applied current, while current is applied
to the conductor. Thus, the conductor plates can be stored energy in the form of an
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Fig. 7.5 Schematic diagram of electromagnetic energy storage technology. Reproduced with
permission (Luo et al. 2015) Copyright (2015), Elsevier

electric field. Capacitors with higher energy density are called supercapacitors. For
the generation of a magnetic field, superconducting magnetic energy storage is used
via a cryogenically cooled superconducting coil. Hence, such types of technologies
are appropriate for high-power requests when storing fluctuating and intermittent
energy sources. EMES have various merits such as sensitivity to battery voltage
imbalancemaximumvoltage threshold, andbattery interdependence, aswell as safety
issues, such as explosion, chemical, fire, and hazards. Figure 7.5 displays the diagram
of electromagnetic energy storage technology.

7.3.3 Mechanical Energy Storage Technologies (MESTs)

InMESTs, excess energy is changed into potential or kinetic energy for future utiliza-
tion. There are various types of MESTs used as energy storage the typical examples
are listed as follows:

• Flywheel,
• Compressed air storage, and
• Pumped storage.

7.3.3.1 Pumped Hydroelectric Energy Storage (PHES)

PHES is the best andmost advanced technology utilized for energy storage. Presently,
approximately 129 GW of pumped storage capacity has been installed worldwide.
The basic working mechanism of pumped storage can be categorized into two steps.
Primarily, electricity is applied to pump water from the lower reservoir to the upper
reservoir. Then, water flows from the higher reservoir to the lower reservoir, the
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input energy is recovered through the turbine (Figueiredo and Flynn 2006). From
this, we can conclude that pumped storage has very similar working principles with a
hydroelectric power plant. According to reports, the total proficiency of the pumped
storage system is between 70 and 85%, which depends on construction, size, service
life, condition, and location status. The principal merits of pumped storage are its
flexibility, which can be utilized as energy storage several times. The response time
of the pumped storage system is also very short (a few seconds to a few minutes).
The other merits of pumped storage are long service life, low operating cost, lack of
circulating energy consumption, and low maintenance cost. However, the pumping
system has very special location conditions. Furthermore, pumped storage usually
needs high asset costs. However, pumped storage has been regarded as an efficient
solution that can be utilized to balance the load of the power system and reduce peak
energy demand. The PHES devices store energy in the form of potential energy,
which is pumped from lower reservoirs to higher reservoirs (Fig. 7.6). In such type
of technology, low-cost electricity (power during off-peak hours) is applied to run
pumps to lift water from the lower reservoir to the upper reservoir. At the time of high
power demand, the stored water is released via the hydraulic turbine to generate elec-
trical energy. When necessary, the reversible generator assembly acts as a turbine.
Recently, PHES systems have solar photovoltaic and wind power generation systems
that can transfer water from lower reservoirs to upper reservoirs. This technology
is currently used as a low-cost way of storing huge amounts of electrical energy;
however, suitable geographic location and capital cost are crucial decisive issues.
The preparations of most PHES power plants are extremely associated with site
properties. If the topography and geological conditions of the area are favorable, it
is said that there is sufficient water available for the development of PHES plants

Fig. 7.6 Schematic diagram of pumped hydro storage plant. Reproduced with permission (Shaqsi
et al. 2020) Copyright (2020), Elsevier
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in the area (Zuo et al. 2015). Generally, PHES is considered to be the most effec-
tive technology to enhance the penetration rate of renewable energy in the power
system, especially in small autonomous island power grids. Pumped storage tech-
nology and wind power, which are called hybrid power plants establish a feasible
and realistic way for achieving high penetration rates of renewable energy, given
that their elements are appropriately sized. At present, the pumped storage solution
provides the most important commercial means for large-scale grid energy storage
and increases the daily power generation capacity of the power generation technology
(Beaudin et al. 2010).

7.3.3.2 Flywheel Energy Storage Technology (FEST)

In the flywheel, charging and discharging are performed by accelerating the inertial
mass (rotor). The rotor is the main component of the flywheel. The capacity and
energy density of the FEST are mainly influenced by the properties of the rotor,
containing maximum speed, and inertia (Amodeo et al. 2009). The flywheel is suit-
able for various power applications in between 100 kW and 2 MW. The discharge
time of the flywheel ranges from 5 s to 15min. The capacity of the flywheel is approx-
imately 0.5 to 1 kWh. The overall efficiency of the flywheel is about 70–80%, and
its rated standby power consumption is about 1–2%. The merits of the 30 flywheels
are its fast discharge and fast response time. Therefore, they are supposed for unin-
terruptible power supply and high-quality power supply utilization. However, the
flywheel assembly is easy to wear during continuous operation, so the service life
is short (about 100,000 charge and discharge cycles) (Amiryar and Pullen 2017).
Therefore, reducing and ultimately eliminating the friction of all components is the
main challenge facing the flywheel (Connolly et al. 2010). Though, because of the
improvement of materials such as power electronics, magnetic bearings, and the
development of high-speed motors, FEST has been recognized as a reliable choice
for energy storage utilization (Sebastián and Peña Alzola 2012). The flywheel stores
energy according to the principle of rotating mass. FEST is a mechanical storage
technology that simulates the storage of electrical energy via changing electrical
energy to mechanical energy. The flywheel stored energy in the type of rotational
kinetic energy (Suzuki et al. 2005). Figure 7.7 displays a typical configuration of
flywheel technology.

7.3.3.3 Compressed Air Energy Storage (CAES)

TheCAES is ameans of energy storage,which stored electrical energy as compressed
air via a compressor. Moreover, in CAES electricity is utilized to compress the air,
which stores the pressurized air using storage tanks such as gas chamber, under-
ground mine, expired wells, and underground salt caverns at the energy storage time
(Fig. 7.8). Hence, the mechanical level of CAES is determined by its charge life. At
the timeof charging, the compressor applies off-peak electric energy,which uses solar
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Fig. 7.7 Schematic diagram of the configuration of a flywheel technology. Reproduced with
permission (Shaqsi et al. 2020) Copyright (2020), Elsevier

Fig. 7.8 Schematic illustration of CAES plant source. Reproduced with permission (Luo et al.
2015) Copyright (2015), Elsevier

and wind power to compress ambient air. The key variation between different CAES
structures is associated with thermal engineering. However, CAES technologies can
store energy for a long period of time associatedwith batteries. Themain challenge of
CAES design in large-scale application is laid in the management of thermal energy.
In CAES, the compression produces unwanted temperature, which damages and
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decreases the operational efficiency of the technology (Ries and Neumueller 2001).
Thus, the efficiency of CAES systems is between 40 and 75%, and the start-up time
is around 5–15 min (Yang et al. 2011). In addition to pumped storage, flywheel,
and compressed air storage, there are also different types of new mechanical energy
technology under development. For instance, mechanical energy storage technology
is based on the slope of a tram carrying rocks or sand in an electric car equipped with
a motor-generator (Chen et al. 2009).

7.3.4 Thermal Energy Storage (TES)

TES is a means of thermal energy storage using heating (cooling) a condition, which
is used for later application (Sharma et al. 2009). Moreover, in TES system, elec-
trical energy (other types of energy) is changed into thermal energy in a cold state
(for instance, coolers and ice storage) or in a hot state (for instance, solar thermal
collectors). The typical example of high-temperature TES is a concentrated solar
power plant, where the stored heat is utilized at cloudy and night time while solar
energy does not exist (Fasano et al. 2015). The TES technologies can be classified
into three kinds (Fig. 7.9) as follows:

• Latent heat,
• Chemical reaction storage, and

Fig. 7.9 Schematic illustration of TES materials. Reproduced with permission (Nazir et al. 2019)
Copyright (2019), Elsevier
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• Sensible heat.

The division of TES technologies materials is shown in Fig. 7.9. The overall
efficiency of the TES system based on molten salt is relatively low, about 25% to
35%.However, their investment costs are also relatively low, whichmakes them ideal
for TES technologies (Pintaldi et al. 2015).

7.3.4.1 Sensible Heat Storage (SHS)

The SHS is prepared via storing heat energy in different materials according to the
change of temperature and heat capacity of the material throughout the charging and
discharging route. The key merit of SHS is that discharging process and charging
process is totally reversible as well as unlimited life cycles. Thus, the heat energy can
be stored in different mediums such as solid, dual, and liquid. For SHS, we can use
energy input either solar energy or electricity (Asjid et al. 2021; Velasco-Fernández
et al. 2015). The figure displays that water is circulated in the loop easily because of
the thermosiphon effect.

7.3.4.2 Latent Heat Storage (LHS)

LHS is associated with the amount of heat absorbed or released in the phase conver-
sion of different materials (Rashidi et al. 2021). It depends on the phase conversion
of the medium, for example, the phase change of solid to liquid using latent heat for
energy storage. LHS materials typically include the following:

• Organic materials. These materials are used in buildings for cooling and heating
due to their melting point, which lies in the range of 20–32 ◦C. Moreover, these
groups ofmaterials are flammable, noncorrosive, nontoxic, and chemically stable.

• Inorganic materials. This group includes materials such as metallic salt compo-
sitions and alloys, which are utilized in solar thermal applications. They have
different characteristics such as cooling down quickly, good thermal conductivity,
corrosive property, and high heat capacity (Alvi et al. 2021).

• Eutecticmixtures. This includes materials such as organic–inorganic, inorganic–
inorganic, and organic–organic. They can be utilized in different buildings (Fatih
Demirbas 2006). The schematic illustration of LHS is exhibited in Fig. 7.10.

7.3.5 Electrochemical Energy Storage (ECES)

In ECES technology, electrical energy is changed into chemical energy and stored
for later use, which is changed back to electricity when the energy is needed (Dunn
et al. 2011).

Five kinds of ECES technologies are discussed in this section:



138 A. K. Worku et al.

Fig. 7.10 Schematic illustration SHS in the solar water heater. Reproduced with permission (Nazir
et al. 2019) Copyright (2019), Elsevier

• High-temperature batteries,
• Conventional batteries,
• Metal–air batteries,
• Flow batteries, and
• Fuel cells.

However, batteries have high maturity and cost-effective technologies yet there
are a number of challenges for these systems (Singh et al. 2021). The main problems
for this technology are the distortion of components and electrolyte degradation
associatedwith electrochemical reactions that decrease the performanceof the battery
(Ibrahim et al. 2008).

7.3.5.1 Conventional Batteries

These electrochemical cells are composed of an anode, separator, electrolyte, and
cathode. In the charging process, the electrolyte is ionized, and in the discharge
process, a redox reaction occurs to recover the chemical energy stored in the ions
(Kondoh et al. 2000). The kind of electrolyte utilized determines the kind of battery
such as lithium–ion, nickel–cadmium, and lead–acid. Lead–acid batteries are cost-
effective with the highest technological maturity in conventional battery technology.
Though, lead–acid batteries (LABs) show some drawbacks such as low power, needs
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high maintenance, low specific energy, short life cycle, and toxicity. When the end-
user needs high power quality, lead–acid batteries are the most desirable. Recently,
LABs efficiency reached between 75 and 85%. Lead–acid batteries’ lifespan is
affected by different factors such as the quality of component materials, which is
expected to serve 3 - 10 years (Thounthong et al. 2009). An LAB is composed of
electrolyte (dilute aqueous sulfuric acid), lead (the negative active material), highly
porous PbO2 (positive active material), and separator (Fig. 7.11). Moreover, a lead
alloy grid is used as a current collector and provides mechanical support (Divya and
Østergaard 2009).

Nickel–cadmium batteries (NiCd): These types of batteries have a longer service
life, about 10 to 15 years. Though, it has problems related to toxicity,which is because
of cadmium. Moreover, the overall efficiency of NiCd batteries is slightly lower than
that of LABs (60–70%), and the price is higher (Zhu et al. 2013). Despite these
shortcomings, NiCd batteries have reached technological maturity and can be used
commercially. Recently, the total output power of NiCd batteries installed worldwide
is approximately 27 MW (Lacerda et al. 2009).

Advantages

• Compared to new technologies, NiCd is relatively cheap;
• NiCd shows better specific energy, as compared to LABs;
• NiCd batteries are table than other battery technologies;
• NiCd batteries can be assembled easily;
• NiCd has an advanced performance cycle life.

Disadvantages

• Cadmium is heavy metal with a toxic property, which causes diseases and thus
needs to be recycled instead of thrown away;

• Compared with different batteries such as Li-ion, it has low energy density;
• It shows high self-discharge level.

Fig. 7.11 Schematic
diagram of components and
working principle of a
lead–acid battery.
Reproduced with permission
(May et al. 2018) Copyright
(2018), Elsevier
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Fig. 7.12 Schematic illustration of approaches for performance improvement and their rationale.
Reproduced with permission (Nitta et al. 2015) Copyright (2015), Elsevier

Lithium-ion batteries (LIBs): This battery system has longer service life, low
standby loss, and high energy density that make the technology a promising choice
and popular for different applications. Moreover, with the increasing acceptance of
electric vehicles, LIBs have received more and more attention. Despite the cost chal-
lenges of LIBs (especially for larger applications), it has proven to be a huge benefit
to connect them to the grid to support utilities. Furthermore, LIBs are more efficient
(about 85–95%) and have a service life of about 10–15 years. The cost of LIBs
is higher than that of NiCd and lead batteries because they are still somewhat new.
Though, as this battery technology matures, their cost is expected to decrease (Hadji-
paschalis et al. 2009). Li-ion batteries are the appropriate source of different portable
electrochemical energy storage, which needs to enhance their performance and cost
(Alvi et al. 2021). With the purpose of enhancing the electrode Li-ion batteries,
different approaches have been designed (Wen et al. 2021). These approaches are
presented in Fig. 7.12 and they are the same regardless of operating mechanism,
crystal structure, and material type.

7.3.5.2 High-Temperature Batteries

These types of batteries show similar working mechanisms with conventional
batteries, which are also named molten salt batteries. The difference between high-
temperature batteries and conventional batteries is that high-temperature batteries
contain solid electrolytes and operate at high temperatures. The most common
types of high-temperature batteries utilized currently are sodium–nickel chloride
and sodium–sulfur (NaS) batteries. The operating temperature of an NaS battery
is approximately 300 °C to 360 °C. Associated with nickel chloride batteries, they
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have the advantage of longer energy storage time. Though, they are in the early stages
of commercialization, they have not been admitted for large-scale grid application.
The overall efficiency of NaS batteries is comparatively high, which is between 70
and 90%. Compared with nickel chloride batteries, NaS batteries have less impact on
the environment. Sodium–sulfur batteries still face some challenges, namely toxicity,
safety hazards causedby the highoperating temperature and explosiveness of sodium,
and high costs. The increase in material science and technological advancement of
these batteries is expected to solve these challenges. Sodium–nickel chloride batteries
operate at a temperature of 270 °C, which is slightly lower than that of sodium–sulfur
batteries. The total efficiency of the sodium chloride nickel battery is about 85% to
90%, and the response time is relatively fast. Thus, corrosion at higher temperature,
the service life of these batteries is not good; however, with recent developments in
materials science, cost, life and other problems associated with these batteries can
be solved (Baharoon et al. 2015).

7.3.5.3 Flow Batteries (FBs)

The electrochemical reactions that occur in FBs are very similar to high-temperature
and conventional batteries. The difference between FBs is that in FBs, the electrolyte
is retained in a container outside the reaction cell and is continuously pushed out
of the reactor and into the reactor (Nguyen and Savinell 2010). FBs have various
advantages such as easy control and monitoring of electrolyte concentration, easier
electrolyte replacement, and continuous operation. However, these types of batteries
have drawbacks such as high cost and high maintenance service, because of the extra
technology requests to maintain electrolyte out/inflow. Moreover, FBs shows lower
efficiency because of the energy demands of their auxiliary tools. Hence, in FBs,
size has a great impact related to other batteries due to the space required additional
equipment (Bueno and Carta 2006). FBs are divided into two categories: hybrid
batteries and redox batteries. In hybrid FBs, one of the electroactive components
deposited on the electrode surface is the fuel cell electrode and the other is the
battery electrode (Weber et al. 2011). The hybrid FBs’ storage capacity is linked
with the size of the battery electrode. Redox FBs are composed of electroactive parts
that are dissolved in the electrolyte. The redox FBs’ storage capacity is associated
with the capacity of the electrolyte as well as its power capacity is associated with
the area of the electrode. The typical examples of redox FBs are vanadium and zinc
bromide. Vanadium redox batteries can be utilized in various utilization such as peak
demand management and renewable power storage (Leung et al. 2012). Currently,
commercial-level vanadium redox batteries show 5 kW power capacities. Although
zinc bromide batteries are in the early stages of advancement, they are affordable,
have promising storage and high energy density technology. The zinc bromide battery
has an important problem: due to the uneven accumulation of zinc on the electrode,
it must be completely discharged every 5 to 10 cycles. Moreover, the corrosive issue
of bromine is another problem (Leung et al. 2012).
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7.3.5.4 Metal–Air Batteries (MABs)

MABs are composed of four components: an air cathode, an electrolyte, a metal
anode, and separator, as shown in Fig. 7.13 (Clark et al. 2018; Worku et al. 2021a).
The separator is an insulator that only allows ion conversion. During the discharge
process, the metal is dissolved in the electrolyte, the metal anode undergoes an
oxidation reaction, and the air cathode initiates an oxygen reduction reaction (ORR).
Because of the open battery structure, MABs utilize air as the reactant, which has a
higher specific capacity (Zhang et al. 2014). Despite their high energy density, these
huge problems must be addressed before these systems can be put into practical use
(Sharma and Bhatti 2010). In the next section among different metal–air batteries,
two potential battery technologies are presented.

Li–Air Batteries (LABs): LABs are the most preferable battery technology, which
can be used for electric vehicles because of their high energy density. Based on the
type of electrolyte utilized, LABs can be categorized as follows (Fig. 7.14):

• Solid-state LAB,
• Aqueous LAB,
• Aprotic LAB, and
• Mixed aqueous/aprotic LAB.

Hence, in the above configuration, all battery systems have oxygen gas as cathode
and lithium metal as anodic materials. Though, the configuration is similar, they
possess different reaction mechanisms, which depend on the electrolyte applied.

Zinc–air Batteries (ZABs): ZABs are made up of metal electrolyte, separator,
cathode, and anode. Figure 7.15 shows the schematic diagram of typical recharge-
able ZABs. The air electrode is composed of a catalytically active layer and a gas
diffusion layer, which are the essential parts in the charging and discharging process

Fig. 7.13 Schematic
illustration of MABs
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Fig. 7.14 Schematic illustration of Li–air batteries. Reproduced with permission (Tan et al. 2017)
Copyright (2017), Elsevier

(Cho et al. 2015). Atmospheric oxygen in the gas phase is used as an active material
for ZABs at the cathode part. ZABs are classified into two types as follows:

• Primary,
• Rechargeable (secondary).

Primary-based ZABs are stable with long storage life. Sealed primary ZABs
show 2% capacity loss after a year of storage life. Thus, ZABs are found in different
voltages and sizes. Like other primary batteries, primary ZABs can be connected
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Fig. 7.15 Schematic illustration of rechargeable zinc–air battery

in series to fabricate higher voltage a battery (Harting et al. 2012). Primary ZABs
are used in buoys railroad, and hearing aid applications. In mechanically recharged
ZABs, Zn is consumed in the charge–discharge process and finally replaced by a
fresh electrode, which can be utilized in grid storage. Hence, because of the different
advantages, most researchers are focusing on electrically rechargeable ZABs (Worku
et al. 2021b). The key challenge in the anode part is low utilization efficiency because
of dendritic growth, corrosion, and passivation. Moreover, the main challenge of the
air electrode is high overpotential and the sluggish property of oxygen reactions (Xu
et al. 2018).

7.3.5.5 Fuel Cells (FC)

A fuel cell (FC) generates electricity by using oxygen and hydrogen through an
electrochemical reactor. Recently, different types of FC devices have been fabricated,
which have similar working principles. It uses pure hydrogen gas as a fuel; however,
methanol, methane, natural gas, and other hydrocarbons can be utilized combined
with oxygen. FC can be divided by the type of electrolyte they used. This division
limits the type of electrochemical reactions that occur in the cell, the fuel required,
cell operation the temperature range, the type of catalysts utilized, and other issues.
Recently, there are various kinds of FC under development every one with its own
potential applications, limitations, and advantages. The classifications of FC based
on the electrolyte used are listed below:

• Solid oxide FC,
• Alkaline FC,
• Polymer electrolyte membrane FC,
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• Reversible FC,
• Molten carbonate FC,
• Phosphoric acid FC, and
• Direct methanol FC.

7.4 Hybrid Energy Storage Systems (HESSs)

The energy storage technologies are built in a grid by integrating multiple devices,
the system is termed as a HESSs (Bocklisch 2016). As a result, the merits of each
system in an integrated device face difficult conditions can add up to meet specific
needs, and improve technology performance (Komala et al. 2021). The main goal
is to deal with the real-time harsh working environment that a single system cannot
accomplish (Mandelli et al. 2015). The HEESS also helps to increase many ideal
technologies such as power level, cost operating temperature, life cycle, discharge
rate, and energy density. By combining the unique advantages of a single device or
system, cycle efficiency can be improved. Generally, in the HESS system, a slow
response system and a fast response system are mixed together to achieve higher and
higher characteristics (Blechinger et al. 2014). The role and use of HESSs have been
proven in various fields. In the field of electric transportation, the hybrid power of
batteries and supercapacitors has been proven effectivewhen used in electric vehicles
(Henson 2008). In wind energy systems, the most practical method is to use battery
supercapacitors to achieve energy smoothing and grid integration. Proposals to use
battery–supercapacitor or fuel cell–battery hybrid power to support photovoltaic
power plants have been widely proposed (Bocklisch 2016). The fuel cell–battery
combination can well support the hybrid wind-PV renewable energy system (Álvaro
et al. 2019). Therefore, the use of HESSs can be regarded as an ideal solution for
different utilization in the future. However, to prove the feasibility and functionality
of HESSs, further research and development must be carried out. Various storage
technologies have been combined for different applications as shown in Fig. 7.16
Most commonly used in renewable energy sources can be classified as fuel cell
/flywheel HESSs, supercapacitor/battery, fuel cell/supercapacitor, battery/flywheel,
battery/CAES, SMES/battery, and fuel cell /battery (Samweber et al. 2015).

7.5 Challenges and Prospects of Energy Storage
Technologies

The development and innovation of energy storage technologies have faced many
challenges. For the commercialization, widespread dissemination, and long-term
adaptation of the latest inventions in this field, these challenges must also be met.
When ESSs are used and the storage system is in operation to store excess generated
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Fig. 7.16 Schematic illustration of different combination methods for hybrid energy storage
technologies. Reproduced with permission (Hajiaghasi et al. 2019) Copyright (2019), Elsevier

energy, the world faces some constraints and challenges. According to reports, all
equipment and systems have not released 100% of the stored energy for later use,
which means that waste will definitely occur during storage and release. The imple-
mentation, operation, and replacement of energy storage technologies also require
a large amount of capital. Certain energy storage devices may cause environmental
impact, which starts from the extraction of materials used for manufacturing and
continues until the end of their useful life until disposal. Therefore, research is needed
to develop equipment that is not only more efficient, but must also be cost-effective
and must have minimal environmental issues, particularly for the disposal of utilized
equipment after the life cycle is completed. The current energy production mainly
relies on fossil fuel power generation, which is not only costly but also impossible
to update, so it cannot be maintained indefinitely. Furthermore, the electricity fabri-
cation of fossil fuel power plants is bound to be related to carbon dioxide emissions,
which can cause serious environmental pollution. In order to provide an effective
power supply, optimal management of ESSs is a problem in modern power grids.
Therefore, there is a big voice that can gradually reduce the dependence on the use
of oil and natural gas for electricity production.

7.6 Conclusion

Energy storage systems have different merits, disadvantages, functions, and system
maturity. Hence, the purpose of this chapter is to overview the advancement of key
energy storage technologies, such as chemical, electromagnetic, thermal, electrical,
and electrochemical energy storage systems. Self-discharge rate, specific power,
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environmental impact efficiency, power density, lifetime, power capital cost, specific
energy, energy capital cost, and energy density are performance indicators for eval-
uating the state of ESSs. When we consider all selected economic, energy, environ-
mental, and technical criteria at the same time, the findings of this chapter indicate
the following:

• From MESSs, the average performance of pumped storage systems ranks the
highest.

• From electrochemical energy storage technologies, high-temperature batteries
showed the highest performance.

• From CESSs, ammonia shows the highest performance level.
• The TESSs based on molten salt have the highest performance level.
• From electromagnetic energy storage technologies, superconducting magnets

showed an excellent performance level.

Hence, from electromagnetic electrochemical, thermal, chemical, andmechanical
energy storage technologies, chemical energy storage technology showed the highest
performance,whereas, electrochemical energy storage technology showed the lowest
performance levels.
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Chapter 8
Hydrogen Production from Renewable
Energy Sources, Storage, and Conversion
into Electrical Energy

El Manaa Barhoumi, Paul C. Okonkwo, Slah Farhani, Ikram Ben Belgacem,
and Faouzi Bacha

Abstract This chapter discusses the electrolysis process used to produce green
hydrogen from renewable energy sources and the conversion of hydrogen into elec-
trical energy by using fuel cells. Hydrogen can be produced from renewable energy
sources, stored, and used whenever electrical energy is required by the loads. The
process of electrolysis is the use of electrical energy and water to produce hydrogen.
The different electrolyzers: solid oxide, alkaline, and proton exchange membrane
have different characteristics and efficiencies. The cost of hydrogen production
depends on the worth of renewable energy systems and hydrogen production equip-
ment. On the other hand, the overall efficiency of hydrogen production depends
on the renewable energy system efficiency. So, the optimization of the renewable
energy system and the selection of adequate sites are characterized by their high
renewable energy potential allow maximizing the effectiveness of hydrogen produc-
tion. The design of a photovoltaic system to generate the electrical energy required to
produce 100 kg of hydrogen per day highlights the potential future of green hydrogen
produced from solar energy using photovoltaic systems. This hydrogen gas power
station requires the installation of 2662.2 kWp of the PV system to produce 13,311
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kWhof electrical energy per day to run four proton exchangemembrane electrolyzers
during 5 h per day. The produced hydrogen can be used to charge fuel cell vehicles,
generate electricity for buildings during the night, or be transported to be consumed
in any other industrial applications.

Keywords Electrolyzers · Fuel cells · Renewable energy · Photovoltaic-Hydrogen
Refueling Station

Nomenclature

PV photovoltaic
HGS hydrogen gas station
PEM proton exchange membrane
SOE solid oxide electrolyzer
FCV fuel cell vehicle
H2 hydrogen
V volt
Wp watt peak
Vohm voltage of ohmic losses
O2 dioxygen
H2O water
OH- hydroxide
η Efficiency
PDC-DC converter power of one DC-DC converter
PPV-System power of the PV system
Npv panels number of PV panels
Vact voltage of activation losses
Vconc voltage of concentration losses

8.1 Introduction

The population increase, the urbanization, and industrialization development lead to
an increase in electricity consumption (Yoo and Lee 2010). The excess of fossil fuels
exploitation to produce electricity results in the pollution of the environment and the
decrease of fuel reserve (Razmjoo et al. 2021). Renewable energy sources represent
an alternative solution to produce electrical energy from clean and renewable sources
(Boran et al. 2012). Thereafter, solar, wind, geothermal, and other renewable sources
are exploited to produce electrical energy. However, the electrical energy produced
from renewable sources is dependent on weather conditions and cannot be controlled
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according to load consumption (Barhoumi et al. 2019; Barhoumi et al. 2021). There-
fore, the storage of the surplus of produced electrical energy from renewable sources
consists of an adequate solution to maximize energy efficiency (Marano et al. 2012).
(Abdin and Mérida 2019). However, the lifetime and the cost of batteries discourage
the implementation of this solution (Duggal andVenkatesh 2015;Hammad andEbaid
2015). To avoid the dependence on batteries for the storage of electrical energy, the
electrical energy is converted into hydrogen to be stored in gas or liquid state (Boulm-
rharj et al. 2020; Gondal et al. 2018). Thereafter, hydrogen is converted into electrical
energy to be used when loads required electrical energy. So, hydrogen represents an
effective alternative to store electrical energy. Hydrogen energy is leading to a clear
change of renewable energy exploitation. Indeed, the surplus of electrical energy
is used to produce hydrogen. Hydrogen can be stored in huge quantities, trans-
ported to different locations, and used to produce electrical energy (Christensen
2020; HassanzadehFard et al. 2020). The electrolysis technologies and the fuel cells
are key solutions in the conversion of energy to gas and gas to energy (Chi and Yu
2018).

This chapter discusses the electrolysis technologies used to produce hydrogen
from renewable energy sources, the hydrogen industrial applications, and the conver-
sion of hydrogen into electrical energy. Then, this chapter is organized as follows.
Section 8.2 presents the electrolysis process and a comparison of three types of
electrolyzers used in hydrogen production. In Sect. 8.3, the production of hydrogen
from renewable energy sources is presented and discussed. The requirements of
hydrogen storage are presented in Sect. 8.4. The principle of operation, modeling,
and applications of the fuel cell is presented in Sect. 8.5. In Sect. 8.6, the design of
the photovoltaic hydrogen station is presented and analyzed. The conclusion is given
in Sect. 8.7.

8.2 Electrolysis

The processes used to produce hydrogen from renewable sources are summarized
in Fig. 8.1 (Shiva Kumar and Himabindu 2019). These processes have different effi-
ciencies and different costs. The hydrogen is called “green” when is produced from
renewable energy sources (Gondal et al. 2018). In the process of water splitting,
the hydrogen can be produced by photolysis, thermolysis, or electrolysis method. In
electrolysis, hydrogen is produced using PEM, solid oxide, or alkaline electrolyzers.
The process using electrical current to produce hydrogen is called electrolysis (Yan
et al. 2020). This process is based on water-splitting using electrical current to
produce hydrogen and oxygen. The different components required for the design
of an electrolyzer are the cathode, the anode, the membrane, and the electrolyte
(Shiva Kumar and Himabindu 2019). The anode of the electrolyzer is connected to
the positive terminal of the DC power source. The negative terminal of the power
source is connected to the cathode. The membrane ensures electrical separation
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Fig. 8.1 Processes of hydrogen production (Nikolaidis and Poullikkas 2017)

between the anode and the cathode circuits. At the cathode, hydrogen gas is gener-
ated. The oxygen is generated at the cathode. The membrane requirements are ion
permeability, gas-tight, chemical stability, electrically insulating, and mechanical
robustness (Okonkwo et al. 2021).

The electrolysis is described by the following chemical reaction expression (Chi
and Yu 2018):

H2O(liquid) → H2(gaz)+1

2
O2(gaz) (8.1)

8.2.1 PEM Electrolyzer

The PEM electrolyzer is mainly composed of anode, cathode, and membrane. In the
PEM electrolyzer, the electrodes are made of platinum and the membrane is made
of Nafion (Shiva Kumar and Himabindu 2019). The membrane allows separating
the electrodes and the gases produced at the cathode and the anode. The flow of the
current through the water leads to the apparition of hydrogen and oxygen. At the
cathode, the reduction reaction takes place (Abdin et al. 2015):
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Fig. 8.2 Schematic diagram
of the PEM electrolysis
process (Barbir May 2005)

2H+ + 2e− → H2(gaz) (8.2)

The cathode attracts the cations, and the anode attracts anions. At the anode, the
oxidation reaction takes place.

H2O(liquid) → 2H+
(gaz)+

1

2
O2(gaz) + 2e− (8.3)

The overall reaction is expressed as

H2O(liquid) → H2(gaz)+1

2
O2(gaz) (8.4)

The different reactions of water splitting using the PEM electrolyzer are
summarized in Fig. 8.2.

The EPM electrolysis is used and implemented in many countries to produce
hydrogen from water despite it having the lowest efficiency compared to other
electrolyzers.

8.2.2 Solid Oxide Electrolyzer (SOE)

The SOE consists of multiple SOE stacks, a fan for circulating oxygen, and a sepa-
rator to separate produced water from the water (Wang et al. 2019). The SOEs are
usually operating in exothermic condition (Nieminen et al. 2010). For lower potential
operation, heat is required to start up. This heat and electricity can be generated from
solar energy. The electrolysis takes place at high temperatures (400–500 °C). The
SOE allows to produce pure oxygen which is considered a valuable product. The
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Fig. 8.3 Schematic diagram
of the water electrolysis
using the SOE

overall efficiency of the SOE is higher than the PEM electrolyzer (Nieminen et al.
2010). The elementary stack of the SOE is depicted in Fig. 8.3.

The chemical reactions at the anode and cathode sides, respectively, are expressed
as follows (Ni et al. 2008):

O2− → 2e− + 1

2
O2 (8.5)

H2O + 2e− → H2 + O2− (8.6)

The overall reaction is

H2O(liquid) → H2(gaz)+1

2
O2(gaz) (8.7)

8.2.3 Alkaline Electrolyzer

The electrodes of the alkaline electrolyzer are merged in the aqueous electrolyte of
approximately 30% Sodium hydroxide or potassium hydroxide (David et al. 2019;
Chi and Yu 2018). The cathode is made of nickel and the anode is made of nickel
or copper. At the cathode, the water is decomposed into hydrogen and anions OH-.
At the anode, the oxidation of OH- taking place at the anode generates water and
oxygen. The principle of operation of the alkaline electrolyzer is given in Fig. 8.4.

The chemical reactions at anode and cathode sides are expressed by David et al.
(2019)
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Fig. 8.4 Schematic diagram
of the water electrolysis
using the alkaline
electrolyzer

2OH− → 2e− + 1

2
O2 + H2O (8.8)

2H2O + 2e− → H2 + 2OH− (8.9)

The overall reaction is

H2O(liquid) → H2(gaz)+1

2
O2(gaz) (8.10)

8.2.4 Comparison of Electrolyzers

The efficiency of an electrolyzer is calculated by Nieminen et al. (2010)

η = Pout
Pinput

(8.11)

where Pout is the output power calculated in kWhequivalent to the produced hydrogen
Pinput is the electrical energy required to run the electrolyzer to produce the hydrogen.
In other words, the efficiency is equivalent to the energy of produced hydrogen
divided by the amount of absorbed electricity. 1 kg of hydrogen is equivalent to 33.4
kWh of electrical energy. This value is called the higher heating value of hydrogen.

Example: An electrolyzer is absorbing 50 kWh of electrical energy to produce
0.5 kg of hydrogen. Then, the efficiency of the electrolyzer is.
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Table 8.1 Comparison of electrolyzers’ characteristics

Electrolyzer
characteristics

PEM SOE Alkaline

Material of anode Pt black, Ir, Ru, Rh Lanthanum strontium
manganate (LSM)

Ni or Cu

Material of
cathode

Pt black, Ir, Ru, Rh Ni-doped YSZ Ni

Electrolyte Solid polymer Solid oxide or ceramic
material

Potassium hydroxide
(KOH) or sodium
hydroxide (NaOH)

Efficiency 57–69% 80% 90%

Working
temperature

50–100 °C 500–950 °C 80 °C

η = 0.5 × HeatValue(H2)

50 × HeatValueof 1kWh
= 33.4% (8.12)

The different performances and main characteristics of electrolyzers used to
produce hydrogen are summarized in Table 8.1.

8.3 Renewable Energy Sources for Hydrogen

Even though hydrogen is produced from renewable sources using different tech-
niques, electrolysis still considered the main process used to produce hydrogen
(Barbir 2005). When the electrical current used in electrolysis is produced from
classic power generating stations, e.g., thermal power station and gas power station,
the process is considered a pollutant and non-green (Chi and Yu 2018). Indeed,
hydrogen is produced from pollutant sources. However, electrolysis can use elec-
trical current produced from renewable energy sources where no dioxide of carbon
is produced (Yan et al. 2020). The green hydrogen is produced from carbon-free
and environmentally friendly sources. Recently, governmental authorities in many
countries showed interest to convert renewable energy sources into hydrogen. The
process of the conversion of wind energy and solar energy into hydrogen through the
electrolysis is presented in Fig. 8.5. The hydrogen produced from renewable sources
by electrolysis is used on-site for refueling FCVs or transported and used in other
places. Therefore, the hydrogen is considered an effective method for the storage of
electrical energy produced from renewable energy sources.
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Fig. 8.5 Conversion of electrical energy produced from renewable energy sources into hydrogen

8.3.1 Solar Energy

Solar energy has been used to produce electrical energy to run different industrial
processes (Hammad and Ebaid 2015; Albadi et al. 2019; Shaner et al. 2016). Nowa-
days, large-scale PV plants is installed around the world to produce electrical energy
from solar energy using large-scale PV systems (El Ouderni et al. 2013). To control
the flow of produced electrical energy into the power grid, the surplus of electrical
energy that cannot be fed to the power grid is converted into hydrogen (Shaner et al.
2016). The hydrogen will be used later to produce electrical energy when required.
A photovoltaic system feeding an electrolyzer to provide 58,400 kg of hydrogen in
London city on a yearly basis required the installation of 2.98 MWp as DC capacity
of PV system (Abdin and Mérida 2019). The results show that 47.82 kWh of elec-
trical energy is required to produce 1 kg of hydrogen. The economic analysis shows
that 1 kg of hydrogen costs between 3 and 8 Euro according to the price of the PV
systems, civil works, compressors, and storage tanks.

8.3.2 Wind Energy

Recently, several plants are used to produce hydrogen from wind power (Xiao et al.
2020). The basic idea consists of the production of electricity from wind energy
using wind turbines, electric generators, and power converters. In the second stage,
electricity produced is used to produce hydrogen (Schnuelle et al. 2020). Themethod
has a lot of advantages. Indeed, hydrogen is produced from clean and cost-free
sources. The hydrogen is then stored in special tanks to be used to produce electricity
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by the fuel cell. Xcel Energy in cooperation with NREL’s installed the wind turbines
to produce the hydrogen (Givler and Lilienthal 2005). The project, Wind2H2, uses
two wind turbines 1of 00-kW and one turbine of 10-kW. The project uses two PEM
and one alkaline electrolyzer. The hydrogen produced during the electrolysis is stored
in special tanks for later use through the conversion back to electrical power to be
fed into the utility grid ("Wind-to-Hydrogen Project" 2021).

8.3.3 Hydroelectric Energy

Hydrogen canbe produced fromhydroelectric electric energyby converting the hydro
energy into electrical power to fed electrolyzers (Edwards et al. 2021). In Canada,
the company Air Liquide has built the largest PEM electrolyzer with a total capacity
of 20 MW.

8.3.4 Geothermal Energy

Geothermal energy consists of an essential renewable source of electrical energy
around the world. So, the production of green hydrogen using geothermal energy
represents another effective alternative to green hydrogen (Balta et al. 2010).

8.4 Storage of Hydrogen

The electrical energy to hydrogen energy to electrical energy process can be summa-
rized in three stages: hydrogen production by electrolysis, storage in special tanks,
and electricity generation by fuel cells. The hydrogen is converted later into elec-
trical energy to feed fuel cells and produce electrical energy. The storage stage of
hydrogen represents a delicate step due to the safety requirements and exigencies.
The hydrogen gas storage process is described in Fig. 8.6. The heat exchanger is
shown in Fig. 8.6. allowing to minimize the compression work during the compres-
sion and intercooling, which allows the increasing of the efficiency of the storage
process. Hydrogen can be stored in gas or liquid state. The storage of hydrogen in
the gas state shall be done in tanks that can resist high pressure (350–700 Bar). The
boiling temperature of hydrogen is − 252.8 °C at one-atmosphere pressure. There-
fore, cryogenic temperatures are required to perform the storage of hydrogen in the
liquid state.
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Fig. 8.6 Storage of
hydrogen

8.5 The Generation of Electrical Energy from Hydrogen

8.5.1 The Fuel Cells

The Alkaline and the PEM fuel cells are the main fuel cells used in the production of
electrical energy from hydrogen. These two types operate at temperatures below 100
°C. Other fuel cells are characterized by electrolytes requiring higher temperatures to
become ion-conducting. The two electrodes where the chemical reactions take place
are indispensable. These two electrodes emerge in a solution called electrolyte. To
produce electrical energy, two chemical elements are required which are hydrogen
and oxygen. The hydrogen (H2) reaches the fuel cell at the anode. Then, a chemical
reaction takes place to strip the hydrogen molecules of their electrons. Hence, the
atoms become ionized to form the ion H+ . The electrons produced at the anode from
the chemical reaction will flow through wires to constitute the electrical current. On
the other side, the oxygen reaches the cathode. The oxygen is usually coming from the
air. The oxygen attracts the electrons that flow through thewires connecting the anode
and the cathode. The voltage produced in a single fuel cell from a chemical reaction
is only about 0.7 V. Single cells are usually stacked in series to obtain a higher voltage
at the terminal of the fuel cell and make the fuel cell used in residential applications,
fuel cell cars, and any other equipment requiring electrical power.

The chemical reactions happening in a single fuel cell stack are as described by
the following expressions. At the anode side, an oxidation reaction described by the
following equation will take place.

H2 → 2H+ + 2e− (8.13)

At the cathode side, a chemical reaction called a reduction reaction will take place.

1

2
O2 + 2H+ + 2e− → H2O (8.14)
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Fig. 8.7 Principle of
working of the fuel cell

The net reaction, called the oxidation–reduction or redox reaction, is described by

1
2O2 + 2H+ → H2O (8.15)

Figure 8.7 shows the main components and the fuel cell principle of working.

8.5.2 Comparison of Fuel Cells and Batteries

Fuel cells are distinct from batteries in dependence on integrating elements required
to produce electricity. In the battery, there is no external fuel source. Indeed, the
battery should be charged and after that connect to the load until a defined discharging
point. The fuel cells are not charged or discharged. Indeed, the hydrogen and oxygen
required to produce electrical energy are provided from external tanks. This prop-
erty gives the fuel cell more effectiveness in terms of working hours and avoiding
the charging time. Moreover, fuel cells can provide electricity when hydrogen is
available, only hydrogen tanks need to be charged. In conventional batteries, the
battery components are the basis of energy generation, where the reaction of chem-
ical components of the battery produces electricity. This process continues until the
end of the battery reactant chemicals, while the fuel cells operate on a continuous
basis as the hydrogen and the oxygen are provided from external sources. The prin-
ciples of operation made a big difference in terms of lifetime and cost. Therefore,
fuel cells have more lifetime and high cost due to their high reliability and efficiency.
Moreover, the fuel cells have high efficiency and showed better performances in
transportation applications.
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8.5.3 Modeling of the Fuel Cell

During the phase of generating current, the voltage of the fuel cell Vcell is less than
the voltage produced in open-circuit Vnern (Barhoumi et al. 2020):

VCell = E0 −�V act −�V ohm −�V con (8.16)

The voltage drop is due to the Ohmic losses, activation, and concentration losses.
The activation losses are described by the activation overvoltage, Vact:

d�Vact

dt
= �Vact I

ηact Cd I
+ I

Cd I
(8.17)

The cathodic activation drop, ηact, is given by the following equation:

ηact= −(ξ1 +ξ 2 T + ξ 3TlnCO2 +ξ 4TlnI) (8.18)

where:

I: is the current produced by the fuel cell,

ξ1= −0.948

ξ2= 0.00286 + 0.0002 ln(Acell) + 4.3 10−5ln(CH2)

ξ3 = 7.6 10−3

ξ4 = −1.93 10−4

The Ohmic voltage is given by

�V ohm = iRohm = i(Rmem + Re) (8.19)

where: Rohm= tm
σm
.

The membrane conductivity is given by Yoo and Lee (2010)

σm = b1exp

[
b2

(
1

303
− 1

Tfc

)]
(8.20)

The concentration voltage is expressed by

�Vact = RT

nF
ln (1 − Ifc

Ilim
) (8.21)

This voltage drop is due to the concentration of reactants consumed during the
chemical e reaction.
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Fig. 8.8 Voltage–current
(V–I) characteristic of the
fuel cell

Ilim is the maximum current density of the cell. The practical characteristic of
voltage–current (V–I) of the fuel cell type PEM 1.6 kW is presented in Fig. 8.8.

8.5.4 Characteristics of the PEM Fuel Cell

The output voltage and power of a PEMFC depend on the membrane thickness. To
determine the effect of the thickness variation on the output power and the output
voltage, a simulation using MATLAB/Simulink was carried out. All parameters are
fixed and only, the thickness was varied from 10 to 200 mm. The results presented
in (Fig. 8.9) show the variation of the output voltage versus the membrane thickness
when the electrical current delivered by the PEMFC is more than 20A. Indeed, for
a current equal to 30 A, the voltage decreases from 60 to 30 V when the thickness
varies from 10 to 200 mm. This study shows the important effect of the membrane
thickness on the output voltage. Hence, a judicious choice for this parameter will be
selected depending on the required performances of the PEMFC.

Fig. 8.9 Output voltage
versus the current for
different values of the
membrane thickness
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Fig. 8.10 Output power
versus the current for
different values of the
membrane thickness

Figure (8.10) shows the variation of the output power versus the stack current
for different membrane thicknesses. The presented results show a maximum output
power corresponding to aminimummembrane thickness andmaximumstack current.

Figure (8.11) shows the variation of the output voltage versus the hydrogen
concentration for different levels of electrical current. The variation of the hydrogen
does not affect considerably the output power and voltage. The voltage increases
with the same rate when the current increases with the same rate for all levels of the
hydrogen concentration.

The variation of the power generated by the fuel cell versus the variation of
the temperature is given in Fig. 8.12. The power increases when the tempera-
ture increases, especially at high values of generated current. The power reaches
a maximum value for a temperature 353 K and a current generated equal to 35A.
Hence, it is better to operate at a selected temperature level and optimum current to
generate optimum power from the fuel cell.

A fuel cell is an electrochemical machine used for the generation of electrical
energy according to a chemical reaction between hydrogen and oxygen. The output

Fig. 8.11 Variation of the
output voltage versus the
current for different values of
hydrogen concentration
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Fig. 8.12 Output power
versus the current for
different values of the
temperature

power generated depends on the geometrical parameters and the pressure and concen-
tration of the hydrogen and the temperature variation. Hence, the output power is
variable. To maintain the power and the voltage at a given value, it is usually required
to associate the fuel cell stack with a power converter to control the power flow.

8.5.5 Applications of Fuel Cell

Fuel cells were used in the beginning in space applications and then began to evolve
and spread more in military circles, where they had been relying on fuel cells as
a source of reserves because of their high reliability. Currently, all auto companies
developed new hybrid products that use fuel cells in addition to classic engines used
to run vehicles. Fuel cells began to spread in buses, trains, planes, and scooters.
Fuel cells are also used in small applications such as telephones, cellular phones,
and laptops. In the near future, the fuel cells will be used to feed hospitals, banks,
and ATMs. The fuel cells will be installed in the waste treatment plants to convert
methane gas into electricity. Multiple fuel cell applications do not end with the
technical development of the areas of increased use (Barhoumi et al. 2018).

Many auto manufacturers are working to develop new hybrid or fuel cell vehicles
(FCV), where fuel cells are used to provide electrical power to electrical motors
used in these cars. In addition, many companies are installing commercial hydrogen
stations for recharging vehicles with hydrogen gas. All vehicles that run on fuel
cells, (General Motors) (Toyota) Daimler-Chrysler)), which consists of about 40%
of the total investments in the field of FCV in the world, they are supporting the
development of research on fuel cell and hydrogen production, in order to make the
hydrogen the best eco-friendly choice. Figure (8.13) shows the main elements used
in the FCV. The vehicle contains a fuel tank for the storage of hydrogen, batteries
used as a buck up source of electrical energy, and power converters to control the
flow of the power from the fuel cell and batteries to the electrical motor.
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Fig. 8.13 Hydrogen fuel cell car

Fig. 8.14 Portable power applications of fuel cells
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Fig. 8.15 Fixed applications of the fuel cells

Nowadays, fuel cells are used in military planes because of their low noise and
compact size. One of the largest companies that developed this technique is the
Boeing Company. The fuel cell can provide electrical power to the fed electric power
grid in fault cases and emergency situations. Indeed, the fuel cells are more efficient
than batteries working longer and lighter. Hence, they are used in a lot of industrial
applications (Fig. 8.14).

More than 2500 applications of the fuel cell are developed around the world, in
hospitals, hotels, offices, and schools. Fuel cell stations are connected to the public
electricity grid to secure the support of the network or independent power stations
in areas that are difficult to connect with the network.

Fuel cell systems operate efficiently 40%, without noise, without polluting the
air. When using fuel cells in a co-generation power system where taking advantage
of the thermal energy produced can increase the efficiency to 85%. Figure (8.15)
shows the principle of fixed application of the fuel cell system where the fuel cell is
used to produce the electricity required to run the different equipment and lighting
in this building. Another advantage of this application is to convert the surplus of
electrical energy produced from renewable sources into hydrogen. Hydrogen is used
to produce electrical energy during cloudy days and nights.

The fuel cells are used in telecommunications applications to generate electrical
energy required by the communications equipment in case of emergency, as shown in
Fig. 8.16.With the increased use of computers, the Internet, and telecommunications
networks emerged the need for amore reliable source of electrical power. As a source
of electrical energy, fuel cells have shown high reliability.

Overall, the fuel cell consists of a reliable source of electrical power for telecom-
munications systems. They are silent and environmentally friendly and can be
designed to be robust bear any ambient conditions. They are currently being used
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Fig. 8.16 Fuel cell application in the telecommunication system

mainly as a source of energy or support in the communication towers cell towers as
the source, point of conversion telecom switch nodes.

The fuel cells are currently installed in waste and water treatment plants all over
the world. This technique has proven its ability to reduce emissions where using
methane gas produced from these sites as fuel. As it has been installed in several
factories for the production of beer, where alcohol is passed untreated breaks organic
compounds, and generates methane, which is rich in hydrogen.

8.6 Design of a Photovoltaic-Hydrogen Gas Station

8.6.1 Solar to Hydrogen

The conversion of solar energy into hydrogen energy is possible through the produc-
tion of electrical energy usingPV systems and the production of hydrogen by electrol-
ysis process. The exponential growth of the price of car fuels has pushed researchers
and engineers to look at cheap sources of fuels. On the other hand, the production of
hydrogen from renewable energy sources leads to a decline in the cost of hydrogen
production. In many countries around the world, e.g., Europe and United States of
America, renewable energy has been used to produce green hydrogen. In Tunisia, the
government sets a plan to produce electrical energy from renewable energy sources. In
this context, the implementation of many small-scale and medium-scale PV stations
is ongoing. The FCVs consist of a key solution for the transport problems by reducing
the cost of fuel prices. The efficiency of such projects depends mainly on the PV
potential and the cost of PV panels, MPPT converters, electrolyzers, and storage
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Fig. 8.17 Hydrogen production using PV system

tanks. According to the PV potential distribution in Tunisia, 4 to 5 kWh of electrical
energy can be produced daily by installing only 1kWp of the PV system. Moreover,
hydrogen production stations using PV systems can be implemented near the main
highways for refueling FCV. The main idea is to produce green hydrogen from solar
energy to feed FCVs. In the next section, the sizing of the PV system and hydrogen
gas station to produce a quantity of hydrogen of 100 kg daily is discussed in detail.

8.6.2 Sizing of Hydrogen Gas Station

The sizing of different components is performed for one hydrogen gas station
producing 100 kg of hydrogen daily. The hydrogen PV power station requires the PV
system, the power converters, the electrolyzers, and the storage tanks. The process
of hydrogen production from solar energy using PV panels is depicted in Fig. 8.17.

• The electrolyzer

A 400 kW PEM electrolyzer with a capacity of production of 5 kg of hydrogen/hour
for each electrolyzer is proposed for this example. As the solar energy is approxi-
mately available only for 5 h per day, then the electrolyzer will operate only 5 h per
day. Therefore, one electrolyzer produces about 25 kg of hydrogen per day. The total
number of required electrolyzers is calculated as follows:

NElectrolysers = Total required hydrogen

Daily capacity of one electrolyser
= 100

25
= 4 (8.22)

Then, 4 electrolyzers are required to produce 100 kg of hydrogen per day.
With an efficiency of 50%, an electrolyzer requires 80 kWh of electrical energy

to produce 1 kg of H2. So, to produce 5 kg of H2 per hour, one electrolyzer requires
400 kWh. The 4 electrolyzers consume 1600 kWh of electrical energy per hour.

• The power converter

The power converters required are DC–DC converters controlled with maximum
power point tracking system (MPPT). The DC–DC converters allow to optimize
the flow of the power from the PV system to the electrolyzers. The rated power of
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one electrolyzer is 400 kW. Considering a coefficient of 0.25 to model the losses in
the DC–DC converter, then the rated power of one DC–DC converter feeding one
electrolyzer is calculated using the following expression:

PDC−DCconverter = PElectrolyser × 1.25 = 400 × 1.25 = 500kW (8.23)

Each electrolyzer is connected in series with one DC–DC converter. So, 4
(500 kW) DC–DC converters are required. The total input power required for the 4
electrolyzers is 2000 kW.

• The PV panels

The PV panels convert solar energy into electrical energy. Then, the PV panels
represent the power source, and they should provide the required power to the load.
A coefficient of 0.25 is added to the power of the DC–DC converter for modeling
the cable losses, then the rated power of the PV system is calculated as follows:

PPV−system = PDC−DCconverter × NDC−DCconverter × 1.25 = 500 × 4 × 1.25 = 2500kW
(8.24)

As many other equipment are required for the hydrogen gas station, like
dispensers, compressors, and others, a total capacity of 2662.2 kW of the PV system
is proposed to provide electrical energy to all equipment in the hydrogen station.

The technical characteristics of the selected PV panels are given in Table 8.2.
Based on the data given in Table 8.2, the number of required panels is calculated

as follows:

NPVpanels = PPV−system

PPanel
= 2662, 200

435
= 6120 panels (8.25)

Then, 6120 panels (435 Wp each) provide the electrical power to the hydrogen
gas station. The connection of PV panels is performed according to the requirements
of the DC input voltage of the DC–DC converter. In case of the maximum voltage
of the DC–DC converter is 1250 V, the maximum number of panels per string is
calculated as follows:

Table 8.2 Technical
characteristics of PV panels
(Canadian_Solar-Datasheet
2021)

Technical characteristics Specifications

Rated power 435 W

Open circuit voltage 48.6 V

Short circuit current 11.35 A

MPP voltage 40.1 V

MPP current 10.85 A
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Fig. 8.18 Connection of PV panels to the DC–DC converter

NPV panels per string = MaximumVoltage ofDC − DCconverter

MppVoltage of PV panel
= 1250

40.1
= 31.17 panels

(8.26)

Then, the proposed number of panels connected in series to form one string is 30
panels.

The number of strings connected to each converter depends on the maximum
input current of the converter. The maximum input current of the DC–DC converter
is 600 A, then, the maximum number of strings is given by Eq. (8.27).

Nstrings per converter = Max input current of the converter

Mpp current of PV panel
= 600

10.85
= 55.29 strings

(8.27)

According to Eq. (8.27), 55 strings are the maximum number of strings that can
be connected to each power converter.

The total number of PV panels is distributed between the four converters. Then,
1530 panels are connected to each converter. So, for each converter, the PV panels
will be distributed into 51 strings connected in parallel, each string is formed by 30PV
panels connected in series. The connection of PV strings to DC–DC converters and
electrolyzers is clarified in Fig. 8.18. The hydrogen station formed by 4 electrolyzers,
4 DC–DC converters, and PV systems is given in Fig. 8.19.

8.7 Conclusion

This chapter has discussed the life cycle of hydrogen. Indeed, the electricity generated
from renewable energy sources is converted into hydrogen through the electrolysis
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Fig. 8.19 Connection of all PV panels to the DC–DC converters and electrolyzers

process. The hydrogen is converted into electrical energy using PEMFC. The main
electrolyzers used to produce hydrogen are the PEM, the solid oxide, and the alka-
line electrolyzers. Among these three electrolyzers, the alkaline electrolyzer has the
highest efficiency.

The hydrogen produced from renewable energy sources represents an effective
solution for the storage of the surplus of electrical energy produced from renewable
energy sources. Indeed, the hydrogen is converted into electrical energy using fuels
cells. The applications of hydrogen are continuously increasing to cover a wide range
of industrial applications, mobile applications, and transportation sectors.

The principle of operation, the characteristics of the PEMFC were presented and
analyzed in this chapter. The PEMFC power and output voltage depend on different
parameters, especially the operation temperature, the hydrogen concentration, and
the membrane thickness.
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To shed the light on the principle of sizing of the PV systems for hydrogen
production, the design of a hydrogen gas station was presented and discussed in
this chapter. The obtained results showed that a standalone PV system with a total
capacity of 2662.2 Wp is required to provide electricity to the hydrogen station. The
PV system produces about 13.311 MWh of electrical energy per day. The quantity
of hydrogen produced per day is 50 kg.
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Chapter 9
Planning and Impact of Electric Vehicle
Charging Stations in Distribution System
Using Optimization Techniques

Ramendra Kumar Rai, Aashish Kumar Bohre, Pradyumn Chaturvedi,
Mohan Lal Kolhe, and Sri Niwas Singh

Abstract Global warming concerns have led developing as well as developed coun-
tries to promote the use of clean & green energy more than ever. Electric vehicle
seems to be one of the most adaptable option to counter the concern. But to tackle
environmental issues with electric vehicles, there are other factors that need to be
addressed and understood. This chapter will showcase the impact of electric vehicle
penetration on the power distribution grid and how the impact can be minimized
using an optimization technique. The effects of introducing electric vehicles on the
voltage profile, cost of generation, active and reactive power losses are discussed in
view of emerging markets like India. A 69–bus system is considered for this study
and different loads are applied to each branch of the system. A gradual increase in
the load is provided and using AC- Optimal Power Flow (OPF) method, behaviour
and impacts of different parameters is calculated and compared graphically. Finally,
the Artificial Bee Colony (ABC) optimization technique has been employed to find
the optimal location for EV charging stations Graphical comparisons are also done
between base cases, scenario cases and systems with EV charging stations to reach
a conclusion.
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Keywords Electric Vehicle (EV) · Optimal power flow · Distribution system · EV
load penetration · Artificial Bee Colony (ABC)

Nomenclature

ABC Artificial Bee Colony
DG Distributed Generation
ENS Energy Not Supplied
ICE Internal Combustion Engine
OPF Optimal Power Flow
THD Total Harmonic Distortion
QGA Quantum Genetic Algorithm
BSS Battery Swap Station
EV Electric Vehicle
GHG Green House Gases
EVCS Electric Vehicle Charing Station
BPSO Butterfly Particle Swarm Optimization
LMP Locational Price Margin
QPmR Quasi Polynomial mapping based Rootfinder

9.1 Introduction

With the increasing concern of global warming around the world, Governments are
promoting the use of clean & green energy. Electric vehicles seem to be a viable
option in the transportation sector to support the cause. Electric vehicles have major
advantages over Internal Combustion Engine (ICE) vehicles, such as reduced noise
from engine and zero to none greenhouse gas (GHG) release. Column-chart shown
below in Fig. 9.1, highlights the carbon emission data (2020) of different countries
around the world (www.ucsusa.org/resources/each-countrys-share-co2-emissions).
India accounts for ~ 7% of the world’s total emission. These stats call for stringent
policies around carbon emission with a strong base for implementation as well. A
number of lucrative policies are being proposed and enacted regarding the induction
of electric vehicles, which has increased participation from private entities and major
organizations from around the world. But, a huge induction of electric vehicles in
power distribution networks can have effects that are adversative in terms of - incre-
ment in energy losses, voltage drops, power quality issues, non-desired load peaks,
overload on grid components, reliability indices deterioration and load factor reduc-
tion (Deb et al. 2018). Various studies have been done around interfacing of electric
vehicles with power distribution networks. The IEEE Xplore database, which is a
premium database for worldwide scientific research, consists of strongly addressed

http://www.ucsusa.org/resources/each-countrys-share-co2-emissions
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Fig. 9.1 Net carbon emission of different countries, 2020

related topics of more than fifteen years (Salihi 1973). Few literature reviews high-
light the use of electric vehicles as a distribution system services provider, broadly
categorized in active/reactive power provision and source integration of renewable
energy aid, while few of them point out the limitations in control tactics of various
methods employed in order to boost the study of new aspects associated with the
existing necessities of smart grids. In the literature review (Heydt 1983), a thorough
review to assess and alleviate the effects of charging electric vehicles on residential
distribution systems has been done.

Adverse effects of electric vehicles on power distribution networks are the most
speculated topics by researchers in the last half-decade. These effects include but
are not limited to, overload on power grid gears/components, voltage drops, non-
desired load peaks, rise in energy losses, reliability indices deterioration, power
quality problems and reduction in load factors (Arias-Londoño et al. 2020). Various
studies shows the analysis of real-time impacts on power grids due to insertion of
electric vehicles as load.

Electric vehicle components are considered non-linear and sources of harmonic
signals (Karmaker et al. 2019). These signals affect power quality. Reliability and
harmonics levels have also been discussed in terms of Total Harmonic Distortion
(THD) in several research papers. In this sense, (Bohre et al. 2015) has presented
work on optimal location and sizing of distributed generation (DG) using optimal
power flow (OPF) andButterfly-particle swarmoptimization (PSO)methods.Various
optimization techniques have been used to optimize the output of similar case studies
(Kumar et al. 2020). In (Singh and Bohre 2020), real and reactive power losses,
voltage and economic aspects have been considered in order to establish an efficient
charging location using PSO as an optimization technique. Huang et al. (2018) has
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discussed the Electric Vehicle Charging Station (EVCS) planning (sizing and siting)
from the economic benefit point of view using Quantum genetic Algorithm (QGA).
In (Naveed et al. 2020), a graphical method describing various stability conditions
is performed and impact of electric vehicles, qualitatively, on stability margin is
analyzed using Quasi Polynomial mapping based Rootfinder (QPmR) algorithm. In
paper (Bastida-Molina et al. 2021), temporal valleys-based technique is used to avoid
peak hour demand for the charging of EVs in Spain in order to reduce the load on
the grid. Different aspects of study in Arias-Londoño et al. (2020) can be broadly
put in the categories as shown in Fig. 9.2 along with the number of research studies
considered in each aspect.

9.2 Methodologies

To assess the impact of Electric vehicles on various grid parameters, AC-OPF
(Optimal Power Flow) method has been used. Data points related to Real power
(sending & receiving end), Reactive power (sending & receiving end), Generated
power, Voltage at sending and receiving end, Bus voltage angle, Real & Reactive
power losses, etc. are obtained using AC-OPF.

After the real and reactive power at both ends is obtained, nodal cost estimation
is performed using a mathematical model shown and discussed below.

Due to failures in transmission lines and other factors, the volume of electricity
generated is not transferred totally to the consumer, this lost energy is termed as
Energy Not Supplied (ENS). Now, Energy Not Supplied (ENS) and reliability of the
system are calculated to measure the efficacy of the distribution network.
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At last, ABC optimization technique has been employed to find the optimal loca-
tion for EV charging stations. This will improve the voltage profile and minimize
the overall losses of the system as can be seen from the comparison tables below in
the results and discussion section.

9.2.1 AC- optimal Power Flow

In order to minimize the generation cost the optimal power flow (OPF) method is
used, where a total generation cost is defined as a 2nd order polynomial generation
cost function (Bohre et al. 2015; Zimmerman and Murillo-Sanchez 2011). On the
basis of active and reactive power generation cost, the cost function may be defined
as:

F(Pg) = m + n × Pg + r × P2
g (9.1)

F(Qg) = m′ + n′ × Qg + r′ × Q2
g (9.2)

Ff = min
n∑

k=1

(F(Pgk) + F(Qgk) (9.3)

Power balancing equation at i th bus (DG) without distributed generation is:

∑
PDi +

∑
Pli −

n∑

k=1

|Vi |Vk ||Yik |cos(θik + δk − δi ) (9.4)

∑
QDi +

∑
Qli −

n∑

k=1

|Vi ||Vk ||Yik |cos(θik + δk − δi ) (9.5)

Constraints related to with-DG is given by:

∑
PDi +

∑
Pli − P

DGi

n∑

k=1

|Vi ||Vk ||Yik |cos(θik + δk − δi ) (9.6)

∑
QDi +

∑
Qli − QDGi −

n∑

k=1

|Vi ||Vk ||Yik |cos(θik + δk − δi ) (9.7)

Here,
δmin ≤ δi ≤ δmax ; Vmin ≤ Vi ≤ Vmax ; Pmin ≤ Pi ≤ Pmax ; Qmin ≤ Qi ≤

Qmax
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PDGmin ≤ PDGi ≤ PDGmax; QDGmin ≤ QDGi ≤ QDGmax

where,
Pi = Real power flow at i th bus
Qi = Reactive power flow at i th bus
PDi = Real power demand at i th bus
QDi = Reactive power demand at i th bus
Vi = Voltage magnitude at i th bus
Vk = Voltage magnitude at kth bus
PDGi = Real power flow at i th bus
Pi = Real power flow at i th bus
δi , δk = bus voltage angle at i th & kth bus
Yik = ikth element in bus admittance matrix
θik = ikth element’s angle in bus admittance matrix
n = Total number of buses.

9.2.2 Real & Reactive Power (Combined) for Nodal Cost
Estimation

The reactive to real power demand will be constant, considering i th dispatchable
load to be modelled as constant power factor. The uniform nodal cost estimation is
represented based onperMWorperMVAr (Zimmerman andMurillo-Sanchez 2011).
Let’s suppose load is at bus i and cost of real and reactive power are λPiandλQi ,
respectively. Now the combined power ψ can be written as:

� = λPi PDi + λQi QDi (9.8)

� = λPi PDi + λQi
QDi

PDi
PDi (9.9)

� = (λPi + λQiki )PDi (9.10)

where, ki = QDi

PDi
= constant.

9.2.3 Energy not Supplied (ENS) & Reliability

Energy Not Supplied (ENS) is the volume of energy lost due to reasons like faults
or failures in the network while supplying electricity to customers. It is a key factor
in the calculation of Reliability. Energy Not Supplied (ENS) can be calculated as:
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ENS = Total Generation (SG) − Total Load Demand of the system
(9.11)

After the energy not supplied (ENS) is calculated, Reliability of the 69–Bus radial
distribution system can be obtained using the formula:

Reliabili t y = 1 − ENS

Total Load Demand (SD)
(9.12)

9.2.4 Artificial Bee Colony (ABC) Optimization Technique

Artificial Bee Colony optimization technique is implemented to choose the optimal
location of EV charging stations in our 69–bus radial distribution system. The ABC
method employs four phases, which are discussed below in detail. Initialization is
done and input parameters are decided. An objective function is made considering
loss index function as (f1) and voltage penalty function as (f2). W1 and w2 are
weighing factors with values 0.6 and 0.4, respectively.

Objective Function = (w1 ∗ f 1) + (w2 ∗ f 2) (9.13)

The ABC method aims to minimize the objective function and obtain the optimal
location for EV charging stations. Our main purpose for using the optimization is to
improve the voltage profile and minimize the system overall losses.

9.3 Results and Discussion

The algorithm used in this study is implemented on 69–Bus radial distribution
systems. Base MVA throughout the study is 10 MVA. Methodology proposed
in this paper is processed in MATLAB (2018a)/Matpower 7.0 tool with system
specifications being Windows 10, Intel Core i5, 1.8Ghz, 4 GB RAM.

9.3.1 Analysis of 69–Bus Radial Distribution System—Based
on Load Growth Method

This radial system has a base load of 3.8 MW and 2.69 MVAr real and reactive
power loads, respectively. With base load, real and reactive power losses of 69–Bus
systems are 180 kW and 80 kVAr, respectively. All the data related to branch and
load of 69–Bus system is given in (Acharya et al. 2006, Murthy and Kumar 2013;



184 R. K. Rai et al.

Table 9.1 Comparative analysis of 69–Bus radial distribution system parameters

Case Overall load
(kVA)

Overall losses
(kVA)

Overall
generation
(MVA)

Generation
cost ($/hr)

Reliability
(%)

Base case 4655.7 196.97 4.86 79.65 94.88

SCENARIO 1 5126.99 243.1 5.38 88.07 94.28

SCENARIO 2 5593.08 293.66 5.88 96.65 93.67

SCENARIO 3 6059.17 349.96 6.40 105.23 93.04

SCENARIO 4 6525.26 412.4 6.90 113.97 92.39

Table 9.2 Comparative analysis of voltage profile and real and reactive power losses

Case Maximum voltage
(p.u.), Bus number

Minimum voltage
(p.u.), Bus number

Real power loss
(kW)

Reactive power
loss (kVAr)

Base case 1.1, 1 1.019, 65 180 80

SCENARIO 1 1.1,1 1.010,65 221.3 100.6

SCENARIO 2 1.1,1 1.001,65 267.4 121.4

SCENARIO 3 1.1,1 0.992, 65 318.7 144.6

SCENARIO 4 1.1,1 0.982,65 375.6 170.3

Mishra 2015; Gopiya Naik et al. 2015). Mixed load models have been considered
in 69–Bus radial distribution system. The results for this system with mixed load
scenarios are given in Table 9.1. And further, changes in voltage profile and real &
reactive power losses in each case is shown below in Table 9.2.

Four cases have been analyzed with respect to the base load scenario. The active
(kW) and reactive power (kVAr) losses, voltage profile (p.u.), generation cost ($/hr),
energy not supplied (ENS) and reliability percentage have been analyzed in all the
four cases by tabular method as well as graphically. The energy not supplied (ENS)
and reliability percentage for base load scenario is found to be 194.6 kVAand94.88%,
respectively.

All the four cases under the study are as defined below:

SCENARIO 1 – 10% Penetration of EV load with base system load.

SCENARIO 2 – 20% of base load increment.

SCENARIO 3 – 30% of base load increment.

SCENARIO 4 – 40% of base load increment.
Load is varied with respect to base load of the 69–Bus system. This load variation

on different buses is shown in Fig. 9.3. Maximum load is observed on bus 56, which
is 1681.27 kVA in base case and 2139.79 kVA in case of 40% increment in load as
electric vehicle load. As the electric vehicle load is increased with respect to base
load, voltage profile is changed. This variation in voltage profile is shown in Fig. 9.4.
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Major variation in voltage profile can be seen on bus numbers from 10 to 27 and 56
to 66. Maximum voltage is observed on bus 1, i.e. 1.1 p.u.in each case and minimum
voltage is obtained at bus 65which is 0.982 p.u. in case of scenario 4. Losses attached
with each bus have increased as the electric vehicle load is increased. These losses
are shown bus wise in Fig. 9.5. Maximum loss is observed on bus 56 which is 41.774
kVA in case of base load and 87.880 kVA in case of scenario 4. The economic aspect
of the study shows an increase of 43% in electricity production cost from base case to
scenario 4where 40% load is imparted as electric vehicle load. The cost of generation
for base case is found to be 79.65 $/hr and 113.97 $/hr for scenario 4. Reliability of
the system is also decreased as the load is increased. Base case reliability is found
to be 94.88% whereas scenario 4 case reliability is reduced by 2.69% to 92.39%.
Results in Fig. 9.6 show the graphical comparison of load increment, losses induced,
cost of electricity generation and reliability of the system of all the cases that are
under study in this paper. So, we can see that a gradual increase in load results in
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increasing overall line losses, overall generation cost and decreases the reliability of
the system. These impacts are later minimized by finding the optimal location of EV
charging stations using an optimization technique.

9.3.2 Analysis of 69–Bus Radial Distribution System with EV
Charging Station Using ABC Optimization Technique

In our study, Artificial Bee Colony (ABC) optimization technique is used to find the
optimal location of the EV charging stations on different feeder line of our study
system of 69–bus radial distribution system.
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Assumptions:

An EV charging station of size 0.93 MW is considered during our study, which is
capable of charging around 10 T Model S electric vehicle at a time which have a
battery capacity of 85 kWh with charge efficiency of 92%.

TheArtificial BeeColony (ABC) algorithm is a swarm-basedmeta-heuristic algo-
rithm that was introduced by Karaboga in 2005 for optimizing numerical problems.
It consists of four phases-

(a) Initialization phase
(b) Employed phase
(c) Onlooker phase
(d) Scout phase.

Flow chart shown below in Fig. 9.10, shows the different phases and steps
employed in ABC algorithm technique. Using this technique, optimal locations for
the EV charging stations have been found, which in turn have improved the voltage
profile as can be seen in Fig. 9.7. and minimized the line losses even after the load
is increased. Table 9.3 shows the comparative analysis of base case, scenario 4 case
and system with EV charging station after optimization. It can be seen that reliability
has increased to 97.45% after the optimization process. Overall losses have been
decreased to 199.4 kVA despite an increase in overall load from scenario 4. Table 9.4
compares the real & reactive power losses before and after the optimization is done.
Figure 9.8 and Fig. 9.9 show the comparison between base case real and reactive
power losses and line losses with EV charging stations. A slight increase in losses can
be observed at certain busses of the 69–bus distribution system. Cost of generation
is also increased from 79.65 $/hr to 154.06 $/hr after the EV charging stations are
deployed at different feeder lines of the radial distribution network.
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Table 9.3 System parameters with optimal planning of EV charging station using ABC method

Case Overall load
(kVA)

Overall losses
(kVA)

Overall
generation
(MVA)

Generation
cost ($/hr)

Reliability
(%)

Base case 4660.9 198 4.88 79.65 95.29

SCENARIO 4 6525.26 412.4 6.90 113.97 92.39

System with
EV charging
station

7986.6 199.4 8.19 154.06 97.45

Table 9.4 Comparative analysis of voltage profile, real and reactive power losses with optimal
planning of EV charging station using ABC method

Case Maximum
voltage (p.u.),
Bus number

Minimum
voltage (p.u.),
Bus number

Real power loss
(kW)

Reactive power
loss (kVAr)

Base case 1.1, 1 1.019, 65 180 80

SCENARIO 4 1.1,1 0.982,65 375.6 170.3

System with EV
charging station

1.1, 1 1.019, 65 181 83.8

Fig. 9.8 Real power loss comparison graph
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Fig. 9.9 Reactive power loss comparison graph

9.4 Conclusion

Induction of electric vehicles in emerging market, like India, is likely to receive
positive feedback. With government aiming to build the required infrastructure by
2025, it is important to understand the power grid performance parameters before
a huge electric vehicle induction hits the market. EVs will have a huge impact on
distribution aswell as transmission systemperformance. This study is done to present
an overview of how different power grid indices like voltage profile, losses associated
with different buses of 69–Bus system, cost of generation and reliability vary when
the electric vehicle is inducted as load into the system. A comparative analysis is
also done between the power grid parameters, which shows the increment in losses
as well as in cost of generation and decrement in the reliability of the overall system
when the load is gradually increased. In the base case scenario, maximum voltage
is found at bus 1 which is 1.1 p.u. and minimum voltage is found on bus 65 which
is 1.019 p.u. After an increase of 10% electric vehicle load, real and reactive power
losses increased by 22.7% and 25%, respectively, to 221 kW and 100 kVAr from the
base case losses which were 180 kW and 80 kVAr. A tabular comparison has been
done for the maximum and minimum values of different parameters in Table 9.2.

An optimization technique (ABC algorithm) is used to find the optimal location of
EV charging stations on different feeder lines of the 69–bus distribution network and
to improve the voltage profile as well as reduce the real and reactive power losses of
the system. After the EV chargers are placed at optimal locations, overall generation
is increased to 8.19 MVA, losses are decreased as compared to scenario 4 case study
and reliability of the system is increased to 97.45% (Table 9.3).
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Chapter 10
Planning of Electric Vehicle Charging
Station with Integration of Renewables
in Distribution Network

Arnab Pal, Aniruddha Bhattacharya, and Ajoy Kumar Chakraborty

Abstract Electric vehicle (EV) plays an important role to escape from environ-
mental issues like increasing air pollution and limited stock of fossil fuel. EVs run
on an electric motor, which is powered by its onboard rechargeable battery. EVs
need a charging station to fulfil the energy demand of the battery. Recently, the
penetration of EVs is increasing drastically in the modern power system. Therefore,
the optimal planning of the electric vehicle charging stations (EVCSs) is necessary.
The charging stations should maintain the power system parameters as well as it
should provide services to the maximum EV users, which is a challenging job to the
system planning engineers. However, the environmental benefits of EVs cannot be
achieved if renewable energy resources are not incorporated into the system. The
renewable-based distributed generation (DG) also helps to reduce the losses and
improve the voltage profile of the system. Therefore, the distribution system with
the charging stations must be renewably supported. However, the flow of EVs and
generation from renewables are uncertain which is a matter of concern. This chapter
describes the available planning for EVCSs in different distribution networks along
with theirmethodologies. The results are also analyzedwith theirmerits anddemerits.
The results of differenttypes of literature review show that the optimal allocation of
charging stations helps to reduce the power loss of the distribution system as well
asthe installation cost. Optimal allocation of DG contributes to additional power loss
minimization. Moreover, technical information and specifications about EV and its
charging infrastructure are presented in this chapter. The uncertain attributes associ-
ated with EV and DG are described. Also, the steps of different established methods
to handle uncertainties are explained in this chapter.
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Keywords Distribution network · Distributed generation · Electric vehicle ·
Electric vehicle charging station · Optimal planning · Uncertainty

Abbreviations

EV Electric vehicle
EVCS Electric vehicle charging station
DG Distributed generation
PEM Point estimation method
IC Internal combustion
EM Electric motor
HEV Hybrid electric vehicle
PHEV Plug-in hybrid electric vehicle
BEV Battery electric vehicle
BSS Battery swapping station
G2V Grid to vehicle
V2G Vehicle to grid
SOC State of charge
STD Subsequent trip distance
AER All-electric range
MCS Monte-carlo simulation
RES Renewable energy source
BES Battery energy storage
PV Photovoltaic
MT Micro turbine

10.1 Introduction

10.1.1 Electric Vehicle

Vehicleswith an internal combustion engine (ICE) runwith fossil fuels and contribute
to massive air and sound pollution. The electric vehicle is the solution for pollution
less transportation system. EV also helps to stop the burden on fossils fuel consump-
tion which is already at a diminished level. EV is based on an electric motor (EM)
which is driven by a battery pack via a power converter. A three-phase induction
motor and lithium-ion battery are mostly used in EV (Fathabadi 2019). The all-
electric range (AER) is the distance that can be covered by an EV using only battery
power with its full charge. The recent technologies have enhanced the EV driving
range by more than 400 km in one charge (Al-Adsani et al. 2020). In broad, there are
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Fig. 10.1 Types of EV

three types of EVs, which are shown in Fig. 10.1: (i) hybrid electric vehicle (HEV),
(ii) plug-in hybrid electric vehicle (PHEV), (iii) battery electric vehicle (BEV).

(i) HEV: This type of EV is having both an IC engine and electric motor, but
the battery is not facilitated to charge from an external power supply. The
battery takes charge from the braking systemof the vehicle, called regenerative
braking. The electric motor gives support to the IC engine to drive the vehicle
as per requirement, that’s why it is called “hybrid”. The battery capacity of
HEV is around 6 kWh (Iclodean et al. 2017).

Example: Honda Civic Hybrid, Toyota Prius Hybrid, Toyota Camry
Hybrid, etc.

(ii) PHEV: This is also a hybrid vehicle with an IC engine and electric motor, like
HEV. Additionally, the battery of PHEV can be charged from regenerative
braking as well as from external power, that’s why it is called “plug-in”. The
battery capacity of BEV is around 100 kWh (Iclodean et al. 2017).

Example: Chevy Volt, Hyundai Sonata, Toyota Prius, etc.
(iii) BEV: Only electric motor and battery are present in this type of vehicle. The

battery is charged by the external EV charger. BEV also may be supported
with regenerative braking. As there is no IC engine, therefore, themotor rating
and battery capacity are quite higher than other types of vehicles. The battery
capacity of BEV is around 5 kWh (Iclodean et al. 2017).

Example: BMW i3, Nissan LEAF, Tesla Model S, etc.

10.1.2 EV Charging

The charging station is mandatory to charge the EV, as nowadaysmost of the vehicles
are PHEV and BEV. EVCSs are connected to the nodes in the distribution network.
There are few standards for the connector of EV charger, such as CHAdeMO, Society
ofAutomotiveEngineers (SAE), International ElectromechanicalCommission (IEC)
and Combined Charging System (CCS) (Trentadue et al. 2018). Furthermore, the EV



196 A. Pal et al.

Fig. 10.2 Classification of
EV charging level

charging facilities can be categorized as per the charging rate, Fig. 10.2 present the
different levels of EV charging. CHAdeMO is the most popular among those for DC
fast charging (Ahmadian et al. 2020).

However, the health of the batteries should be kept in mind, therefore, the SOC
limits of EV’s battery are maintained for all the scenarios. Typically, 20% is the
lower level of the SOC and 90% is the upper level, which is maintained (Pal et al.
2021). Charging efficiency and discharging efficiency are taken as 95 and 90%,
respectively, for the simulation work with EV (Pal et al. 2021). Rating and uses of
different charging levels according to SAE are as follows (Ahmadian et al. 2020):

Level 1: Single-phase AC 120 V, current 12–16 Amp, power 1.44–1.92 kW. This
charging level is used for home charging and parking lot charging.
Level 2: Single/three-phase AC 240V, current up to 80Amp, power up to 19.2 kW.
This charging level is used for the public charging station aswell as homecharging.
Level 3: DC 200–450 V, current up to 80 Amp, power up to 36 kW. This is
particularly applicable only for the public charging station. The DC fast charging
of CHAdeMO is with 50–500 V, current up to 125 Amp and output power up to
50 kW (Aziz and Oda 2017).

During charging, EV takes power from the grid, which is termed as “grid to
vehicle”. Whereas, “vehicle to grid” technology provides the facility to feed power
from EV to power system grid. V2G is beneficial for EV users and service providers
along with the grid (Ma et al. 2012). EV owners can trade the power with the grid
according to the real-time prices. The service providers can gain revenue from the
dividend. The grid canmitigate the peak power demand fromEVs and able to improve
the node voltages when it is required. The rate of discharging during V2G is 2–4 kW
(Pal et al. 2021). The drawback of theV2G is the battery degradation due to additional
cycles of charging and discharging.

There is another solution for charging the EV batteries, i.e. battery-swapping
station (BSS). In BSS, a charged battery is exchanged with a nearly empty battery
of EV. The BSS is not much convenient because more batteries are required and
annoyed users about nonidentical batteries’ health.



10 Planning of Electric Vehicle Charging Station with Integration … 197

10.1.3 Distributed Generation

Distributed generation is a small-scale generation typically renewable-based,
connected to the nodes of the distribution network. As DGs are installed near to
the loads, therefore, it can supply the power locally to the load and helps to reduce
the power losses as well as to improve the voltage profile of the distribution system
(Pal et al. 2020). As the main motto of EVs is to reduce emissions, therefore, the
conventional thermal power plant should not be utilized to charge the EVs. Incorpo-
rating renewable-based DG such as solar photovoltaic (PV), wind generators, will
help to reduce pollution to some extent. However, the sizes and locations of DG in the
distribution network are most significant to minimize maximum possible loss along
with improvement of the voltages. Moreover, unplanned DG allocation may lead
to undervoltage or overvoltage. The locations and demand of EVCSs can influence
the allocation of DGs. Hence, simultaneous solution or two-layered optimization for
EVCSs and DGs allocation is required to make optimal renewable supported distri-
bution system including EVCSs. Many literature consider that DGs are connected
with the EVCS. However, in case of renewable-based DG, uncertainties are a big
issue to design the system optimally. Also, RESs are non-dispatchable generations
that may require BES to store the surplus power and to utilize it as per requirement.

10.1.4 Uncertainty

Uncertainties are the critical concern to achieve realistic solutions for the research
problem with EV and PV along with existing loads. The driving pattern of EVs and
solar irradiance are the uncertain parameters for the EVCSs and DG power outputs.
The uncertain parameters related to EV are:

(i) Arrival Time (hh:mm): The time when an EV arrives at a charging station, is
termed as the arrival time of that particular EV.

(ii) Arrival SOC (%): The amount of SOC remaining of an EV at the moment of
arrival at EVCS is called the arrival SOC of that EV.

(iii) First Trip Distance (km): The distance covered by the EV before coming to
the charging station.

(iv) Subsequent Trip Distance (km): Expected distance will be travelled by the
EV after getting charged from the EVCS.

(v) Departure SOC (%): It is the desiredSOC level by theEV, in otherwords, SOC
of the EV while leaving the EVCS after charging. Departure SOC depends
on the STD.

(vi) Energy Requirement (kWh): It is the energy demand by the EV, which will be
fulfilled from the EVCS. Energy demand is calculated from SOC at arrival,
SOC at departure and battery capacity of the EV.
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(vii) Departure Time (hh:mm): The time when EV departs the EVCS after getting
its desired charge. It depends on the energy requirement by the EV and the
rate of charging/discharging.

The uncertain parameters related to PV power output are i) Solar Irradiance, ii)
Temperature.

There are many established uncertainty handling methods that are able to take the
uncertainties into consideration and provide accurate solutions. K-mean algorithm,
Monte Carlo simulation and 2 m point estimation method are widely used stochastic
tools to deal with uncertainties.

10.1.5 Highlights of the Chapter

This chapter presents the planning procedure of EVCSs with DGs and analyzed
the results of different planning of EVCSs. To formulate the problem for EVCS
allocation, some basic knowledge is necessary, which are given in the introduction
section as:

• Basic information of electric vehicle and its types with specifications.
• Technical information about EV charging facility with its specifications and

different levels.
• Benefits of distributed generation.
• Uncertainties associated with EVs and PVs.

The mathematical formulations, methodologies and results from different litera-
ture are shown and discussed in this chapter as:

• Calculation of different parameters of EV and load at EVCS.
• Objective functions to allocate EVCS and DG.
• Constraints related to distribution network, EV, EVCS and DG.
• Flow chart to solve allocation problem using optimization technique.
• Different methods to handle uncertainties.
• Result analyses of EVCS and DG allocation in different distribution networks for

various objectives.

10.2 Related Work

There are many works related to EVCS allocation. Some of them provide realistic
solutions considering different practical parameters. In Pal et al. (2019), fast-charging
stations are placedoptimally in IEEE33distribution system.Thedistribution network
is divided into three zones to allocate EVCS. The power loss is minimized using grey
wolf optimizer and results are confirmed using whale optimization algorithm. In Cui
et al. (2019), ECVSs are located in the distribution network in view of practical
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factors associated with the urban area. In Deb et al. (2019), EVCSs are placed in
Guwahati highway where multi-objective problem is formulated and solved using
soft-computing techniques. In Dong et al. (2019), EVCS allocation is executed in
London city. The EVCSs are allocated in the roads of the U.S. in He et al. (2019).
Various optimization techniques are applied in Zhang et al. (2019) to obtain the
locations of EVCS by taking care of area-wise charging demand. In Kong et al.
(2019) and Guo and Zhao (2015), the optimal locations of EVCS are determined in
Beijing. Conditions-based place selection for EVCS is performed in Hosseini and
Sarder (2019). Again, (He et al. 2018) is also a distinguished investigation where
EVCSs are planned on different roads and maps of cities.

In Awasthi et al. (2017), a hybrid optimization is used to allocate EVCSs in
the Allahabad distribution network by minimizing installation cost and maximizing
power quality. In Mehta et al. (2019), EVCSs are placed in a 33 bus distribution
network by two-layer optimization. In Shojaabadi et al. (2016), EVCSs are planned
considering the demand-side response. EVCSs are installed at optimal places with
optimal sizes in Aljaidi et al. (2019). Charging station set-up is found out optimally
in Davidov and Pantoš (2019) by various cost minimizations. In Yi et al. (2019),
optimal locations and sizes are found out for EVCS. The costs related to EVCS
instalment and operation are minimized in Liu and Bie (2019) and (Andrade et al.
2020) by allocating at optimal places. In Zhang et al. (2019), road networks and
distribution networks are overlaid to find out the appropriate locations of the EVCS
using soft-computing techniques. In Zhang et al. (2019), optimal locations of EVCS
are determined in Beijing city to minimize power loss of the electrical network
and EVCS cost. Optimal charging/discharging scheduling is achieved along with
optimal EVCS locations in Hadian et al. (2020). In Pal et al. (2021), EVCS and
DG are allocated simultaneously in the radial distribution network. The problem is
solved using two-layer optimization. The uncertainties associated with EVs and DGs
are taken care of. The results show that DG helps to increase voltage profile and to
reduce the energy loss of the distribution system. It can be observed that optimal
locations of EVCS reduce the energy loss. Also, locations influence the total land
cost for the EVCSs.

In Pal et al. (2021), EVCSs are placed optimally in 33 radial distribution network
which is merged with a road network. Multi-objective problem is formulated where
energy loss, voltage deviation, last cost areminimized andweightage of the location is
maximized. The results show that allocatedEVCSs are distributed in the road network
to serve the users suitably. In Shaaban et al. (2019) and Atat et al. (2020), EVCSs, as
well as DGs, are located optimally. In Pal et al. (2021), a superimposed network is
used to allocate EVCS which is taken as a public fast-charging station. Renewable-
based DGs (PV) are also allocated optimally to minimize more loss of energy and
to enhance the voltages of the distribution network. BESs are incorporated with PV
to manage the variable renewable generation and variable load demand. BESs are
also optimally scheduled. Moreover, EVs are assigned at apt EVCS considering their
routes and traffic congestions. The BESs are also installed with EVCS in Dai et al.
(2019), Yan et al. (2017), Gong et al. (2019), Kasturi et al. (2020). Allocation of
EVCS and BSS is performed on a 15-bus and 43-bus network in Zheng et al. (2014).
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In Moradijoz et al. (2013), parking lots are placed in a distribution network. Again
in Ahmadi et al. (2021), parking lots are optimally planned in IEEE 69 network with
the appropriate charging strategies of the EVs to reduce the total costs associated
with a parking lot. Also, in Liu et al. (2020)–(Ponnam and Swarnasri 2020), EVCSs
are planned optimally in the distribution system.

The EV movement and charging requirement are uncertain parameters for this
type of work. In Sokorai et al. (2018), the uncertainty of daily usages of EVCSs
is modelled using the Markov chain’s tool. In Yi et al. (2019), uncertainties are
handled using an artificial immune algorithm to find out the EVCS locations. K-
means clustering method is applied in Shaaban et al. (2019) to look into uncertainties
associated with DG and EV. MonteCarlo simulation-based algorithm is established
in Andrade et al. (2020) to get the uncertain EV driving pattern for the allocation
of EVCS. MCS is applied in Shojaabadi et al. (2016); Shojaabadi et al. 2016) to
tackle the uncertainties related to EV. Still, these methods have drawbacks such
as computational time, mathematical complexity, hard to deal with huge uncertain
variables (Saha et al. 2019). 2 m PEM has many advantages over other techniques,
which are used in Pal et al. (2021), (2021), (2021) to deal with uncertainties for
EVCS allocation.

10.3 Problem Formulation

10.3.1 Mathematical Calculation of EV Parameters

The load at any charging station depends on the number of vehicles that are in
charging/discharging mode and the rate of charging/discharging. The calculation of

total load
(
EvL (t)

S

)
on Sth EVCS due to EVs at tth time is calculated as follows (Pal

et al. 2021):

EvL (t)
S =

(
nv

(t)
G2V × Cr

)
−

(
nv

(t)
V 2G × Dr

)
(10.1)

where Cr and Dr charging and discharging rate of G2V and V2G, nv
(t)
G2V and nv

(t)
V 2G

are number of vehicles in G2V mode and V2G mode, respectively, at t th time. The
energy demand

(
Reqeng

v

)
by the vth vehicle is determined as

Reqeng
vc =

{
(Reqsoc

v × Bcv)/ηch, i f V 2G mode
(Reqsoc

v × Bcv × ηdis, i f V 2G mode
(10.2)

where Reqsoc
v , Reqeng

v and Bcv indicate required SOC in %, required energy in kWh
and battery capacity in kWh of vth vehicle, respectively. ηch and ηdis are charging and
discharging efficiency of EV, respectively. The required SOC

(
Reqsoc

v

)
and required
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time
(
Reqtime

v

)
to charge the vth vehicle is calculated as

Reqsoc
v = Dsoc

v − Asoc
v (10.3)

Reqtime
v =

{
Reqeng

v /Cr , i f G2V∣∣Reqeng
v

∣∣/Dr , i f V 2G
(10.4)

Reqsoc
v is positive when departure SOC

(
Dsoc

v

)
is more than arrival SOC

(
Asoc

v

)
,

that means the EV is connected in G2V/charging mode. If the value is negative, the
state of EV is V2G/discharging. The arrival SOC

(
Asoc

v

)
can be found by

Asoc
v = 1 − ( f tdv/AERv) (10.5)

where f tdv is the first trip distance which is travelled by the EV to come to the
EVCS and AERv is the all- electric range of the vth EV. The departure SOC

(
Dsoc

v

)
and departure time

(
Dtime

v

)
of vth vehicle is calculated as (Pal et al. 2021)

Dsoc
v = (ST Dv/AERv) + 0.20 (10.6)

Dtime
v = Atime

v + Reqtime
v (10.7)

where ST Dv is the subsequent trip distance of vth vehicle. 20% is the minimum
SOC level that should be maintained, to be specific, the departure SOC should not be
less than 20%. The STD is obtained by (8), where tdv is the total distance is covered
by the EV.

ST Dv = tdv − f tdv (10.8)

In the above mentioned calculations, arrival time, first trip distance, total travel
distance, AER and the battery capacity are the input parameters.

10.3.2 EVCS and DG Allocation

To allocate the EVCSs andDGs in the distribution system, the total load due to EVCS
and generation from DG need to be calculated. If Sth EVCS and DG are connected
at buth node in the distribution network, the total load (Pbu) on that node at t th hour
can be expressed as

P (t)
bu = ExL (t)

bu + EvL(t)
S − DG(t)

S (10.9)
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where ExL (t)
bu is the existing load at buth node. EvL(t)

S is load due to EVCS at t th
time period which is obtained by (1). DG(t)

S is the power generated from DG at time
t . The EVCS load and DG generation would be zero if they are not connected at bus
bu.

10.3.2.1 Objectives for the Allocation Problem

Different objectives are considered in various research works to allocate EVCS in the
distribution network as well as traffic network. Maximization/minimization problem
depends on the type of objective functions, such as electrical loss and instalment cost
due to EVCSs being minimized and service to the users being maximized.

• The total cost of EVCSs is minimized in Liu et al. (2013) considering the costs
for operation and maintenance, investment and power loss to place the EVCSs at
optimal locations. Themathematical objective function for the planning of EVCSs
in the distribution network is expressed in Liu et al. (2013) as follows:

min(F) =
T∑
t=1

1

(1 + η)t

[
NEVCS∑
i=1

C I
EVCSi (t) + CO

EVCSi (t) + CM
EVCSi (t) + CL

PS(t)

]

(10.10)

whereC I
EVCSi (t),C

O
EVCSi (t) andC

M
EVCSi (t) are the instalment cost, operation cost

and maintenance cost of i th EVCS at t th time period. CL
PS(t) is the cost of the

power loss in the system at t th time. η is the discount rate for reverse calculation
of upcoming price, NEVCS is the number of EVCS is being allocated and T is the
total project period.

• For allocation of EVCSs. three objectives are considered in Wang et al. (2013)
to cover maximum EV users by the EVCSs with keeping power losses and
voltage deviations minimum. Themulti-objective problem is converted to a single
objective function by multiplying weighting factors (α1, α2, α3) as below.

min(F) = min(α1F1 + α2F2 + α3F3) (10.11)

where (11) is a minimization problem and F1, F2 and F3 are the normalized
values of three objective functions. The objective functions as follows:

max(F1) =
∑
q∈Q

fq yq (10.12)

min(F2) = PLoss(Ui PSi ,Ui QSi ) (10.13)
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min(F3) =
Nd∑
i=1

|Vi − V0|
V0

(10.14)

where F1 is to serve the maximum number of EV by the EVCSs. F2 and F3

are to minimize power loss and voltage deviation of the distribution network,
respectively. fq is the EV flow on qth road, Q is the total number of roads and yq
is binary variable for the response of all EVs, served or not. Binary Ui denotes
EVCS is connected at i th bus or not,PSi and QSi are the real and reactive power
drawn by the EVCS at i th bus.V0 and Vi are the rated voltage and the voltage at
bus i , respectively. Nd a total number of buses present in the system.

• The EVCSs are allocated in Awasthi et al. (2017) taking multi-objective problem
(15) consisting ofminimization of active and reactive power loss alongwithEVCS
cost and maximization of voltage improvement index.

min(F) = min

{
1

w1V P I Ii + w2PLRIi + w3QLP Ii

}
(i ∈ NC) (10.15)

where w1, w2 and w3 are the weighting coefficients to make a single objective
problem to multi-objective and NC is the total number of charging stations to be
allocated. ICi is the initial cost for i th EVCS and Xi is binary variable is 1 if the
EVCS is connected at i th bus, otherwise 0. V P I Ii , PLRIi and QLP Ii are the
indexes at i th bus for improvement of voltage problem, reduction of active power
loss and reduction of reactive power loss, respectively, as shown below.

V P I Ii = 1

α + maxni=1

(∣∣1 − V(CSi )

∣∣) (10.16)

PLRIi = PL(base) − PL(CSi )

PL(base)
(10.17)

QLP Ii = QL(base) − QL(CSi )

QL(base)
(10.18)

ICi = Cin + 25Cland .Ni + Cp.Cdev.(Ni − 1) (10.19)

where V(CSi ) is the voltage of bus i once the EVCSs are connected and α is a scalar
variable. PL(base) and QL(base) are the active and reactive power loss respectively
at i th bus without any EVCS and PL(CSi ) and QL(CSi ) are the active and reactive
power loss respectively at i th bus after placing the EVCS.Cin,Cland ,Cp andCdev

are investment cost, land cost, rated power of connector and development cost of
connector, respectively, for charging station.

• In Pal et al. (2021), multi-objective function is considered for EVCS allocation,
which is transformed to a single objective as a minimization problem by applying
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weighting coefficients (ω1, ω2, ω3, ω4) as follows:

min(F) = min(ω1 f1 + ω2 f2 + ω3 f3 − ω4 f4) (10.20)

where f1, f2, f3, f4 are the four objective functions, which are expressed below

min( f 1) =
24∑
t=1

Nbr∑
br=1

(
I (t)
br

)2 × Rbr (10.21)

min( f2) =
24∑
t=1

Nbu∑
bu=1

∣∣∣1 − V (t)
bu

∣∣∣ (10.22)

max( f 3) =
NS∑
S=1

wS (10.23)

min( f4) =
NS∑
S=1

cS (10.24)

where f1 is energy loss and f2 is voltage deviation of the distribution system, f3 is
weightage of the locations of EVCS and f4 is the land cost for installing EVCSs.
I (t)
br is current flowing through branch br at time t , Rbr is the resistance of br th
branch. V (t)

bu is the voltage of bus bu at time t . wS and cS are the weightage and
land cost of the Sth EVCS’s location, respectively. Nbr , Nbu and NS are the total
number of branches, number of buses and number of EVCS, respectively.

• In Mozafar et al. (2017), minimization of a multi-objective problem is formulated
involving four objectives, i.e. power loss, voltage fluctuation, EV charging cost
and battery degradation cost.

min(F) = min
(
τ f1 + β f2 + γ f3 + α f 4

)
(10.25)

where τ, β, γ and α are the weighting factors, set as 0.4, 0.3, 0.2 and 0.1, respec-
tively. f1, f2 are the objective functions for power loss and voltage fluctuation for
24 h, which can be calculated as (21, 22), respectively. f3is the objective function
for the cost of charging (G2V) including benefits from discharging (V2G) and f4
is for downgrading costs of battery, as follows:

f3 =
24∑
t=1

(
Psub,t × πT OU

) + fch − fdc (10.26)

f4 = Cb.BCAP + Cr

Lc.BCAP.DOD
PPHEV
dc (10.27)
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where Psub,t is power from the substation at time t . The dynamic electricity price
is πT OU . fch, fdc are the cost for charging and profit from discharging (V2G).
Cb,Cr and Lc are the battery cost, cost for battery replacement and lifecycle of
the battery, respectively, BCAPandDOD is the battery capacity and depth of
discharge, respectively. PPHEV

dc is the energy discharged by the PHEV during
V2G.

• Single objective function is taken in Alhazmi et al. (2017) to maximize the
coverage of the charging station to the EV users by allocating EVCS at proper
places. The maximization problem is presented in Alhazmi et al. (2017) as

max(F) = max
NT∑
i=1

T Diwi (10.28)

where T Di is the demand by the EV transportation at i th location and wi is
1 if demand is fulfilled by the EVCS, otherwise 0.NT is the total nodes in the
transportation network.

• In Kandil et al. (2018), charging stations for PEVs are assigned along with
renewable-based DG and battery energy storage. The yearly cost of energy is
minimized to find out the appropriate locations, as follows:

min(F) = min	1,	2

∑
s
Pro(s)×(∑

i

[
CRE(i) − RRE(i,s) + CES(i) + CEV (i)

] + [
Closs(s) + Ccons(s)

])

(10.29)

where 	1,	2 are the installation and operation variables, respectively,Pro(s) is
the probability of sth scenario.CRE(i),CES(i) andCEV (i) are the capital investment
and running costs for renewable energy, energy storage and EV charging station,
respectively, connected at i th bus. RRE(i,s) is the profit from renewable power
generation. Closs(s),Ccons(s) are the energy loss cost and energy consumption cost
by the loads, respectively.

• DGs and EVCSs are allocated in Liu et al. (2020) using two-level optimization,
where both levels are maximization problems. The objective function (30) of
the upper level is consisting annual return

(
Cpro

)
, power loss cost (Closs) and

environmental benefit (Cenv).

max
(
Fupper

) = Cpro − Closs + Cenv (10.30)

The objective function in lower-level optimization is

max(Flower ) = Cl,S + Cl,B − Cl,OM − Cl,loss + Cl,env (10.31)
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where l is the probabilistic scenario, Cl,S denotes profit from the utility,Cl,B

represents government support for renewable generation, Cl,OM is the operation
and maintenance cost of EVCS and DG, Cl,loss,Cl,env are the power loss and
environmental benefit, respectively.

• Authors inLuo et al. (2020) propose a costminimization objective consideringDG
and EVCS for optimal allocation. The total annual cost in the objective function
involves the cost of investment

(
C I

)
, operation and maintenance cost (CO&M),

fuel cost with carbon emission (CF&E ), electricity purchase cost from utility(
CP

)
, power loss cost (CNL), energy loss for charging/discharging of EV (CCL)

and battery degradation cost (CB), as

min(F) = min
(
C I + CO&M + CF&E + CP + CNL + CCL + CB

)
. (10.32)

10.3.2.2 Constraints for the Allocation

Different constraints are considered related to EV, charging station, traffic network
and distribution system for EVCS and DG allocation. Some required constraints are
presented below.

• Constraint Related to Distribution Network

– Constraint for power flow balance: This is a compulsory condition that need to
be satisfied for any distribution network at any point of time. The total power
supplied from substation and DGs should be equal to total power loss and total
load including EVCSs, can be written as:

Psub + PDG − Ploss − Pload = 0 (10.33)

where Psub, PDG, Ploss and Pload are the power from substation, power from
DG, power losses in the system and load, respectively.

– Constraint for node voltages: To provide quality power to the users, the voltage
of the nodes of the distribution network should be maintained within permissible
limits as (34) where Vmin and Vmax are the lower and upper limit of the bus
voltage. respectively.

Vmin < Vbu < Vmax (10.34)

– Constraint for line currents: This constraint is for a limit of the current flow through
eachbranchbecauseof the conductors’maximumcurrent carrying capacity (I max )

as

|Ibr | < I max (10.35)

• Constraint Related to EVCS
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– The constraint for the number of ports: Number of maximum and minimum ports
in an EVCS can be restricted according to EV demand and power supply capacity
of distribution node as (Awasthi et al. 2017)

Nmin
i ≤ Ni ≤ Nmax

i , i = 1, 2, . . . , NEVCS (10.36)

where Ni is the number of the port at i th charging station, Nmin
i and Nmax

i are
the minimum and maximum limit, respectively. NEVCS is the number of EVCS
in the system.

– Constraint for EVCS power: The total power drawn by the EVCSs in a distribution
system should be limited by permissible level because of the supply capacity of
the distribution system as (Liu et al. 2013)

∑NEVCS

i=1
PEVCSi ≤ Pmax

EVCS (10.37)

where PEVCSi power is drawn by the i th EVCS and Pmax
EVCSis the maximum

permissible limit.

• Constraint Related to EV

– Constraint for EV’s SOC: The SOC level of the EV has to be within limits (38)
because overcharge or overdischarge impacts the battery health (Pal et al. 2021).

SOCmin ≤ SOC ≤ SOCmax (10.38)

where SOCmin and SOCmax are the lower and upper limit of the SOC which
should be maintained in the EV battery.

• Constraint Related to DG

– Constraint for DG power: The DG output power should not exceed the maximum
limit because it may cause over voltage, high short circuit current and reverse
power flow (Pal et al. 2020). The constraint is shown below, where PDGi is the
power generated from i th DG and NDG is the total number of DG presence in the
system.Pmax

DG is the maximum allowable power which can be penetrated from the
DGs.

∑NDG

i=1
PDGi ≤ Pmax

DG (10.39)
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Fig. 10.3 Flowchart of the
generalized algorithm of
EVCS allocation using
optimization technique
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10.3.2.3 Generalized Algorithm of EVCS Allocation

A simple algorithm is illustrated in Fig. 10.3 to allocate the EVCSs using the opti-
mization technique. First, the locations are generated randomly in the initializa-
tion stage. Then the locations are updated using an optimization algorithm to mini-
mize/maximize the objective function. If all the constraints are satisfied then only
the solution is acceptable. The updating procedure is stopped when the convergence
criteria are reached.

10.4 Uncertainty Modelling

In the allocation problem of EVCS and DG, the EV flow and PV power output are
not deterministic variables. Researchers have to take care of the uncertain variables
to find out the optimal locations, otherwise, the solutions would not be applicable in
a practical scenario. The Monte Carlo simulation, K-mean algorithm and 2 m point
estimation method are the established method to handle the uncertain variables.

• K-mean algorithm: In Liu et al. (2020), K-mean + + algorithm is employed
for uncertain variables such as PV, wind power output and load demand. In this
technique, the number of uncertain scenarios is reduced by the clustering process
using historical data. The procedure is given below as (Liu et al. 2020):

(i) The historical original data of uncertain variables (PV output, EV charging
demand) are normalized.

(Ii) Total K number of clustering centres (ξ1, ξ2, ξ3, . . . , ξK ) are created as follows:

(a) A random set is selected from the original 365 number of sets
(Ni , i = 1, 2, 3, . . . , 365) for the 1st cluster (ξ1).

(b) The shortest distance is calculated between Ni and ξ1, i.e. d(Ni , ξ1). A
summation of all distances (d) is needed.

(c) A random distance is generated which is less than sum(d) and it is updated to
d(Ni , ξ1). Ni will be the new centre of the cluster if the random distance is less
than 0.

(d) Repeat step b and c to select K number of centres (ξ1, ξ2, ξ3, . . . , ξK ).
(e) The distances between remaining original sets to centres of the clustering. The

original sets are allocated to the nearest cluster.
(f) The centres of K number of cluster are found out and new generations’ centres

are updated.
(g) Repeat step c and d till clustering are unchanged.

• MonteCarlo simulation: The authors inKandil et al. (2018) have applied aMarkov
chain-basedMCS to capture uncertain arrival time and departure time of the EVs.
The MCS model is used in Alhazmi et al. (2017) to tackle the uncertainties of
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travel distance by the EVs and energy remain in EVs’ batteries. The simple steps
are:

(i) Generate random numbers of the uncertain variables from their distribution
function.

(ii) Make numerous sets with the random numbers as different scenarios.
(iii) Solve the problem for each scenario with a fixed deterministic set.
(iv) The average value of the results of all scenarios is taken.

• 2 m point estimation method: This method is utilized in Pal et al. (2021) to handle
the uncertainties of arrival time, arrival SOC and travelling distance of the EVs.
In this method, dual scenarios are created for each uncertain variable using a
distribution function based on past data. The major steps are as follows:

(i) Generate two random values of each uncertain variable using distribution
function and central moment.

(ii) Make two sets with a random value and mean value for a fixed deterministic
set.

(iii) Repeat step 1 and 2 for all the uncertain variables. The total number of the set
will be double the number of uncertain variables.

(iv) Solve the problem for each set with a fixed deterministic set.
(v) Determine the mean value of the outcomes from all sets.

10.5 Result and Discussion

• In Pal et al. (2019), fast-charging stations are allocated in IEEE 33 radial distri-
bution network. The whole network is divided into separate zones, where each
EVCS is placed at each zone optimally as Fig. 10.4. In this work, the power loss
of the distribution network is minimized. The locations are 2, 21 and 30, which
are scattered in the area. The power loss after optimal allocation of EVCS is

Fig. 10.4 Allocation of fast-charging station in IEEE 33 node system (Pal et al. 2019)
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Fig. 10.5 Voltage profile of
IEEE 33 node system after
optimal allocation of EVCSs
(Pal et al. 2019)

Table 10.1 Optimal allocation of EVCSs in IEEE 123 distribution system (Liu et al. 2013)

Type Location EVCS size (kVA) Total cost ($)

1 1 500 1,313,917.16

3 31 80

3 39 80

3 87 50

2 107 200

234.6 kW for 30 EVs. The voltage profile of the distribution network is shown in
Fig. 10.5 after zone-wise allocation of EVCSs. It is seen that the voltage of each
node maintains permissible 10% limits.

• EVCSs are placed optimally on IEEE 123 distribution network in Liu et al. (2013).
The optimization problem is solved using the cross-entropy technique. Three types
of EVCSs are considered based on their capability to serve the area, where type-1
is capable to serve 1700–2000m2 area, type-2 is capable to serve 1000m2 area and
type-3 is capable to serve 50–100 m2 area. Five charging stations are allocated
at optimal locations based on cost minimization (10) with the decision of the
type of EVCSs as mentioned in Table 10.1, where the total cost is $1,313,917.16
including investment cost, operation and maintenance cost of EVCSs, and power
loss cost of the distribution system. The capacity of the respective EVCSs is also
mentioned in Table 10.1.

• In Wang et al. (2013), the EVCSs are allocated in an overlapped network with a
33 bus distribution system and a 25 node traffic network. A modified primal–dual
interior point method is used to solve the problem. Four charging stations are
taken for 400 EVs in the study area to serve maximum EVs with minimum power
loss and minimum voltage deviation (11). The four cases are performed and the
optimal locations are mentioned in Table 10.2 (Wang et al. 2013).

The four cases are:

i Allocation in only distribution network for power loss and voltage deviation
minimization.

ii Allocation in only traffic network to serve the maximum EVs.
iii Allocation considering both the network overlapped with all the objectives.
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Table 10.2 Optimal allocation of EVCS in a 33 distribution system (Wang et al. 2013)

Case Location EVCS size
(MW)

Power loss (MW) Voltage deviation
(%)

EV served (%)

i 12, 13, 14, 16 0.1, 0.2,
0.4, 0.1

0.1953 2.493 24.93

ii 8, 14, 18, 23 0.2, 0.1,
0.2, 0.3

0.2575 3.251 45.83

iii 14, 15, 18, 23 0.1, 0.1,
0.4, 0.2

0.2068 2.719 32.25

iv 2, 19, 22, 20 0.1, 0.1,
0.2, 0.4

0.1926 2.491 53.27

iv Case-iii without considering the EVs’ battery limits.

It is seen in Table 10.2 that case-ii creates more power loss and voltage deviation
than case-i, but case-ii successfully served 45.83% EVs because case-ii only cares
about traffic network and maximum services. Case-i serves less EV because it only
considers electrical parameters of the distribution system. Case-iii is a balanced
solution among all, because it considers both the networks will all the objectives.
Case-iv achieves minimum power loss and voltage deviation with maximum EV
served, which indicates large battery capacity of EV can help distribution network
as well as traffic network. In case-iv, the power loss is 206.8 kW, voltage deviation
is 2.49% and 53.27% EVs are served.

• Authors in Awasthi et al. (2017) consider the distribution system of Allahabad
town to allocate the EVCSs. Six sub-feeders (1, 2, 3, 4, 5 and 6) are there with
different number of node. Three nodes are in sub-feeder 1, denoted as 1.1, 1.2
and 1.3, in this way, there are 6 nodes in feeder 2, 3 nodes in feeder 3, 5 nodes in
feeder 4, 8 nodes in feeder 5 and 5 nodes in feeder 6. Total 14 EVCSs are placed in
Allahabad city. A hybrid optimization techniquewith particle swarm optimization
and genetic algorithm is employed to solve this problem. The optimized location
of EVCSs, number of ports in respective EVCSs, required land for EVCSs and
cost of the EVCSs are shown in Table 10.3.

• In Mozafar et al. (2017), two EVCSs are allocated along with two renewable
energy resources considering uncertainties and battery degradation. IEEE 33 node
test system is taken for investigation of the EVCS allocation problem in presence
of PV/wind generation. A combination of particle swarmoptimization and genetic
algorithm is used for optimization to find out the locations and sizes of the EVCS
and RES which are presented in Table 10.4 with the values of objective functions
in (25). It is seen that nodes 23 and 6 are the optimal locations for EVCS and
nodes 13, 23 are optimal locations for DG.

• A 23 node radial distribution system is considered along with a 20 node road
network in Alhazmi et al. (2017). The EVCSs are allocated to cover the maximum
area of a city. The uncertain parameters are handled usingMonteCarlo simulation.
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Table 10.3 Optimal allocation of EVCS in the Allahabad distribution system (Awasthi et al. 2017)

Location No. of port Required land m2 Cost ($)×103 Active power loss
(kW)

Reactive power
loss (kVar)

2.4 29 725 100.42 18,532 73,989

3.1 29 725 99.21

4.3 41 1025 115.12

4.5 31 775 106.46

5.1 28 700 97.58

5.2 28 700 98.46

5.3 28 700 100.03

5.4 28 700 97.00

5.5 28 700 97.87

5.6 28 700 98.60

5.7 28 700 99.62

5.8 28 700 101.08

6.1 29 725 100.11

Table 10.4 Best solution of locations and sizes of EVCS and RES in IEEE 33 distribution system
(Mozafar et al. 2017)

EVCS
location

EVCS
size
(MW)

RES
location

RES
size
(MW)

( f 1) Power
loss (MW)

( f 2) Voltage
fluctuation

( f 3) Cost
of
G2V-V2G

( f 4) Battery
downgrading
costs

23 1.0512 13 0.6939 2.108906 24.1073 pu $8,221,640 $147,189

6 0.9035 30 0.7126

The results are illustrated in Table 10.5 considering the service range of each
EVCS is 25 km. For the optimal locations, the total installation cost is 4 M$.

• In Pal et al. (2021), EVCSs and DGs are allocated in a 33 node radial distribution
system which is merged with a road network. Two-layered optimization problem
is formulated, where the first layer is to place the EVCSs optimally and the second
layer is for allocation of DGs. In this work, the sizes of EVCS and the sizes of
DG are not optimized. Energy loss, voltage deviation, weightage and cost of the
locations are taken as objectives. Table 10.6 presents the locations of EVCS and
DG.Nodes 10, 23 and 28 are the optimal locations for EVCS. Nodes 16, 17 and 18

Table 10.5 Optimal
locations of EVCS in traffic
+ distribution system
(Alhazmi et al. 2017)

Location in traffic network Construction cost

6, 7, 11, 17, 20 4 Million $



214 A. Pal et al.

Table 10.6 Optimal
allocation of EVCS with DG
in a 33 bus system (Pal et al.
2021)

EVCS location DG location Energy loss

28 16 6111.5 kWh

23 17

10 18

are the optimal locations for DG. For this solution, the energy loss is minimized
to 6111.5 kWh for 100% penetration of EV.

Figure 10.6 illustrates the energy loss for different penetration levels of EV
with and without DG. It can be seen that energy losses are increasing with EV
penetration. However, the energy loss is less with DG for any penetration level.

Figure 10.7 depicts the differences of voltages with DG and without DG of
nodes 11–18. It can be seen that node voltages are increased after the incorporation
of DGs. However, due to non-optimal sizes of DG, the voltage improvement is
not much significant.

• Authors in Kandil et al. (2018) allocate EVCSs, RESs and BESs simultaneously
in a 38 node distribution network considering the uncertainties usingMonte Carlo

Fig. 10.6 Comparison between with and without DG for various EV penetration levels (Pal et al.
2021)

Fig. 10.7 Voltage profiles with and without DG (Pal et al. 2021)
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simulation. PV is considered as a renewable energy source. The cost of energy is
minimized to find out the optimal solution. Three cases are shown in Table 10.7,
where case-1 is locations and sizes of PV and BES, case-2 is locations and sizes
of EVCS and BES and case-3 is with PV, EVCS and BES. For the base case, the
energy loss and cost of energy are 427 MWh and 0.0702 $/kWh, respectively.

It can be seen in Table 10.7 that for case-1, the cost of energy is reduced to 0.0169
$/kWh from the base case due to the optimal allocation of RESs and BESs. But in
case-2, the loss is increased because there is no renewable resource as aDG, however,
the cost of energy is less due to BESs. The simultaneous allocation of EVCS, PV
and BES is attempted in case-3, and loss is decreased with a lower cost of energy.
However, the case-3 results show that the BESs are not desired due to high cost. EVs
can be charged when PV power output is available, to avoid the BES. Therefore,
BESs are not needed to manage renewable energy according to load requirements
with additional investment costs.

• DGs and EVCSs are allocated in Liu et al. (2020) considering the uncertainties
using K-mean ++ algorithm. Each DG’s size is 10 kW. Various types of EV are
considered, such as bus, taxi and car. The allocation problem is executed for
the distribution system of IEEE 33, PG&E-69 and a local 30 node network. An
enhanced harmonic particle swarm optimization is used to solve the allocation
problem. The case studies are performed in Liu et al. (2020) as:

(i) Coordinated allocation of DGs and EVCSs using an active management
strategy.

(ii) Coordinated allocation of DGs and EVCSs without using an active manage-
ment strategy.

(iii) Uncoordinated allocation of DGs and EVCSs.

The results are presented in Tables 10.8, 10.9 and 10.10 for IEEE 33, PG&E-69 and
local 30 node network distribution system, respectively.

It is seen in the above three tables that in case-iii, the cost of the power loss is highest
and annual return and environmental benefit are lowest for all the distribution systems
due to uncoordinated allocation. Case-i provides better results than case-ii because
of the adoption of active management techniques with coordinated allocation.

• Also, in Luo et al. (2020), coordinated allocation of DG and EVCS is achieved.
V2G technology is considered along with placement problems. A practical distri-
bution network of China with 31 nodes is chosen to allocate EVCS, PV and MT.
Seasonal variations in EV charging demand are considered in this work. The
annual cost is minimized to allocate the EVCS. The locations and sizes for the
three cases are illustrated in Table 10.11 and the value of the objectives in (32)
are shown in Table 10.12. Three cases are carried out as (i) without V2G, (ii)
unidirectional V2G, (iii) bidirectional V2G (Luo et al. 2020).

Table 10.12 shows that case-i is the poorest solution among all because it involves
only charging not V2G. Case-iii provides better results compared to case-ii because
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Table 10.8 EVCS and DG allocation in IEEE 33 node distribution system (Liu et al. 2020)

Case EVCS
location

EVCS
size
(kW)

DG
location

Number
of DG

Annual
return/10000
RMB

Power loss
cost/10000
RMB

Environmental
benefit/10000
RMB

i 20, 4, 8,
14, 29

237,
194,
223,
309,
203

13, 23,
31, 7, 21,
28

8, 10, 10,
7, 2, 6

709.11 9.16 83.72

ii 20, 4, 8,
14, 29

252,
197,
186,
173,
208

13, 23,
31, 7

10, 5, 8, 7 643.69 18.59 72.33

iii 20, 4, 8,
14, 29

185,
186,
185,
184,
185

13, 23,
31, 21, 28

9, 4, 10,
3, 1

625.81 19.53 69.71

Table 10.9 EVCS and DG allocation in PG&E-69 node distribution system (Liu et al. 2020)

Case EVCS
location

EVCS
Size
(kW)

DG
location

Number
of DG

Annual
return/10000
RMB

Power loss
cost/10000
RMB

Environmental
benefit/10000
RMB

i 14, 32,
40, 45,
61

186,
273,190,
266, 339

10, 33,
38, 21,
50, 66

9, 2, 10,
3, 10, 10

687.17 2.73 77.34

ii 14, 32,
40, 45,
61

185, 294,
238, 224,
214

10, 33,
38, 21,
50, 66

2, 5, 10,
4, 10, 10

661.04 4.57 71.53

iii 14, 32,
40, 45,
61

190, 181,
193, 188,
191

10, 33,
38, 21,
50, 66

5, 2, 10,
2, 9, 9

641.33 4.60 67.90

case-iii can operate bidirectional V2G, which means it can charge the EV as well as
discharge when necessary. On the other hand, the charging port can’t perform V2G
and vice versa.

• Authors in Pal et al. (2021), use a 33 node distribution system along with the road
network with three types of road to allocate the EVCSs. Energy loss is minimized
in terms of distribution network and land cost is minimized in terms of the road
network. The optimization issue is resolved by the harris hawks optimization
technique. The uncertainties related to EVs are handled by 2 m PEM. The EVCSs
are allocated in a distributed manner in the area for better service to the users. The
optimized locations of EVCSs are nodes 10, 23 and 28, shown in Fig. 10.8. For
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Table 10.10 EVCS and DG allocation in local 30 node distribution system (Liu et al. 2020)

Case EVCS
location

EVCS
Size
(kW)

DG
location

Number
of DG

Annual
return/10000
RMB

Power loss
cost/10000
RMB

Environmental
benefit/10000
RMB

i 5, 8, 16,
22, 25

470,
494,
562,
372,
660

8, 9, 10,
11, 12,
13, 14,
23, 24,
25, 26,
27, 28,
29

13, 12,
15, 15,
10, 11,
15, 8, 12,
11, 11,
14, 15, 6

2981.13 27.75 299.66

ii 5, 8, 16,
22, 25

454,
537,
316,
482,
203

8, 9, 10,
11, 12,
13, 14,
23, 24,
25, 27,
28, 29

15, 15,
15, 12, 7,
13, 15, 8,
12, 1, 7,
12, 3

2873.41 44.65 282.30

iii 5, 8, 16,
22, 25

375,
369,
371,
371

8, 9, 10,
11, 12,
13, 14,
23, 24,
25, 26,
27, 28,
29

14, 14,
14, 7, 13,
14, 14, 2,
6, 7, 3, 8,
3, 7

2809.21 46.48 271.77

Table 10.11 EVCS and DG allocation in PG&E-69 node distribution system (Luo et al. 2020)

Case PV location PV size
(kVA)

MT location MT size
(kVA)

EVCS
location

No. of port

i 2, 3, 6, 20, 21,
23, 25, 29

4720, 1140,
480, 540,
690, 4390,
450, 160

5, 7, 16, 17 550, 180,
150, 1710

2, 12, 17, 20,
26, 28, 29

23, 26, 17,
16, 8, 12, 5

ii 2, 3, 6, 20, 21,
23, 25, 29

5530, 690,
740, 560,
620, 4540,
540, 170

5, 7, 17 330, 70,
1060

2, 12, 17, 20,
26, 28, 29

11, 17, 11,
9, 5, 7, 3

iii 2, 3, 6, 20, 21,
23, 25, 29

2030, 1180,
480, 3930,
710, 4760,
430, 60

5, 17 40, 20 2, 12, 17, 20,
26, 28, 29

21, 26, 13,
13, 5, 7, 3

optimal allocationof fast-charging stations, the daily energy loss of the distribution
network is 6151.58 kWh and the required land cost is $143,019.8.

• In Pal et al. (2021), EVCS, DG and BES are installed in the distribution system.
The test network is considered as Fig. 10.8, which is a superimposed network.
In this work, EVCSs and DGs are allocated at optimal nodes. The quantity of
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Table 10.12 Numerical value of the different objectives (Luo et al. 2020)

Case Investment
cost (×106
$)

Operation
and
maintenance
cost (×104
$)

Fuel and
emission
cost (×
105 $)

Electricity
cost (×105
$)

Power
loss cost
(×103 $)

Energy
loss cost
(×104 $)

Battery
degradation
cost (×105
$)

i 1.1347 9.9184 1.4839 1.8244 1.1929 4.3420 1.6283

ii 1.0751 8.1254 0.5845 1.1151 1.2541 4.3421 1.6283

iii 0.9814 9.1477 0.0225 1.1453 1.9992 5.1447 1.9293

Fig. 10.8 Allocation of the EVCSs in a 33 node distribution network with road network (Pal et al.
2021)

charging ports in the EVCSs and the size of the DGs are also optimized. DGs
are placed to decrease the loss of energy of the distribution system. To deal with
the variable renewable generation and variable EV demand, BESs are optimally
scheduled. Moreover, EVs are assigned to apt EVCS considering the shortest
route and traffic congestions. The shortest route is found out using Dijkstra’s
algorithm and EVs are assigned using Integer Linear Programming. This helps
EVs to reach EVCS by consuming less battery energy and the arrival SOC of the
EVs are increased.

Table 10.13 presents the optimal locations and sizes of EVCS and DG. Figure 10.9
shows the 24 h optimal charging/discharging scheduling of three BESs. EVCS is
considered as a public fast-charging station. The optimal locations of EVCS are 2,
16 and 31 with sizes of 198 kW, 154 kW and 176 kW, respectively. The DG locations
are nodes 9, 7 and 8 with sizes of 2.08, 1.48 and 1.35 kW. The energy loss for the
solution is 2623.72 kWh. However, when the installation, operation andmaintenance
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Table 10.13 Optimal allocation of EVCS and DG in presence of BES (Pal et al. 2021)

EVCS
locations

EVCS sizes
(kW)

Number of
ports

DG locations DG sizes
(kW)

Energy loss
(kWh)

2, 16, 31 198, 154, 176 9, 7, 8 6, 14, 31 2.08, 1.48,
1.35

2623.72

Fig. 10.9 Optimal scheduling of BESs (Pal et al. 2021)

costs of EVCS, DG and BES are taken, the solution is changed. The EVCS locations
are 3, 14 and 32 considering the costs.

The voltage profiles for only EVCS allocation, EVCSwith DG allocation and EVCS,
DG allocation with BES scheduling, are shown in Fig. 10.10. It can be observed that
optimal locations and sizes of DG can improve voltage significantly. BES and its
optimal scheduling offer more voltage improvement.

• In Hadian et al. (2020), two types of EVCS are allocated in IEEE 69 radial
distribution network. Types of EVCS are (i) administrative and (ii) residential.
The optimization problem is solved by particle swarm optimization and MCS
is applied for uncertainties. Power loss, voltage deviation and reliability of the
electrical network are taken as objective. In this work, three charging strategies are
presented, i.e. (i) uncontrolled, (ii) controlled and (iii) smart strategy. Weekdays
and weekends are taken care of in this study. The optimal locations of EVCS

Fig. 10.10 Voltage profile assessment (Pal et al. 2021)



10 Planning of Electric Vehicle Charging Station with Integration … 221

Table 10.14 Charging strategies and respective EVCS locations (Hadian et al. 2020)

Type of
EVCS

Administrative EVCS locations Residential EVCS locations

charging
strategy

Uncontrolled Controlled Smart
strategy

Uncontrolled Controlled Smart
strategy

EVCS
location

7 16 20 32 37 39

No of EVs 103 115 123 117 120 125

in the radial distribution network are shown in Table 10.14 for three types of
charging strategies. It is noticed that the optimal place is changedwith the charging
strategies.

10.6 Conclusion

This chapter provides technical specifications of EV and EVCS which are necessary
for EVCS related work.Mathematical calculations of different parameters of EV and
EVCSare shown, such asSOCrequirement ofEVs, load atEVCSdue toEVcharging.
However, the allocation of electric vehicle charging stations is a truly challenging
and practical issue, which is analyzed in this chapter. The electrical network and road
network, both are influencing factors for the locations of the EVCS.Many researches
consider the distribution network and the road network simultaneously. However,
location-wise EV flow, SOC requirement is unpredictable, which need to be fulfilled
by the EVCSs at proper locations with appropriate sizes. Therefore, the uncertainty
handling tool is required to incorporate to achieve practical applicable solutions.
However, using EVs is not the solution to the environmental worries until and unless
the power to charge the EVs is not generated from renewable resources. Therefore,
renewable-based DG should be essential to instal in the distribution system. DG
also helps to reduce power losses and improve the voltage profile. The DGs also
have to be optimally allocated in the network to get the maximum benefit from it.
The results show that the simultaneous allocation of EVCS and DG is having a
better impact. Some researchers allocate the BES along with EVCS and DG, which
helps to manage the dynamic power demand by the EVs because BES can store the
renewable generated power which can be utilized as per necessity. The allocation of
EVCS considering distribution network, as well as road network, provides a realistic
solution in terms of EV users and grid. Moreover, selecting proper EVCS for each
EV with its suitable route is vital in terms of SOC requirements.
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Chapter 11
Techno-Economic Analysis of Hybrid
Renewable Energy Systems—A Review
with Case Study

Arnab Ari, Aashish Kumar Bohre, Pradyumn Chaturvedi,
Mohan Lal Kolhe, and Sri Niwas Singh

Abstract Although renewable sources of energy provide multiple benefits, their
intermittent nature makes it difficult for application as individual sources of energy.
A hybrid renewable energy system integrates different non-renewable and renewable
sources along with storage systems to overcome this drawback. This work aims to
shed light on the various techno-economic aspects of HRES discussed in recent
papers. Also the different components and their mathematical modelling have been
highlighted. Diverse range of optimizing techniques used for sizing and optimization
of cost, reliability and environmental parameters has been discussed. A brief look
at the applications studied in recent papers is taken and future prospects have been
discussed. Additionally, In this work, the case study of rural area of West Bengal is
presented. The study location isDigha village (21° 37.6’N, 87° 30.4’E),West Bengal,
India. The techno-economic analysis using HOMER software of hybrid renewable
energy system is presented for possible best optimized solution based on Reliability,
Net present costs and Levelized Cost of Energy.

Keywords HRE systems · Integrated renewable energy systems · Technical and
economic analysis · Hybrid renewable energy systems

A. Ari (B) · A. K. Bohre
National Institute of Technology Durgapur, Durgapur, West Bengal, India
e-mail: aa18u10065@btech.nitdgp.ac.in

A. K. Bohre
e-mail: aashishkumar.bohre@ee.nitdgp.ac.in

P. Chaturvedi
Visvesvaraya National Institute of Technology (VNIT) Nagpur, Nagpur, Maharashtra, India
e-mail: pradyumn.c@eee.vnit.ac.in

M. L. Kolhe
University of Agder, Kristiansand, Norway
e-mail: mohan.l.kolhe@uia.no

S. N. Singh
Indian Institute of Technology (IIT) Kanpur, Kalyanpur, Kanpur, India

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
A. K. Bohre et al. (eds.), Planning of Hybrid Renewable Energy Systems, Electric
Vehicles and Microgrid, Energy Systems in Electrical Engineering,
https://doi.org/10.1007/978-981-19-0979-5_11

227

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-0979-5_11&domain=pdf
mailto:aa18u10065@btech.nitdgp.ac.in
mailto:aashishkumar.bohre@ee.nitdgp.ac.in
mailto:pradyumn.c@eee.vnit.ac.in
mailto:mohan.l.kolhe@uia.no
https://doi.org/10.1007/978-981-19-0979-5_11


228 A. Ari et al.

Nomenclature

HRES Hybrid renewable energy system
WECS Wind energy conversion system
PV Photovoltaic
DG Diesel generator
FC Fuel-cell
BG Biogas
WT Wind turbine
FEE Final excess energy
BESS Battery energy storage system
PHS Pumped hydro storage
NPC Net present cost
COE Cost of energy
ASC Annual systems cost
LCC Life cycle cost
LCOE Levelized cost of energy
LPSP Loss of power supply probability
LLP Loss of load probability
UL/UEL Unmet electric load
RF/REF Renewable energy fraction
GHGE Greenhouse gas emission
PSO Particle swarm optimization
BSO Brain storm optimization
GA Genetic algorithm
ANN Artificial neural network
WCA Water cycle algorithm
SSO Social spider optimization
MFO Moth-Flame optimization
GWO Grey wolf optimizer
EO Equilibrium optimizer
HHO Harris hawks optimizer
AEFA Artficial electric field algorithm
STOA Sooty tern optimization algorithm

11.1 Introduction

As the conventional sources of energy, having limited supply, continue to deplete
and growth of industry and economy elevates the demand for energy; alternative
resources of energy resource has become a necessity. Also, use of fossil fuels has
contributed to climate change and global warming over the past decades and it has
become essential to look towards environment-friendly energy sources. Renewable
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Fig. 11.1 Block diagram of a general HRE system

sources like solar energy, wind energy, biomass are seen as promising alternatives to
conventional sources (Sawle et al. 2021). However, they are not without drawbacks.
In solar energy systems, generation drastically falls on cloudy days and at night;
windmill output is low at low speeds and prone to breakdown at high speeds; biomass
plant performance drops at low temperature and so on. Compared to the conventional
sources, their supply is irregular, uncertain and has low energy densities, making
them less reliable. A hybrid renewable energy system attempts to overcome these
drawbacks by integrating more than one power generation system into a single unit.

It usually combines renewable and conventional sources along with storage units
to provide greener and more reliable energy. Different storage systems can be used
to ensure an uninterrupted power supply when the power obtained from the sources
is not enough to feed the load. Recent studies focus on the integration of multiple
renewable energy systems such as solar, wind, biomass, micro-hydro and tidal and
their various permutations and topologies, depending on the availability and feasi-
bility (Oladigbolu et al. 2020). Many researches on hybrid wind and PV systems
have been carried out in terms of HRES modelling, size optimization, reliability
analysis, environmental and economic assessment. The application of biomass and
micro-hydro systems has also been studied. This review aims to highlight and analyse
advances in the sector at present times. The block diagram of a general HRE System
is shown in Fig. 11.1.

11.2 Components and Modelling of HRES

The energy generation, control and storage elements used in HRES vary from appli-
cation to application depending mainly upon availability, demand and affordability.
After the selection of components, firstly, mathematical modelling for each compo-
nent needs to be done, for further optimization (as discussed in the next section).
HRES are either grid-connected or off-grid. While grid-connected systems have the
advantage of selling surplus power and drawing power when demand is high (Taha
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et al. 2018), off-grid systems are suitable for isolated remote locations (Rezk et al.
2020). The components and their general modelling approach are described below.

11.2.1 Solar Photovoltaic Module (PV)

Solar power’s potential is enormous and abundant and is thus used in most HRE
systems. However, time duration and quantity of solar irradiation received varies
globally, so every location is not equally potent. Solar energy has an intermittent
nature, thus usually used in conjunction with power storage systems (Tsai et al.
2020). The general expression for output power of the solar PV i.e. Ppv(t) in terms
of the atmospheric temperature and solar irradiation is (Li et al. 2019):

Ppv(t) = Ypv × Dpv

(
Rt

RtSCT

)[
1 + ∂p(Tc − TcSCT )

]
(11.1)

where based on standard testing conditions, the rated power capacity of the solar
module is denoted by Ypv (kW), Dpv denotes the derating factor of solar module in
percentage, Rt denotes the incident solar radiation in kW/m2, RtSCT is the radiation
(kW/m2), ∂p is the power temperature coefficient (%/°C), Tc is the PV cell temper-
ature (°C), TcSCT is the solar module temperature at standard testing conditions.
The variables are obtained from historic Meteorological database of the region of
implementation. The useful incident solar radiation depends on PVmodule tilt angle,
latitude of the region, etc., so an attenuated value is usually used for more practical
implementation (Singh et al. 2018).

11.2.2 Wind Energy Conversion System (WECS)

One of the fastest-growing and most promising sources of energy is WECS, because
of its wide availability and improvement in technological aspects. Wind turbines
(WT) are often used with PV systems to mitigate their seasonal intermittent nature
(Elkadeem et al. 2020). The performance of the wind turbine is dependent upon the
weather conditions, its installation height and its components’ efficiency. Its output
power is given by Murugaperumal and Raj (2019):

Pw(t) = 0.5ηwηgρaCp Av3
r (11.2)

where Pw(t) denotes the output power of turbine at some time instant t, ηw is the
turbine’s efficiency, ηg is the generator’s efficiency, ρa denotes air density, Cp is
the turbine’s power coefficient and the swept area is denoted by A and vr denotes
the wind speed corresponding to the turbine-hub height. Maximum Power Point



11 Techno-Economic Analysis of Hybrid Renewable Energy … 231

Tracking (MPPT) device is necessary for both photo-voltaic andwind power systems
to derivemaximumpossible power from the solar irradiation and dynamicwind speed
conditions. Kumar et al. (2017) use RBFN-based intelligentMPPT controller aiming
for reduction in cost and complexity of MPPT systems.

11.2.3 Diesel Generator (DG)

Diesel run generator is primarily used in HRE System as an emergency back power
supply, to improve the system reliability. Since it is a non-renewable source and
a source of GHG, optimization is done to reduce the usage of DG by optimal
scheduling. Sawle et al. (2018) discussed the advantages of using optimal dispatch
strategies with Variable speed diesel generator (VSDG). Rezk et al. (2020) uses
optimization and energy control dispatch strategies to reduce emissions and fuel
consumption. The diesel fuel consumption is largely determined by power output of
DG, and it is calculated as follows (Habib et al. 2019):

Fuelc,DG = a.PDG,n + b.PDG,g (11.3)

where Fuelc,DG is the fuel consumption rate (L/h), the nominal & generated power
of the DG are denoted by PDG,n and PDG,g (kW), while diesel fuel consumption
curve coefficients are a and b.

11.2.4 Fuel Cell (FC) and Electrolyser

FC processes the chemical energy obtained by combining hydrogen (H2) gas and
oxygen (from the air) and transforms it into electrical energy without combustion.
Excess energy is diverted to electrolyser, which breaks water to produce hydrogen.
This hydrogen is then stored in compressed hydrogen storage tanks as power backup
when there is energy deficit (Ani 2021). Khalilnejad et al. (2018) discusses the
optimization of solar/wind hybrid systemswith electrolyser formaximumproduction
of hydrogen. The hydrogen production by electrolyser can be calculated as (Gabbar
et al. 2020):

Hpr (t) = ηele × Eele(t) × Dt

HVH
(11.4)

where ηele is the electrolyser efficiency, Eele(t) denotes electrolyser input energy
(kWh), Dt denotes hydrogen density, HV H is the heating value of H2 under standard
testing conditions (3.4 kWh/m3).
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Eriksson and Gray (2017) reviews integration of fuel-cell in HRE systems, its
optimization and analyses its various aspects and challenges. The fuel-cell energy
produced can be obtained by Gabbar et al. (2020).

EFC(t) = [Ht (t − 1) − Ht ] × ηFC × HVH

DH
(11.5)

where ηFC is the FC efficiency, and Ht denotes the quantity of hydrogen stored (in
kg) at time t.

11.2.5 Micro Hydro Power Plant

Small-scale hydro power plants generate energy from flow of water in streams. A
typical micro-hydropower system produces up to 100 kWby using turbine-alternator
systems (Wang et al. 2019). They are efficient, reliable with no need for reservoir.
Tiomo and Wamkeue (2019) discusses the modelling of micro-hydro power genera-
tion system for small scale applications. The output of hydropower generator can be
estimated using the following equations (Gabbar et al. 2020; Oladigbolu et al. 2020):

Hef f = Ha(1 − Hloss) (11.6)

Ph(t) = Hef f × ρw × g × Qt (t) × ηt (11.7)

where Hef f , Hloss ,Ha , ρw, g, Qt (t) and ηt represents effective water head (in m),
head loss of pipe, available water head, density of water, gravitational constant, water
flow rate and turbine efficiency respectively.

11.2.6 Biogas Plant

Biomass is organic matter used as fuel or for the production of Biogas which is a
secondary fuel. Biomass is produced in form of wastes from industrial sludge that are
biodegradable, crop residues based agricultural waste, cattle dung, food waste and
other forest bio-energy resources. Choice of biomass depends on the availability and
calorific value. Sawle et al. (2018) demonstrates the use of rice husk as a source of
biomass energy. Sawle et al. (2021) uses rice straw, cow manure and other wastages
along with rice husk in this case. Das et al. (2019) considered the use of biogas
generator. The power produced from the bio-gas plant is given by:

EBG(t) = ηBG × FBG(t) × LHVBG (11.8)
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whereηBG is the electrical efficiency, FBG(t) is the consumption of biogas inm3/hour,
and LHV BG is the lower heating value of biogas in kWh/m3.

11.2.7 Storage

Energy storage devices are a necessary component of a HRE System. It acts as
a backup and improves the reliability by mitigating the effects of intermittent
behaviour of some renewable energy sources (Rinaldi et al. 2021). They are utilized
for providing flexibility, smoothening fluctuations, shaving off peak and increasing
the response speed when needed. Storage of energy can be classified as mechanical,
chemical or electrical in terms of forms of energy storage and in terms of duration
of storage as short term, medium term or long term.

Battery energy storage system (BESS) is the most used method of energy storage
(Murty and Kumar 2020). Mainly Lead-acid type (Rezk et al. 2020) and Lithium-
ion (Falk et al. 2020) type storage is preferred. Pumped hydro storage (PHS) (Diab
et al. 2020) and Hydrogen storage (Xu et al. 2020) are two other popular methods for
long term energy storage purposes. Nguyen XP (Nguyen and Hoang 2020) presents a
structure of Flywheel Energy Storage System to be used in microgrids as a regulation
element. Romanos et al. (2019) discusses use of thermal energy storage tanks for
isolated power systems. Akram et al. (2017) used super-capacitor along with BESS
to handle highly fluctuating loads. Theymake use of complementary properties of SC
and BESS and provide large economic energy supply and fast dynamic response at
the same time effectively. Their paper demonstrates the use of hybrid energy storage
system to enhance the performance and ensure longer discharge life cycle.

11.2.8 Power Converter

In a typicalHRES application, bothDCandAC sources and loads are utilized. PV and
storage systems are connected to DC bus whereas load, generators and wind energy
converters primarily connect to AC bus. These buses are linked with AC/DC power
converters. The size and capacity of the converter depend on the system ratings and
the power conversion requirements. The power converter’s installed capacity size is
considered to be higher than electric power transferred in either direction as shown
(Elkadeem et al. 2020):

ηCon
DC/AC × [PBAT (t) + PPV (t) + PFC (t)] ≤ Nconv (11.9)

ηCon
AC/DC × [Pwt (t) + PDiG(t)] ≤ Nconv (11.10)
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where, ηCon
DC/AC and ηCon

AC/DC are the AC to DC power conversion efficiency and vice
versa. Nconv denotes the converter capacity in kW and P(t) denotes the power supply
of each component.

11.3 Sizing and Performance Optimizations

Optimal sizing and control of HRES are necessary for optimal resourcemanagement.
If the HRES is over-sized, there will be an increase in net present cost (NPC) and the
projectmay not be suitable from the economic point of view.Alternatively, if theHRE
system is undersized, it may not be able to deliver the required load in peak load, thus
the system’s reliability will be compromised. Hence, optimization techniques must
be used to make a trade-off, to improve one or more performance metrics discussed
in the next section. Optimization aims to fulfil the necessary objectives by balancing
various parameters within the constraints defined. Since sizing and cost optimization
is an important and necessary step in the design of HRES, several methods have been
explored over the years in different configurations to find a quick, accurate solution.
These optimization methods can be classified as follows.

11.3.1 Classical Optimization Techniques

Classical optimization methods make use of differential calculus for finding optimal
solutions to continuous objective functions. It can take inequality constraints into
consideration, however; non-differentiable functions cannot be optimized using these
methods. Dahlan et al. (2021) utilizes linear programming model to optimize HRES
and study its economic and social impacts. Taha et al. (2018) used mixed-integer
linear (MIL) programming using model predictive control for optimizing total oper-
ational cost andminimizing pollutant emissions. Lee andKum (2019) shows applica-
tionof optimal control basedondynamic programming and compares its performance
to simple and advanced rule-based (RB) control respectively.

11.3.2 Meta-Heuristic Optimization Techniques

These are computational procedures that iteratively try to reach the optimal solu-
tions by following a set of rules. Their primary objective is to provide a reasonably
accurate solution within limited time. Some of the popular heuristic optimization
techniques include Particle swarm optimization (PSO), Genetic algorithm (GA), Ant
colony (AC) algorithm, Artificial bee colony (ABC) etc. PSO is inspired by swarm
behaviour of social organisms and is often used as ameta-heuristic tool formany anal-
yses. Gabbar et al. (2020) implements Particle Swarm Algorithm in the MATLAB
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environment to minimize net present cost. Liaquat et al. (2020) analyses the APSO
and firefly algorithm for hybrid system scheduling. Kharrich et al. (2021) applies
Equilibrium Optimizer (EO) for optimal performance of Solar/Wind/DG/Battery
based microgrid and compares it to popular optimization techniques like Artificial
Electric Field Algorithm (AEFA), Harris Hawks Optimizer (HHO), Sooty Tern Opti-
mization Algorithm (STOA) and Grey Wolf Optimizer (GWO). It is found that EO
provides better solution to sizing as compared to others comparing Net Present Cost.
Chen et al. (2019) implements HRES using Improved Brain Storm Optimization
for minimising ACS, LPSP and total fuel emissions. Sawle et al. (2018) used PSO,
BFPSO, GA and TLBO optimization techniques are used for optimization for six
different configurations. As per analysis, the TLBO outperforms BFPSO, PSO and
GA. Diab et al. (2020) compares Water Cycle Algorithm (WCA), Whale Optimiza-
tion Algorithm (WOA), Grey Wolf optimizer (GWO) and Salp Swarm Algorithm
(SSA), and finds that over other techniques, WOA offers the best performance.

11.3.3 Hybrid Optimization Techniques

In order to utilize the positives of multiple techniques, hybrid techniques are used
by combining classical and heuristic or two or more heuristic techniques. Geleta and
Manshahia (2021) implements “hybrid of grey wolf optimization and genetic algo-
rithm” (HGWOGA) in MATLAB environment. Compared to GA, GWO, artificial
bee colonies (ABC) and PSO, this method offers superior results. For multi-objective
constraint models, Chen et al. (2021) presented a method, by integration of relaxed
constraint handling technique into NSGAII (Non-dominated sorting algorithm II).
The method they derived is thus denoted as ε-CNSGAII. In this study, this method
is found to be more effective than NSGAII.

11.3.4 Software-Based Optimization Techniques

Many softwares have been developed to provide a user-friendly interface and facili-
tate faster optimization such as HOMER, Lingo, iHOGA, etc. HOMER is one of the
most widely used commercially available HRE Systems design software programs.
HOMER stands for Hybrid Optimization Model for Electric Renewables. Elkadeem
et al. (2020) utilizes HOMER pro to minimize the total LCC and simulation and
optimization analysis of technical–economic parameters is performed to find the
optimum size of HRE-based micro-gird. Wang et al. (2019) converts multi-objective
model into an equivalent single-objective model utilising ε-constraint method and
solves the model using LINGO 13.0 software. Software like MATLAB/Simulink
(Gabbar et al. 2020) and TRNSYS (Anoune et al. 2019) are utilized to design models
and simulate but do not directly assist in optimization.
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11.4 Performance Metrics Analysis

Optimization is done based on various technical, economical and environmental
parameters. Objective function is generally formulated taking these parameters into
account. Optimum results thus obtained are used as performance metrics to judge
the economic viability, reliability and effects on the environment. These metrics can
be broadly classified as follows:

1. Cost indices—To measure the economic viability of the HRE system
2. Reliability indices—To determine the usefulness and reliability of the HRE

system
3. Environmental indices—To provide a quantitative measure of effects on the

environment.

The different HRES components & optimizing techniques and the Objective,
Methodology and Outcome Summary on HRES are tabulated in Tables 11.1 and
11.2, respectively.

11.4.1 Cost Indices

Cost analysis and optimization are central to HRES design because the components
used tend to be costly. Hence various parameters are used to determine the economic
feasibility of the study.

11.4.1.1 Net Present Cost (NPC)

NPC of any piece of equipment is the sum of the present-day value of total capital
cost, cost of replacement, operating andmaintenance cost and cost of fuel.Oladigbolu
et al. (2020) compares different configurations in terms of their total NPC to find the
scheme that is most economic amongst the studied schemes. Kaluthanthrige et al.
(2019) uses HOMER to optimize NPC to obtain a rough estimate of the cost of
operating the system over its life cycle.

11.4.1.2 Cost of Energy (COE)

Energy costs associated with generating one-kilowatt-hour are defined as COE. COE
facilitates the comparison of different designs and configuration, that have a vast
difference in cost of installation, capacities, return and lifetime. Elkadeem et al.
(2020) used different configuration plans to achieve low levels ofCOEbymaximizing
utilization of renewable energy system.
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Table 11.1 HRES components and optimizing techniques

S. No. Grid type Sources Storage Optimization technique

1 Off-grid & Grid
connected

PV, Wind,
Non-intermittent
source

Battery Reformed Electric System
Cascade Analysis
(RESCA)

2 Off-grid PV, Wind energy,
Biomass, Diesel

Battery Particle swarm
optimization (PSO),
Teaching–Learning-Based
Optimization (TLBO),
Genetic algorithm (GA),
Butterfly PSO (BFPSO)
and

3 Off-grid Wind, PV Battery Reformed Electric System
Cascade Analysis
(RESCA)

4 Grid connected Diesel, Wind, Solar Battery Mixed Integer Linear
Programming

5 Off-grid Diesel, PV NaS Battery Mixed Integer Linear
Programming

6 Off-grid Wind, Solar Battery HOMER

7 Off-grid Wind, Biomass,
Solar

Battery HOMER

8 Off-grid Biogas, PV Battery,
Pumped hydro
energy storage
(PHES)

Moth-Flame Optimization
(MFO), Water Cycle
Algorithm (WCA)

9 Off-grid Diesel, Wind Battery HOMER

10 Off-grid PV, Micro-Hydro Pumped hydro
storage (PHS)

Modified Multi-Objective
PSO

11 Off-grid Diesel, Wind, Solar Battery Brain Storm optimization
(BSO)

12 Off-grid Diesel, Wind, Solar Battery HOMER

13 Off-grid Diesel, Solar Battery HOMER

14 Off-grid PV, Wind Battery Opposition based Social
Spider Optimization
(OSSO)

15 Off-grid PV, Wind Battery Dynamic simulation

16 Off-grid Diesel, Wind, Solar Battery Dynamic programming
(DP)

17 Off-grid Diesel, Wind, Solar,
Fuel cell

Battery HOMER pro

18 Off-grid Diesel, Wind, Solar Battery HOMER

19 Off-grid Diesel, Solar Battery HOMER

20 Off-grid PV, Wind, Hydro,
Nuclear, Fuel-cell

Hydrogen
Storage,
Battery

Particle swarm
optimization (PSO)

(continued)
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Table 11.1 (continued)

S. No. Grid type Sources Storage Optimization technique

21 Off-grid PV, Wind, Diesel,
Micro-Hydro

Battery HOMER

22 Off-grid PV, Diesel Battery HOMER

23 Off-grid PV, Wind, Diesel Battery Nomadic People Optimizer
(NPO)

24 Off-grid PV, Wind, DG Battery Social Spider Optimizer
(SSO)

25 Grid-connected PV, Wind PHS Water Cycle Algorithm
(WCA), Whale
Optimization Algorithm
(WOA), Grey Wolf
optimizer (GWO) and Salp
Swarm Algorithm (SSA)

26 Off-grid Fuel cell, Wind,
Solar

Hydrogen
Storage

Modified Non-dominated
Sorting GA (NSGA-I)

27 Grid-connected Diesel, Wind, Solar,
Biomass, Hydro

Battery HOMER

28 Off-grid PV, Wind, Diesel Battery Equilibrium Optimizer
(EO)

29 Off-grid PV, Wind, DG Battery HOMER

30 Grid-connected Wind, Solar Battery Particle Swarm
Optimization (PSO)

31 Off-grid Diesel, Wind, Solar Battery HOMER

32 Off-grid PV, WT Battery Improved Crow Search
Algorithm

33 Off-grid Diesel, Wind, Solar Battery ε constraint
Non-dominated sorting
algorithm II (ε-CNSGAI)

34 Off-grid Diesel, Solar Battery Linear Programming
Model

35 Off-grid Wind, Solar NIL HOMER

11.4.1.3 Annual System Cost (ASC)

ACS consists of various components of system-related costs incurred yearly like total
capital cost, maintenance cost and replacement cost. Singh et al. (2018) proposed
use of ASC as a secondary constraint for HRE system optimization to get the idea
about initial investment required for such system. ACS is also used for comparison
of different configurations.
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11.4.1.4 Life Cycle Cost (LCC)

It is defined as the summation of rehashing cost and one-time costs for lifetime
duration. Khan et al. (2017) uses LCC consisting of installation cost, operation cost
and initial capital cost over the lifespan of the system to optimize the system using
HOMER software.

11.4.1.5 Levelized Cost of Energy (LCOE)

Levelized cost of energy is described as the cost of a unit of energy. Kharrich et al.
(2021) analyses the impact of solar radiation, speed of wind, interest rate andDG fuel
on LCOE. It is used as a parameter in the objective function for cost minimization.
Das uses LCOE for system reliability analysis (Singh and Bansal 2018).

11.4.2 Reliability Indices

Since renewable resources are intermittent in nature, reliability analysis is necessary
to determinewhether the system is capable of fulfilment of load requirements.Various
parameters are used to determine the reliability, such as:

11.4.2.1 Loss in Power Supply Probability (LPSP)

In case, the system generation is less than the demand of power; a power supply loss
is experienced by the system. It is important to keep LPSP value below a margin to
ensure system reliability. Gabbar et al. (2020) implements LPSP as a constraint in
PSO optimization of the HRES design. Kharrich et al. (2021) studied the effects of
variation in size on loss of power supply probability (LPSP).

11.4.2.2 Loss of Load Probability (LLP/LOLP)

It is the ratio of duration of power failure and total working time of the HRE System.
Das performs a sensitivity analysis on the basis of LLP type reliability criteria for
investigation of the feasibility of the HRES design (Singh and Bansal 2018).

11.4.2.3 Expected Demand Not Served

It is defined as the product of total load lost and probability of capacity outrage.
Dahlan et al. (2021) uses capacity outage probability tables to determine the expected
demand not served of the system to examine the socio-economic effects of HRES.
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11.4.2.4 Unmet Electric Load (UL/UEL)

It is defined as the load that the HRE system is unable to serve in a given time period.
It is necessary to measure UL when demand is more than the supply. Kaluthanthrige
et al. (2019) uses UL as a reliability parameter in order to find out how much load
was not served due to insufficiency in generation. Mohammadi et al. (2018) uses UL
for selecting the most efficient combination of HRES in the case study considered.

11.4.2.5 Surplus Energy Fraction

This parameter is specific to planning of nuclear integrated HRES. For an efficient
energy system, a higher percent of surplus energy fraction is unacceptable, so it
needs to be minimized. Gabbar et al. (2020) uses this parameter as a constraint for
optimization of Nuclear-HRE System by Particle Swarm Optimization method.

11.4.3 Environmental Indices

Reduction of greenhouse gasses and carbon emissions has been one of the focuses
of recent HRES designs. Sometimes conventional sources are used as backup to
intermittent ones. Therefore effect of HRES on environment is studied and optimized
in its design using some indices. Renewable energy fraction (REF/RF) is widely
used as a measure of sustainability of a system. REF is the indicator that shows the
share of the load supplied by the renewable components of a HRE system; it can be
mathematically denoted as (Singh et al. 2018):

REF = 1 −
∑t=T

t=0 ENRC(t)∑t=T
t=0 L(t)

(11.11)

where energy generated from conventional resources is referred to as ENRC(t), the
load component is given by L(t) and analysis period is Oladigbolu et al. (2020)
compares different configurations of HRE systems to minimize REF using HOMER.
Rezk et al. (2020) uses renewable fraction as one of the main criteria for optimization
and determined the environmental effects based on it. Troullaki et al. (2019) examines
the environmental impact of isolated HRE system during its life-cycle. The locally
manufactured system under consideration has proven not only to be affordable, but
also to be sustainable.
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11.5 Applications and Future Scope

Scope of Hybrid Renewable Energy Systems is vast and evidently it is expanding to
new applications. Some of these applications have been highlighted below:

Khan et al. (2017) discusses the application of HRES in telecommunication tower
industry in the cities of Punjab in India with an aim of finding the most economic
configuration by decreasing dependence on fossil fuels and limiting carbon emis-
sion. For isolated areaswhere either grid-connection is either not possible or becomes
non-economic, renewable resources of the area can be utilized to generate required
energy. Tsai et al. (2020) investigate the possibility of off-grid HRES for the Pratas
Island in Taiwan. They aim to reduce the fossil fuel usage cost and its impact on
the environment. Oladigbolu et al. (2020) plans decentralized energy systems in
isolated village areas with lack of access to power supply, which can provide better
living conditions for residents in these areas. Dolatabadi and Mohammadi-Ivatloo
(2018) discusses the integration of Photo-voltaic modules and battery storage with
diesel generators of a merchant marine vessel. Rezk et al. (2020) discusses the eval-
uation and energy management of hybrid solar-battery-diesel system for pumping
and desalination of water at remote areas. Dahlan et al. (2021) aims to use alter-
nate energy resources to power the rural off-grid regions. Rzetelska and Combrinck
(2021) discussed the use of an integrated HRE system to alleviate the problem of fuel
poverty as a means of reducing heating system carbon emissions. Ssenyimba et al.
(2020) studied the application of wind and solar-based HRE Systems for small-scale
irrigation purposes.

Some areas still require further investigation has the scope of improvement in
future studies as highlighted below:

1. The manufacturing cost of renewable energy systems is still high and this leads
to an increase in initial investment cost and thus the payback time. Work needs
to be done to improve the manufacturing process by the use of innovative tech-
nologies. It willmake these systemsmore accessible and incentivize the industry
to implement such systems.

2. Although cost of energy analysis of isolated regions has been carried out in
many studies, the affordability of the power generated from the system requires
more attention to determine its real utility and adoption by local residents.

3. In the applications using diesel generators as a backup supply, the use of
locally produced bio-diesel should be considered as a sustainable alternative
to fossil fuels. Integration of hybrid renewable resources with hybrid storage
systems using micro-grid for optimum utilization is necessary for large scale
applications.

4. Most HRES systems developed present use on battery storage systems. The use
of integrated hybrid storage system with an appropriate control strategy should
be introduced to increase the overall lifespan of the system while minimising
the life cycle cost.
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11.6 Case Study

The case study of Digha village ofWest Bengal is considered here including residen-
tial and public and commercial loads. The factors that come into consideration for
the evaluation of the total loads are the no. of residential houses, types, number and
rating of appliances, hours operated and individual watt-hour. From the calculation
is has been generated that the high class, middle class and low class houses’ loads
are 646, 595 and 94.5 kWh/day respectively. The Daily Load Profile of Digha village
and the geographical study location are shown in Figs. 11.2 and 11.3.

The average electric energy consumption of study area is about 2281.9 kWh/day
on a daily basis. The monthly average electric energy consumption is 69.4
MWh/month, evaluating to about 832.6 MWh annually. As the main objective of the
proposed hybrid renewable energy system is to lower the Net Present Cost (NPC)
and the Levelized Cost of Energy (COE), the proposed system architecture is the
Grid utility with just the Solar PV arrays in place. The projected annual savings on
the system is |26,07,724. The system capital cost is about |2,25,16,810 and over the
project lifetime of 25 years, the savings are estimated as |6,51,93,100. The Internal

Fig. 11.2 Daily load profile of Digha village, WB

Fig. 11.3 Case study location in Digha, WB
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Table 11.3 Annual electric bill for the current system architecture with grid utility

Month Energy
purchased
(kWh)

Energy
sold
(kWh)

Net
Energy
purchased
(kWh)

Peak
load
(kW)

Energy
charge

Demand
charge

Fixed
charge

Total

January 50,756 0 50,756 353 |3,55,295 |5,296 |15.00 |3,60,606
February 45,328 0 45,328 385 |3,17,297 |5,768 |15.00 |3,23,080
March 54,137 0 54,137 390 |3,78,957 |5,856 |15.00 |3,84,828
April 50,610 0 50,610 354 |3,54,268 |5,308 |15.00 |3,59,591
May 50,626 0 50,626 338 |3,54,383 |5,068 |15.00 |3,59,466
June 50,736 0 50,736 344 |3,55,149 |5,162 |15.00 |3,60,326
July 51,090 0 51,090 343 |3,57,632 |5,147 |15.00 |3,62,794
August 54,071 0 54,071 367 |3,78,497 |5,504 |15.00 |3,84,016
September 51,061 0 51,061 333 |3,57,426 |4,994 |15.00 |3,62,435
October 51,716 0 51,716 357 |3,62,009 |5,350 |15.00 |3,67,374
November 49,599 0 49,599 319 |3,47,191 |4,790 |15.00 |3,51,996
December 51,595 0 51,595 318 |3,61,163 |4,772 |15.00 |3,65,950
Annual 6,11,324 0 6,11,324 390 |4.28 M |63,015 |180.00 |4.34 M

Rate of Return (IRR) and the payback time are calculated to be 8.46% and 9.8 years
respectively. Generic flat plate type PV arrays of 500 kW size are recommended to
be installed in place having price of |37.00/watt. The installation cost is calculated
to be |1,85,00,000 with an annual expense of about |2,50,000/yr (Tables 11.3 and
11.4).

The Detailed overview of the Utility Bill, Projected annual savings on the Utility
Bill, Cumulative cash flow over project lifetime for proposed and different possible
configurations are illustrated in Figs. 11.4, 11.5 and 11.6, respectively. Also, the
Monthly Utility Bill savings and Time Series charts without EV charging condi-
tions for different renewable sources and loads are demonstrated in Figs. 11.7 and
11.8, respectively. The analysis clearly indicates that the more economic solution is
obtained for proposed system with solar PV. The Annual Electric Bill for the current
system architecture with grid utility only and for the proposed system architecture
with grid utility and solar PV are tabulated in Tables 11.3 and 11.4 which specifies
that the superior performance of proposed system over current system for all tech-
nical and economic parameters. The comparision of parameters for proposed system
over current system for utility bill savings is shown in Table 11.5:
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Table 11.4 Annual electric bill for the proposed system architecture with grid utility and solar PV

Month Energy
purchased
(kWh)

Energy
sold
(kWh)

Net
energy
purchased
(kWh)

Peak
load
(kW)

Energy
charge

Demand
charge

Fixed
charge

Total

January 19,243 20,754 1,511 353 |1,34,700 |3,743 |15.00 |1,38,457
February 13,902 19,069 5,167 385 |97,314 |3,369 |15.00 |1,00,698
March 17,675 21,405 3,730 390 |1,23,726 |3,462 |15.00 |1,27,203
April 16,038 22,452 6,415 354 |1,12,266 |4,069 |15.00 |1,16,349
May 17,185 23,027 5,842 338 |1,20,297 |3,407 |15.00 |1,23,719
June 22,415 14,712 7,703 344 |1,56,906 |4,284 |15.00 |1,61,205
July 24,108 13,131 10,977 343 |1,68,759 |3,748 |15.00 |1,72,521
August 26,466 12,945 13,520 367 |1,85,260 |5,119 |15.00 |1,90,394
September 24,421 14,971 9,450 333 |1,70,945 |4,302 |15.00 |1,75,262
October 20,749 19,547 1,202 357 |1,45,245 |3,502 |15.00 |1,48,762
November 19,896 19,055 841 319 |1,39,273 |3,792 |15.00 |1,43,080
December 19,033 20,163 1,129 318 |1,33,232 |3,839 |15.00 |1,37,087
Annual 2,41,132 2,21,231 19,901 390 |1.69 M |46,635 |180.00 |1.73 M

Fig. 11.4 Detailed overview of the utility bill
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Fig. 11.5 Projected annual savings on the utility bill
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Fig. 11.6 Cumulative cash flow over project lifetime

11.7 Conclusion

Recent studies are found to be focused on optimization procedures and improvement
of various performance parameters like NPC, COE&LPSP. Themain focus is on the
development of isolated systems to improve the reach of power supply in secluded
areas and help promote economic activities in those places. However, a few studies
also focus on the benefits of connecting to the grid. The review summarizes different
configurations of HRE-systems, their modelling as well as optimization methods
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Fig. 11.7 Monthly utility bill savings

that have been studied in the past few years. The hybridization of renewable energy
sources is found to be a realistic way of harnessing renewable energy resources
by successfully mitigating its intermittent nature and providing a reliable supply of
power. HRES has shown promising results in the reduction of carbon footprints in
the energy generation sector and moving towards a sustainable future. This review
highlights various aspects ofHRES froma techno-economic point of view and throws
light on the recent advances in the sector. It is clear that HRES will play crucial role
in the development of future energy systems.

The optimization analysis is divided into two different cases: namely, base case
for Grid only and proposed system including grid utility and solar PV. Here, the base
case and proposed system cases are compared based on the evaluated best case for
the designed system. In the first case system, i.e. base case has a NPC of |56.1 M,
including an annual demand charge of |63,015.00 and annual energy charge of
|4.34 M. With the proposed hybrid system, the NPC is reduced to |50.4 M, with
annual demand charges and annual energy charges of |46,635 and |1.69 M, respec-
tively. Therefore, the system economy is enhanced with proposed system including
renewable as compared to base case system. In similar way the analysis of reli-
ability and renewable fraction can be given for proposed over base case system.
Hence, the above-mentioned analysis shows that hybrid renewable systems are more
techno-economic solution for proposed case study.



260 A. Ari et al.

(a)

0

750

1500

2250

3000

3750

4500
kW

AC Primary Load

Generic flat plate PV
Power Output

Renewable Penetra�on

Grid Purchases

(b)

0

66.666667

133.33333

200

266.66667

333.33333

400

kW AC Primary Load

Grid Purchases

(c)

0

83.333333

166.66667

250

333.33333

416.66667

500

kW Total Renewable
Power Output

Total Electrical Load
Served

Fig. 11.8 Time series charts without EV charging conditions for different renewable sources and
loads: a load, power output and renewable penetration b primary load output and grid purchases c
renewable power output and total load served d inverter power output and total demand rate
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Fig. 11.8 (continued)

Table 11.5 Categorized utility bill savings in the proposed system v/s Bsae (current) system

Cases COE Consumption charge Demand charge Total

Base case with grid only |7.10 |4.28 M |63,015 |4.34 M

Proposed case with Solar
system

|4.68 |1.69 M |46,635 |1.73 M

Annual savings – |2.59 M |16,380 |2.61 M
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Chapter 12
Modeling and Control of PV Systems
for Maximum Power Point Tracking
and Its Performance Analysis Using
Advanced Techniques

Md Tuhin Rana and Partha Sarathee Bhowmik

Abstract Maximum power point tracking (MPPT) is a necessary and primary
concern in modern photovoltaic (PV) energy systems. The nonlinear nature of the
output characteristics of PV systems causes it to supply maximum amount of power
at a particular point of operationwhich is known as themaximumpower point (MPP).
For optimal utilization of the PV modules effective tracking of this particular oper-
ating point is necessary for most of the PV energy systems. Over the years, many
different approaches have been proposed for maximum power point tracking in PV
energy systems. But most of these literatures do not draw a complete picture of the
design, control and operation process of the whole system involved in MPPT. To
alleviate such difficulties, this chapter discusses the MPPT system in an exhaustive
manner using a novel integrated model of the system for designing robust and effec-
tive controllers for MPPT. This chapter considers a system where a PV module is
connected to a DC-DC converter system for demonstrating the process. Firstly, a
novel small-signal model of the system where a PV module is connected to any of
the three basic DC to DC converters is obtained by utilizing the perturbation and
linearization method on the available large signal models. Then, using these small-
signal models, generalized transfer function models of the systems are obtained by
application of simple circuit theory. The intrinsic nonlinearities of the system and
other inherent factors that create difficulty in controller design are also pointed out.
As an effective solution to this problem of nonlinearity, the design and implemen-
tation process of a gain-scheduled PID controller for controlling such highly non-
linear systems is presented. Moreover, the design and implementation of an MPPT
control loop around the voltage control loop are described using some advanced
computation-based algorithms, namely, Particle Swarm Optimization (PSO), Differ-
ential Evolution Algorithm (DEA) and Binary Coded Genetic Algorithm (BCGA)
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for MPPT. In addition to that, a comparative analysis of the three metaheuristic algo-
rithms implemented here is also presented in this chapter.All the discussed theoretical
aspects were validated through simulation in MATLAB/SIMULUNK implementing
various real-world scenarios such as partial shading, load disturbance, etc. The novel
modeling approach, the systematic control system design approach, the MPPT algo-
rithm design methods and implementation and their comparative analysis can be of
great usefulness to a designer.

Keywords Binary coded genetic algorithm (BCGA) · Differential evolution
algorithm (DEA) · Gain scheduling · Maximum power point tracking (MPPT) ·
Particle swarm optimization (PSO) · Photovoltaic (PV) system · Proportional
integral derivative controller (PID) · Small-signal modeling

Nomenclature

ANN Artificial neural network
SA Simulated annealing
MPPT Maximum power point tracking
DEA Differential evolution algorithm
PSO Particle swarm optimization
FL Fuzzy logic
PV Photovoltaic
FLC Fuzzy logic controller
TLBO Teaching and learning based optimization
BCGA Binary coded genetic algorithm
GA Genetic algorithm
DC Direct current
AC Alternating current
PID Proportional integral derivative
InC Incremental conductance
P&O Perturb and observe
LHS Left hand side
RHS Right hand side
PWM Pulse width modulation
LUT Look-up table
CCM Continuous conduction mode
PI Proportional integral
KCL Kirchhoff’s current law
KVL Kirchhoff’s voltage law
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12.1 Introduction

In general, a photovoltaic energy conversion system comprises of photovoltaic
modules, power electronic converters, controllers, and loads. Figure 12.1 depicts the
structure of a typical PV energy conversion system. Such PV systems are classified
into different categories depending on the type of loads connected to the system, the
number of power electronic conversion stages present in the system, grid connection,
etc.

On the basis of interaction with the grid, photovoltaic energy systems are cate-
gorized into three categories, namely, grid-tied system, off-grid system and grid-
interactive hybrid system. In a typical grid-tied PV energy system the power gener-
ated by the PV modules is fed directly into the utility grid with the help of some
power electronic interfaces (Malinowski et al. 2017), whereas, in case of an off-grid
system the loads are fed from the PV modules which are assisted by energy storage
systems/batteries (Malinowski et al. 2017). The structure of a grid-interactive hybrid
PV-battery system is a hybrid combination of off-grid and grid-tied PV systems
(Khezri et al. 2020). Such systems are made of a typical energy storage systems
along with the PV modules and these can be operated in either of the grid-tied of
off-grid mode of operation.

The majority of grid-tied and off-grid PV systems are either single-stage (Guo
et al. 2020) conversion system where the inverter itself tracks the MPP or double-
stage conversion system (Fahad et al. 2019) where a DC-DC converter tracks the
MPP and the DC-AC inverter pumps the energy into the grid or load from the DC-
DCconverter. Even though single-stage conversion ismore efficient it is hard to apply
in low or medium voltage PV systems (Guo et al. 2020). In this chapter the modeling,
control and MPPT in a typical PV system with a DC-DC converter in the first stage,
as shown in Fig. 12.2 is discussed. In case of such a system, the representation of
the inverter input port as a resistor drastically simplifies the analysis of the system
without any significant loss of actual system characteristics (Li et al. 2019).

Even though, the topology, operation and control system structures are different
for the different types of systems mentioned above, the design and implementation
of MPPT in those systems are somewhat similar. Many different algorithms and

Fig. 12.1 General representation of photovoltaic energy systems
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Fig. 12.2 Schematic of double-stage PV system

methods have been suggested throughout the years for both single-stage and double-
stage conversion of solar energy. There are some conventional techniques, such as,
“perturb and observe (P&O) technique” (Haque 2014), “incremental conductance
technique (InC)” (Shang et al. 2020), “open circuit voltage method” (Ko et al. 2020),
“short circuit current method” (Ko et al. 2020), etc. Even though, these conventional
methods are relatively easy to implement, most of the time thesemethods fail to track
the “global MPP” under “partial shading conditions.” To solve the problem of stag-
nation of the classical methods many new techniques have been proposed. In recent
years, with the advent of fast computational systems the MPPT problem is being
considered as an optimization problem. Consequently,many optimization algorithms
have been suggested in literature. Implementation of“particle swarm optimization
(PSO)” inMPPT is discussed byLi et al. (2019). References (Fathy et al. 2018; Lyden
et al. 2020; Rezk et al. 2019) and (Allahabadi et al. 2021) shows the application of
“teaching and learning based optimization (TLBO),” “simulated annealing (SA),”
“fuzzy logic control (FLC),” and “artificial neural network (ANN)” respectively. In
terms of speed and tracking of global MPP performance of these methods are satis-
factory. But these improvements in tracking performance and efficiency come at a
cost of increased complexity, requirement of more costly components and require-
ment of more numbers of sensors. The target of this chapter is to discuss the various
aspects of the advanced computation-based MPPT system. It discusses different
aspects of modeling and control system design for MPPT in PV systems. It also
analyses some popular advanced computation-based metaheuristic algorithm-based
MPPT systems and presents a comparative analysis of the presented algorithms based
on their characteristics and tracking performance.

This chapter describes theMPPT systemdesign procedure in a systematicmanner.
First, the small signal modeling of the PV module and its combination with the
canonicalmodel ofDC-DCconverter is presented. Then the controller design process
followed by the implementation and comparison of MPPT algorithms are discussed.
The complete design process described in this chapter is summarized in the flowchart
of Fig. 12.3.

The rest of the chapter is organized as follows. Section 2 derives the small signal
modeling of a PV module based on perturb and observe technique which is then
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Fig. 12.3 Flowchart of the described design Process

combined with a canonical model of the DC-DC converters in Sect. 3. A gain sched-
uled PID controller is then designed in Sect. 4 depending on the systemmodel. After
that, the simulation results for different advanced algorithm-basedMPPT algorithms
are presented in Sect. 5. Section 6 presents comparative analysis of these algorithms
when applied for MPPT which is followed by the evaluation of system performance
subjected to load change in Sect. 7. Finally, the chapter is summarized in Sect. 8.
The key contributions of this chapter are:

• Novel Small-signal model of PV module and its combination with existing
canonical model of DC-DC converters.

• Design of gain scheduled PID controller using the derived system models.
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• Implementation of advanced soft-computing algorithm-based MPPT algorithms
and their comparative analysis.

12.2 Small-Signal Model of Photovoltaic Module

Majority of MPPT algorithms are implemented as a high level control algorithm
which controls the command signal for an internal control loop. The inner control
loop may be implemented to track and regulate the system voltage or current in
accordance with the command signal generated by the MPPT algorithm. In order to
properly design and implement this necessary control systemone requires an accurate
small-signal model representation of the actual system at the concerned operating
points.

The small-signal model of a PVmodule can be analytically derived from its large-
signal nonlinear model as shown by Rana et al. (2020). In this chapter a single-diode
model of the PV cell, as shown by Shang et al. (2020) is used as the large-signal
model to be utilized for derivation of the small signal model. Generally, several such
PV cells are interconnected in both series–parallel configuration with each other to
construct a PVmodule. Li et al. (2019) stated that the equivalent circuit schematic of
such PVmodule can be drawn as shown in Fig. 12.4a having terminal characteristics
as shown in Fig. 12.4b.

The relationship between the terminal current and voltage of the PV module in
Fig. 12.4a can be written as in Eq. (12.1) as shown by Li et al. (2019). Here, Ns and
Np are number of PV cells connected respectively in series and parallel manner to
construct the module, Rsh and Rs are equivalent shunt and series resistances of each
cell, η is the quality factor of the material, q denotes the value of the charge of a
single electron, Irs is the diode reverse saturation current, K represents Boltzmann’s
constant, and T stands for the absolute temperature in Kelvin.

I = Np Iph − Np Irs

[
exp

{
q(V/Ns + I Rs/Np)

ηKT

}]
−
[
NpV/Ns + I Rs

Rsh

]
(12.1)

Fig. 12.4 a Equivalent circuit representation of a PV module. b Characteristics of a PV module
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“The nonlinear large-signal model represented by (1) can be linearized by using
analytical methods to derive a small-signal model at a particular operating point of
the system. In this chapter the “perturbation and linearization” technique is used to
linearize the system around a quiescent operating point and obtain the small-signal
model” (Rana et al. 2020). Equation (12.2) is obtained when small perturbations in
the PV terminal voltage and current, (v͡ pv, i ͡ pv) are applied around the operating
point, (Vpv, Ipv) in Eq. (12.1).

Ipv + �
i
pv

= Np Iph − Np Irs

⎡
⎢⎢⎣exp

⎧⎪⎪⎨
⎪⎪⎩
q(Vpv/Ns + Ipv Rs/Np) + q(

�
v
pv

/Ns + �
i
pv

Rs/Np)

ηKT

⎫⎪⎪⎬
⎪⎪⎭

⎤
⎥⎥⎦

−

⎡
⎢⎢⎣

(NpVpv/Ns + Ipv Rs ) + (Np
�
v
pv

/Ns + �
i
pv

Rs )

Rsh

⎤
⎥⎥⎦ (12.2)

After expanding the exponential term in (2) using Taylor series expansion with
respect to the small perturbation terms (3) is obtained.
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(NpVpv/Ns + IpvRs)
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⎣ (Np

�
v pv/Ns + �

i pvRs)

Rsh

⎤
⎦

− Np Irs
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⎤
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Since, the perturbations are assumed to be very small, the higher power of these
terms would result in even smaller terms which have very little effect on the system.
So, a first order approximation may be used to neglect the terms containing higher
powers of the perturbations. After the approximation and some rearrangements (3)
results in (4).
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It can be observed that the first term on LHS and the first three terms on the RHS
of (4) represent the DC relationship between PV current and voltage, whereas, the
other terms in the equation represent the small-signal relationship. After equating
the small-signal terms on both sides of (4) one can derive (5).

�

i
pv

= −α(
�
v
pv

/Ns + �

i
pv

Rs/Np) − (Np
�
v
pv

/Ns Rsh) − (
�

i
pv

Rs/Rsh) (12.5)

where, α =
[
qNp Irs exp

{
q(Vpv/Ns + IpvRs/Np)

ηKT

}]
/ηKT (12.6)

Some rearrangements of (5) result in the required linear model representation of
the PV module as shown in (7). Here, σ is the small-signal conductance of the PV
module, mathematically its value is equal to the negative value of the slope of the
I-V curve of the module.

�

i
pv

= −σ.
�
v
pv

(12.7)

where, σ = (α/Ns) + (Np/Ns Rsh)

1 + (αRs/Np) + (Rs/Rsh)
(12.8)

Using the relationship in (7) the small-signal model of the PV module can be
interpreted as a variable resistor as in Fig. 12.5awhose value depends on the operating
point of the system. If the relative directional representation between the voltage and
current is reversed then the model can be drawn with a resistor having positive value
as in Fig. 12.5b.
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Fig. 12.5 Small signal model of PV module a equivalent model from Eq. (12.7). b With reversed
current direction

12.3 The Integrated Small-Signal Model

In a typical double-stage PV system theMPPT operation is performed in the DC-DC
conversion stage. Different types of converters can be used to serve this purpose.
Figure 12.6 shows the circuit configuration of such systems with the three well-
known basic DC to DC converters, namely, Buck, Boost and Buck-boost converter.
Here, the load, which might be an inverter or any other kind of load is modelled as
a resistor R0.

The liner small-signal model of PV system derived in the previous section can
be used for system modeling purpose. In this chapter, the linear resistive model
is integrated with a general canonical model of the DC-DC converters operating
in continuous conduction mode (CCM) to obtain the complete small-signal model
representation of the system. “The canonical model of DC-DC converter is a gener-
alized representation of the converters where the basic structure of the equivalent
circuit remains same for all the converters” (Cuk 1977). The schematic of the system
can be seen in Fig. 12.7, where, the small-signal resistance of the PV module is
represented by r.

The expression of the values of the different passive circuit components in the
canonical converter model is different for the different converters. These expressions
for the aforementioned DC-DC converters used in this chapter are given in Cuk
(1977), a modified version of which are reproduced in Table 12.1.

With the help of Fig. 12.7 and Table 12.1, one can obtain various transfer functions
of the system. In this chapter, the voltage across the terminals of the PV module is
taken as the parameter to be controlled for MPPT applications. Which necessitates
the derivation of the control to output transfer function, where the duty cycle of the
PWM converter switch is the control signal and the voltage across the terminals of
the PV module is considered as the output signal.

Applying conventional circuit theories, such as KVL and KCL, the necessary
transfer function can be derived in the form shown in (9).
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Fig. 12.6 DC-DC conversion stage of PV systems incorporating (a) Buck converter (b) Boost
converter (c) Buck-boost converter

Gvd(s) =
�
v
pv

(s)

�

d (s)
= b2s2 + b1s + b0

a3s3 + a2s2 + a1s + a0
(12.9)

Here, a0 = R0

M2
+ r (12.10)

a1 = Le

M2
+ rC1R0

M2
+ rC2R0 (12.11)
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Fig. 12.7 Complete Linear Small-Signal Model Representation of the System

Table. 12.1 Parameters of canonical model for basic DC-DC Converters

Converter type M(D) e(s) j(s) Le

Buck D
Vpv
D

DV pv
R0

L

Boost 1
(1−D)

Vpv
(1−D)

(
1 − sL

(1−D)2R0

)
Vpv

(1−D)3R0

L
(1−D)2

Buck-boost − D
(1−D)

Vpv
D(1−D)

(
1 − sDL

(1−D)2R0

)
DVpv

(1−D)3R0

L
(1−D)2

a2 = rC1Le

M2
+ LeC2R0

M2
(12.12)

a3 = r LeC1C2R0

M2
(12.13)

b0 = −r

{
e(s) + j (s)R0

M2

}
(12.14)

b1 = −r

{
e(s)R0C2 + j (s)Le

M2

}
(12.15)

b2 = − j (s)r R0LeC2

M2
(12.16)

The expression of the different elements of the polynomials in numerator and
denominator of (9) for different DC-DC converters can be derived using the param-
eter values from Table 12.1. The derived coefficients are tabulated in Table 12.2.
It needs to be mentioned that, since some of the canonical model parameters are
complex frequency dependent, the expression of the different coefficients need to be
reorganized to obtain the final form in Table 12.2.
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Table 12.2 Coefficients of transfer function polynomials

Coefficient Buck Boost Buck-boost

a0
R0
D2 + r R0(1 − D)2 + r R0(1−D)2

D2 + r

a1
L
D2 + r R0

(
C1
D2 + C2

)
L+r R0

{
C1(1 − D)2 + C2

} L
D2 + r R0

{
C1(1−D)2

D2 + C2

}

a2
L
D2 (rC1 + R0C2) L(rC1 + R0C2)

L
D2 (rC1 + R0C2)

a3
LR0C1C2

D2 LR0C1C2
LR0C1C2

D2

b0 −2 rV pv
D −2 rV pv

(1−D)
−2 rV pv

D(1−D)

b1 − rV pv
D

(
R0C2 + L

R0

)
− rVpv

(1−D)
(R0C2) − rVpv

D(1−D)

(
R0C2 + L

R0(1−D)

)

b2 − rV pvLC2
D 0 − rV pv

D(1−D)
LC2

(1−D)

The transfer function model in (9) along with Table 12.2 can be used for analysing
the system behaviour and design a suitable controller to control the terminal voltage
of the PV modules.

12.4 System Analysis and Controller Design

The transfer functions that have been derived so far can be used to analyse the system
before designing the control system for the system. In this chapter, a typical PV
system with a Boost converter as in Fig. 12.6b having parameter values as depicted
in Table 12.3 is considered for the system analysis purpose. The bode plots of the

Table 12.3 Parameter values
of PV module and converter

Parameter name Symbol Value

Open circuit voltage of each PV module Voc 21.75 V

Short circuit current of each PV module Isc 6.36 A

Each module voltage at MPP VMPP 17.83 V

Each module current at MPP IMPP 5.915 A

Series resistance of each cell Rs 0.001 �

Parallel resistance of each cell Rsh 5 k �

Number of cells connected in series Ns 36

Number of cells connected in parallel Np 1

Reverse saturation current of diode Irs 1 μA

Load resistance R0 100 �

Inductor L 10 mH

Input capacitor C1 100 μF

Output capacitor C2 100 μF
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Fig. 12.8 Bode plots of the transfer functions for boost converter at different operating points

transfer functions at different operating points, i.e. at different values of converter’s
duty cycle are illustrated in Fig. 12.8.

From Fig. 12.8 one can interpret that as the operating point varies, the dynamic
response of the open-loop system also change. The frequency responses presented
here are similar to a typical three pole system response with a high frequency pole at
relatively lower duty cycles. It can be observed that the bandwidth of the open loop
system increaseswith thePWMduty cycle up to a certain limit then it decreases again,
and the phase margin of the system keeps decreasing as the duty cycle increases.
Moreover, the natural damping of the system is not same at all the operating points;
the system is well damped around theMPPwhich happens to occur at 70% duty cycle
but the damping is not good enough for relatively smaller and larger duty cycle than
this. During the design process of a controller for the system one should consider
these key features of the frequency response of the system.

Even though the dynamic response of the system changes with operating point,
it is still possible to implement conventional control approaches, such as PI or PID
control for the system with the help of “quasi-static approximation” (Kocher and
Steigerwald 1982). But in such cases, the performance of the system will be subop-
timal because of the non-adaptability of the controller. But the overall response of the
MPPT system depends largely on the performance of the control system, which is
why the control system has to be robust and optimal. Consequently, different kinds of
adaptive control approaches are proposed in literature. Such as sliding mode control
(Meng et al. 2018), fuzzy logic control (Chamanpira et al. 2019), etc. In this chapter,
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a gain scheduled PID controller (Shao et al. 2019) is considered for controlling the
system and ensuring satisfactory response. The structure of the inner control system
is depicted in Fig. 12.9. The gain scheduling could be done on the basis of different
system variable. The PV module voltage varies linearly with irradiance but current
varies logarithmically with the irradiance the variation in the voltage is smaller than
current. That is why the voltage of the PV module is taken as the variable depending
on which the gain scheduling is implemented. Using the transfer functions of the
system the PID controllers were tuned at the different operating points and using
these tuning data the look-up tables (LUTs) were implemented. The differential gain
was filtered using a first order filter and a clamping algorithm was implemented to
avoid windup problem of the integrator.

Fig. 12.9 Detailed schematic with inner control loop of the systemwith gain scheduled PID control
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12.5 Advanced Soft-Computing Algorithms for MPPT

Soft computing algorithms are generally algorithms that are based on some form of
artificial intelligence or are inspired by somenatural phenomena. In recent days, these
algorithms have found an overwhelmingly rising application in the field of MPPT
in various systems. Some of these instances include application of “artificial neural
network (ANN)” (Allahabadi et al. 2021), “simulated annealing (SA)” (Lyden et al.
2020), “teaching and learning based optimization (TLBO)” (Fathy et al. 2018), etc. In
this chapter the application andperformance analysis of “particle swarmoptimization
(PSO)” based MPPT (Rana et al. 2020), “differential evolution algorithm (DEA)”
(Rana et al. 2020) and “binary coded genetic algorithm (BCGA)” (Nagarani and
Nesamony 2019) is discussed. This chapter also compares these algorithms based
on their tracking performance and convergence characteristics.

The system performance for the different aforementioned MPPT algorithms is
examined by simulating them in Matlab/Simulink. The schematic of the simulations
model is shown in Fig. 12.9. As discussed earlier theMPPT algorithm is implemented
as a higher level control algorithm which generates the reference or command signal
for the internal control loop. For a system with structure like this, the designer has to
ensure that the internal control loop is significantly faster than the external control
loop. For demonstration purpose the outer control or theMPPT control algorithms are
implemented in such away that the fastest change that they canmake to the command
signal has an interval of at least 15 ms between themwhereas, the settling time of the
inner control loop is maintained at around 5 ms. The simulations are performed for
two different shading conditionswith the power-voltage curve as shown in Fig. 12.10.
It can be inferred that one of the conditions are uniform irradiation condition which
is applied to the system for the first half of the simulations while the other one is a
typical partial shading condition which is applied to the system during the second
half of the simulations. The irradiance condition on the different PV modules and
the power and voltage at the MPP for those conditions are given in Table 12.4. Using
this format of simulation the different algorithms are evaluated.

12.5.1 Particle Swarm Optimization (PSO) for MPPT

The “particle swarm optimization algorithm (PSO),” first introduced by Kennedy
and Eberhart (Kennedy and Eberhart 1995), is inspired by two natural phenomena
known as “Bird-Flocking andFish-Schooling” (Khan et al. 2021),where each particle
use the collective intelligence and experience of all the agents or particles to move
towards an optimal point in the search space. The application of PSO for MPPT in
PV system is described in Li et al. Jan. (2019). The flowchart of MPPT algorithm
based on PSO is presented in Fig. 12.11. The mathematical process for performing
the various steps of the PSO algorithm is summarized in (17), (18) and (19) (Li
et al. 2019). Here, pin and vin are the position and the velocity of the ith particle in



280 Md T. Rana and P. S. Bhowmik

Fig. 12.10 Output power versus output voltage curve of PV array for different shading conditions

Table 12.4 Parameters of a single PV module

Set of irradiance Module-1 Module-2 Module-3 MPP voltage
(Vmpp)

MPP power
(Pmpp)

Set-I 1000 W/m2 1000 W/m2 1000 W/m2 53.64 V 316.4 W

Set-II 1000 W/m2 800 W/m2 700 W/m2 54.78 V 236.9 W

nth iteration respectively, C1 and C2 are tuning parameters, r1 and r2 are random
numbers between 0 and 1, w is the dynamic inertia weight factor with maximum and
minimum valueswmax andwmin, respectively,m is the number of maximum iteration,
and Pbest andGbest are personal best and global best solution. It is worth mentioning
that the weight factor w reduces gradually as the search process progresses; this is
implemented to let the particles explore the search space more at the beginning and
make them converge and move less near the ending of the search process.

w = wmax − [{(wmax − wmin)n}/m] (12.17)

vn+1
i = wvn

i + C1r1(Pbesti − pni ) + C2r2(Gbesti − pni ) (12.18)

p n+1
i = p n

i + v n+1
i (12.19)
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Fig. 12.11 Flowchart of PSO for MPPT

The shading detection algorithm as shown in Fig. 12.11 is a simple algorithm for
PSC detection (Wellawatta and Choi 2018). It keeps track of the power available at
a certain set point and whenever the power changes more than a certain percentage
of the previous power it triggers a new search for MPP. The Maximum number of
iteration that are allowed is used as the stopping criteria for the PSO algorithm.

The variation in power and voltage levels of the PV array with time which are
obtained from the simulation model with the simulation setup as discussed earlier is
illustrated in Fig. 12.12. It can be observed that the MPPT algorithm based on PSO
tracks the MPP with fair accuracy. The system parameters converge to the MPP with
gradually reducing oscillations. Since, the MPPT based on PSO algorithm is bursty
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Fig. 12.12 Power and voltage of PV array for MPPT based on PSO

in nature, i.e. the search process is carried out in intervals or only when necessary,
the oscillations after a complete search process are very less or negligible. Moreover,
the performance of the inner control loop with the gain scheduled PID controller
can also be said to be satisfactory. The gain scheduled controller makes the system
voltage to settle down at the reference voltage commanded by the PSO algorithm
within 5 ms with no or very less overshoots and undershoots.

12.5.2 Differential Evolution Algorithm (DEA) for MPPT

“Differential evolution algorithm (DEA)” was invented by Storn and Price (1997).
DEA is a nature-inspired evolutionary algorithm where each element in the popula-
tion (chromosome) undergoes a process called mutation followed by a process called
crossover to obtain the optimal solution in the search space. Figure 12.13 captures the
flowchart of the MPPT based on DEA algorithm implemented in this study (Zhang
and Sui 2020). In this case, also the partial shading detection algorithm is similar
to the algorithm in case of the PSO-based MPPT mentioned in the previous discus-
sion. Equations (12.20)–(12.24) represents the mathematical process of mutation,
crossover, population update and parameter update which are undergone in course
of the run of this algorithm. Instead of a static parameter-based DE algorithm a
dynamic parameter-based algorithm as shown by Brest et al. (2006) is implemented
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Fig. 12.13 Flowchart of DEA for MPPT

here for better tracking performance and smoother convergence.

vn+1
i = xnr1 + Fn+1(xnr2 − xnr3) (12.20)

un+1
i =

{
vn+1
i , if r ≤ CRn+1 or i = Irand
xni , if r > CRn+1 and i �= Irand

(12.21)

xn+1
i =

{
un+1
i , if f (un+1

i ) ≥ f (xni )
xni , Otherwise

(12.22)

CRn+1 = CRn − [(CR1 − CRmin)/m] (12.23)
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Fn+1 = Fn − [(Fmax − F1)/m] (12.24)

Here, vin, uin and xin are the ith element of the mutated-vector, trial-vector and
target-vector respectively in the nth iteration, CRn and Fn are the crossover rate and
the scaling factor in nth iteration, the variables Irand , r1, r2 and r3 are randomly
generated integers. Irand ranges from 1 to the dimension of the elements, and the
others are with values in between 1 and population size which are used to select the
elements from the population to undergo mutation, r is also a randomly generated
number that ranges from 0 to 1, The fitness value of the element x is represented by
f(x). CRmin is the lowest limit of crossover rate and Fmax is upper limit of the scaling
factor.

The variation in power and voltage levels of the PV array with time for the MPPT
based on DEA algorithm is visualized in Fig. 12.14. It can be perceived that the
oscillations in the power and voltage waveforms are much more chaotic than that
PSO-based MPPT algorithm. But as the search progress, the oscillation gradually
reduces and finally, the MPP is tracked down with good accuracy. Apart from that,
it can also be observed that the inner control loop’s performance is also satisfactory.
It makes the voltage of the PV module track the set point with fast response (settles
within 5 ms) and with less number of overshoots and undershoots.

Fig. 12.14 Power and voltage of PV array for MPPT based on DEA
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12.5.3 Binary Coded Genetic Algorithm (BCGA) for MPPT

“The binary coded genetic algorithm (BCGA) also known as genetic algorithm
(GA) is a metaheuristic algorithm that employs the principle of natural evolution
by employing a systematic process of selection, crossover, mutation, etc., to find
the best-fit solution of a problem in the search space” (Chaturvedi 2008). Reference
(Garud et al. 2021) presents the implementation of GA for modeling PV system.
The flowchart of the BCGA based MPPT algorithm implemented in this study is
presented in Fig. 12.15. Similar to the previous cases, in this case also the PSC

Fig. 12.15 Flowchart of BCGA for MPPT



286 Md T. Rana and P. S. Bhowmik

Fig. 12.16 Power and voltage of PV array for MPPT based on BCGA

detection algorithm is a simple power monitoring-based algorithm. For the purpose
of selection of the parents before they go into the mating pool, Roulette Wheel selec-
tion technique (Katoch et al. 2021) is used and for cross-over, single point crossover
is implemented (Chaturvedi 2008).

Figure 12.16 captures the variation of the output power and the output voltage
of the PV array obtained from the simulation model for BCGA based MPPT. It can
be noticed that the BCGA based MPPT control system tracks the global MPP for
both uniformly irradiated as well as partially shaded condition with fair degree of
accuracy. In this case, it can be seen that the oscillations during the search are lesser
compared to the previous algorithms and the oscillations become negligible after
the convergence of the algorithm. Moreover, the convergence time is significantly
lesser than the other algorithms in this case. The inner gain scheduled controller also
performs satisfactorily. The setpoint tracking is performed with very good accuracy,
fast response and less number of overshoot and undershoot in the voltage waveform
of the PV module.

12.6 Comparative Analysis

The MPPT algorithms described in the previous section are all based on some meta-
heuristic algorithm. But at this point of discussion, it is still somewhat unclear which
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one of them performs better than the others or what are the criteria that sets them
apart from each other. The following comparative study ponders on some of these
questions. The comparison of the different algorithms are done on the basis of their
convergence characteristic (Lolla et al. 2021) and tracking performance.

12.6.1 Convergence Characteristics

The convergence characteristic of an algorithm reveals many useful information
about the performance of the algorithm. The characteristic typically shows how the
error value changes with respect to the progression of the algorithm. In this chapter,
the root mean squared error is plotted with respect to the iteration number of the
algorithm. The formula for calculating the root mean squared (RMSE) error is shown
in Eq. (12.25). Here, xmpp represents the MPP voltage (Vmpp) and power (Pmpp), xi
is the ith element in the population in a particular iteration, and N is the aggregate
number of elements in that set of population.

RMSE =
√√√√
[{

N∑
i=1

(xmpp − xi )2

}
/N

]
(12.25)

Figure 12.17 portrays the convergence characteristics of the power and voltage
obtained for the both uniform and partial shading case studies for the three algorithms
used forMPPT in this chapter. FromFig. 12.17a and b, it can be observed that the PSO
andDEA converges to theMPPwith a monotonically decreasing error characteristic,
whereas, the BCGA tends to diverge at the beginning but converges hastily at the
ending part of the search. Fig. 12.17c and d show similar kind of behaviour for the
DEA. Since, the DEA and the BCGA algorithms are inspired by the natural evolution
process where the fate of the future population depends greatly on their predecessor,
the performance of these algorithms is greatly dependent on the fitness and quality
of the initial population. As a result, when the randomly generated initial population
is of poor quality the performance of the algorithms degrades. So, for these two
algorithms the initial population has to be generated carefully. On the other hand, the
PSO algorithm is not that much dependent on the initial population. Its performance
depends on the velocity of the particles, and diversity of the population. This is
why, the PSO algorithms converge to the MPP in both the cases with a smoother
characteristics.

Apart from that, it should be noted that the BCGA shows a snappy characteristics,
i.e. the algorithm has a tendency to converge faster to the best solution found in a
particular iteration in the search space.Which results in less exploration in the search
space. In some cases, this might cause the algorithm to obtain a suboptimal solution
(local MPP) and miss the optimal solution (global MPP).
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Fig. 12.17 Convergence characteristics of the algorithms. a Voltage convergence for uniform irra-
diation b Power convergence for uniform irradiation c Voltage convergence for PSC d Power
convergence for PSC

12.6.2 Tracking Efficiency

It was previously discussed that the oscillations during the search process are largest
for the DEA algorithm, least for the BCGA and moderate for the PSO algorithm-
based MPPT. It was also shown in the previous section that the BCGA converges
fastest and the DEA converges slowest. So, assuming that the runtime for all the
algorithms are same and they all successfully track the global MPP, the energy lost
during the search processwill bemost for theDEA, least for theBCGA, andmoderate
for the PSO based MPPT. This means that the BCGA will be most efficient and then
there will be PSO and DEA in subsequent order.

But it has to be noted that all the algorithms do not track the exact same operating
point. Consequently, their tracking efficiency changes. To obtain their steady state
efficiency the power loss during the search process are neglected and the tracking
efficiency is calculated on the basis of the expression in (26) as given by Islam et al.
(2018). The efficiencies calculated for the case studies presented in this chapter are
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Table 12.5 Tracking efficiency of the MPPT algorithms

Shading condition Efficiency of PSO
based MPPT (ηPSO)
(%)

Efficiency of DEA
based MPPT (ηDEA)
(%)

Efficiency of BCGA
based MPPT (ηBCGA)
(%)

Uniform
irradiation

99.97 99.75 99.90

Partial shading
condition

99.99 99.99 99.98

shown in Table 12.5. It can be seen that the efficiencies are more or less same. So, it
can be said that only the performance during search process sets them apart.

η = Power Tarcked

Pmpp
× 100% (12.26)

12.7 Effect of Load Variation

In a PV system, the performance of the whole control system depends largely on the
inner control loop, i.e. the gain scheduledPIDcontroller in this chapter. The controller
must be immune to the various disturbances that are present in the system.Otherwise,
the systemwill have to frequently search for theMPPwhenever a disturbance occurs.
One of the major disturbances that occur in such systems is load disturbance. The
performance of the system for changing load conditions is shown in Fig. 12.18. The
load change is realized as a step change in the load resistance (R0) at 0.2 s and
ramp change between 0.6 s and 1 s of simulation. It can be observed that the system
performs very satisfactorily. The voltage regulation is very accurate and the system
successfully maintains the MPP rejecting the effects of these disturbances.

12.8 Summary

Advanced computation-based metaheuristic algorithms are increasingly being
applied in the case of MPPT applications in PV systems. These algorithms ensure
better performance under both uniform irradiation and partial shading condition. To
design an effective MPPT system implementing these advanced algorithms involves
complex tasks such as proper system modeling, robust controller design. etc. This
chapter discussed some of these aspects in detail. An analytical method-based gener-
alized modeling approach for PV system with DC to DC converters that operate in
CCM is presented and then based on this model the controller design process is
presented. The performance of the system is shown to be satisfactory when different
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Fig. 12.18 System performance under load disturbances

soft-computing algorithms.The comparative analysis revealed the strength andweak-
nesses of the algorithms. It was shown that the soft-computing algorithm-based
MPPT system tracks the MPP with good accuracy and fast response, but it has to be
noted that since these algorithms are not gradient-based continuous running algo-
rithm but rather bursty in nature, they may not be the most effective choice to track
MPP under slowly varying irradiance condition. Especially, when the rate of change
of irradiance is close to the convergence time of the algorithms. To solve such prob-
lems, hybrid algorithms can be used, where the metaheuristic algorithm first finds
the MPP and then a gradient-based traditional MPP algorithm is used to maintain
the MPP.

So, the key takeaways and inferences from this chapter are:

• The small-signal model of the PV systemwith DC-DC converters are not the same
at all operating points. Rather, they varywith the operating points. But quasi-static
approximation can be used to design the controllers at different strategic operating
points and they can be combined to control the system properly. A gain-scheduled
PID controller is such a controller.

• The soft-computing algorithms perform satisfactorily under fast changing shading
conditions but they reduce the system efficiency when subjected to slowly varying
shading condition.

• Even though, the tracking efficiency of all the MPPT algorithms presented in this
chapter are more or less similar, they have different convergence characteristics
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and different computational complexity. As a result, they should be chosen based
on the type of application.
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Chapter 13
Design of Vertical Axis Wind Turbine
in Recent Years—A Short Review

Vijayakumar Mathaiyan, Vijayanandh Raja, S. Srinivasamoorthy,
Dong Wong Jung, M. Senthilkumar, and Sivaranjani Sivalingam

Abstract Though the available models cannot produce the efficiency or power as
Horizontal Axis Wind Turbine (HAWT), the Vertical Axis Wind Turbine (VAWT)
design in recent works was reviewed for its aesthetic value and efficiency. This
review will be a useful guide to modify available design for any intended purpose
or provide a futuristic design which can be efficient in power generation and be an
ornamental device. Besides these, the overview of recent researches in the field of
wind turbine technology is covered in this book chapter. The work provides the guide
to design VAWT with the information about the implementation of farm, reduction
of noise, and computational techniques used in recent researches. The review of this
kind always has greater importance because of the up to date information about the
ongoing researches.

Keywords VAWT · Aerodynamic design · Computational analysis · Experiment
method · Renewable energy

Nomenclature

VAWT Vertical Axis Wind Turbine
VIVWT Vortex Induced Vertical Axis Wind Turbine
BWT Butterfly Wind Turbine
QMS Relative Quadruple-multiple Stream Turbine Model
DFBI Dynamic Fluid Body Interaction Method
CU Counter Up
ANN Artificial Neural Network
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ALM Actuator Line Model
CR-VAWT Co-axial Contra-rotating Vertical Axis Wind Turbine
UDF User Defined Function
SHM Structural Health Monitoring
HAWT Horizontal Axis Wind Turbine
TTWT Tornado Type Wind Turbine
OCS Overspeed Control System
TSR Tip Speed Ratio
CD Counter Down
KEPC Korea Electric Power Corporation
POD Proper Orthogonal Decomposition
C-VAWT Conventional Vertical Axis Wind Turbine
FSI Fluid Structure Interaction

13.1 Introduction

The solar energy from nuclear fusion creates wind energy. Wind moves because of
the Atmospheric pressure gradient created by uneven solar heating, Coriolis effect of
earth rotation, and geographical conditions (Tong 2010). The concept of harnessing
the energy from wind is one of the most promising technologies to replace the
available methodology which pollutes the earth. Recent climatic changes and other
adverse effects on the health of human and other living creatures explicitly or implic-
itly.With the increasing population and power requirement, the peopleswere not only
concerned about the power generation but also the way it looks. We believe that if
wind turbines were decorative enough, it will be easy for the employment of the
device and reduce pollution. It is notable that noise from the device should also
be as minimal as possible without affecting the peace. Even the governments are
encouraging the implementation of renewable energy sources (Weiss and Tsuchida
2017). Blade thickness and blade loads in the rotor is the major source of aerody-
namic noise. Unsteady flow of VAWT reduces the generated noise and the maximum
power coefficients reaches when λ = 0.5 (Dumitrache et al. 2015). The noise from
the wind turbine is a major problem and the study about effects to human is done by
Amelia et al. Even the tonal components at low frequencies create the discomfort,
and annoyed people in % is higher for the wind turbines than the other sources of
noise pollution (Trematerra et al. 2017).

Vertical AxisWind Turbines (VAWTs) are unresponsive to the wind direction due
to its omni-directionality. Less moving parts of a simple mechanical design debarred
the yawing equipment and outcome is the pitching mechanism. The total energy cost
consumption for the operation and maintenance, stable structure, and scalability are
the advantages of VAWT over HAWT. Difference in blade’s circulation along the
rotational axis of turbine is the energy conversion in VAWT and only by tip vortices
in HAWT (Victor et al. 2017). Though the power generations from HAWT are better
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than in VAWT, it is notable that HAWT has robust unalterable design. VAWT is
of primary interest only because its design can be volatile. In this short review, we
have provided the VAWT design calculation to meet the power requirement while
providing a view on the available attractive designs. Some of the commonly available
VAWT are Darrieus, Savonius, H-Darrieus-Rotor, helical Darrieus turbine, etc. The
authors believe that the helical Darrieus turbine has an attractive design, so its design
is reviewed. Note that the VAWT is much safer than the HAWT, if there is any
catastrophe.

This reviewpaper covers themajor design factors and parameters to be considered.
We have provided commonly followed design process including the Aerodynamic
design of blade and the effects of Low Reynolds Number. It is notable that the
efficient design of blade provides good result in generating power. Lithium batteries
can be used as power storage units in renewable energy technologies (Meng and Li
2019). Blade element momentum theory, BEM theory application, Navier–Stokes
solutions, and Hybrid methods are the available aerodynamic modelling of wind
turbines (Das and Amano 2014). The outline of the entire work is shown in the flow
chart below. The chapter covers the commonly available VAWT and introduces the
design methodology. The farm design and the numerical results with a technique to
validate the results are elaborated to an extent.

13.2 Commonly Available VAWT

Most of the VAWT usually has blade arrangement to create a mechanical energy.
Power generation system is directly engaged with the arrangements to generate
electricity. Some of the VAWT arrangements are discussed below.

13.2.1 Vortex Induced Vibrations Wind

Williamson et al. review work on the vortexes around the circular cylinder provides
more information about the possible vortexes from Vortex Induced Vibrations Wind
Turbine (Williamson and Govardhan 2004). Typical arrangements in the VIVWT
from Sassi et al. (2020) are illustrated in Fig. 13.1. The arrangement is simple and
does not have any sharp edgeswhichmay create disasterwhen the structure collapses.

The mast, electricity generation system, and support system are the components
in this bladeless type wind turbines. Phenomena of vorticity create the mechanical
movement of Mast. The mechanical energy is converted into electrical energy using
the electricity generation system. Stator is placed onto the supporting system which
keeps it stable on the ground and the rotor is attached to the mast. The arrangement
is proved to be efficient than the other available wind turbines.

Villarreal patentwork yieldsmore information about this turbine (Villarreal 2016).
From the illustration, it is understood that the power generation depends on the mast.
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Fig. 13.1 Flowchart for contents in the chapter

The design of the mast with different cross-section is the ongoing research work.
The cross-section can even be the symmetrical airfoils other than the circular and
ellipse sections.

13.2.2 Tornado Type Wind Turbine

Tornado Type Wind Turbine (TTWT) uses the phenomena of tornado to generate
electricity. The circular and spiral models are available in TTWT. The circular model
has the circular wind and tornado generation chamber. From Hsu (1984), the setup
of the turbine has intake chamber, wind chamber, turbine arrangement, and vent are
shown in Fig. 13.2. The air flows through the intake chamber and the wind chamber
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Fig. 13.2 Typical
arrangement of VIVWT

arrangement creates the tornado or vortexwhich then hits the turbine. Themechanical
energy of the turbine is converted to electrical energy.

Yen provided the vortex or tornado as three rotating flow regimes (Yen et al.
1978). The viscous effect dominated first flow regime has the tangential velocity
increases with radial distance. In the second flow regime, the flow is laminar with
almost negligible viscous effects. The circulation for the laminar second flow regime
is given by � = V Re, where Re is the Reynolds number, and V is the velocity. Third
flow regime has the turbulence with eddies in it. Since the reverse flow or ground
effect is not desirable, the vent designs are also an important design parameter. It is
notable that the pathway of air in wind chamber is affected by the artificial tornado
generation systems.

Most of the research work suggests that the optimization of geometry for tornado
strength decides the power generation capability of TTWT. Tower to turbine diameter
ratio is a key parameter in the TTWT design. Coefficient of power is considered as
the performance indicator (Fig. 13.3).

13.2.3 Darrieus Type Wind Turbine

Tjiu et al. reviewed the Darrieus Vertical Axis Turbine and classified it into curved
blades and straight blades (Tjiu et al. 2015). Guy-wired Phi rotor, Variable-Geometry,
Variable-Pitch, Delta rotor, Diamond rotor, and V/Y rotor are some of the turbines
discussed in the review. The small-sized turbines are researched to reduce the cost of
energy, which resulted in an armless VAWTwith looped blades called ButterflyWind
Turbine (BWT). In other words, Butterfly type wind turbine is a type of Darrieus
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Fig. 13.3 Illustration of TTWT

Type wind turbine with looped blades. Low aerodynamic resistance and blade tip
loss are possible in BWT, because of its armless rotor construction and an additional
feature. Over speed control system (OCS) is used to control the speed of the BWT
from centrifugal force acting on the rotor. OCS is recommended as a prerequisite to
reduce the cost of small VAWT and increase safety. The blade rotates about the blade
axis which is connected to OCS or generator. OCS controls electric power value
around 3.2 kW, even when functioned at 12 m/s or more (Hara et al. 2017, 2018).

Figure 13.4 shows the typical VAWT.When the wind blows, the force of the wind
acts on the blade. The blade movement creates the centrifugal force and makes the
rotor rotate. In the power generation system, the rotor movement cuts the magnetic
field in the stator resulting in power generation.

13.3 Design of VAWT

Designing process is a series of steps that involves the design of VAWT with the
increased cross-sectional area, selection of materials, airfoil selection, aerodynamic
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Fig. 13.4 Illustration of Darrieus Type wind turbine

design of blade, number of blades and supporting arrangements, prototype design
and computational analysis, etc., Efforts were made in this work to cover the overall
design process of VAWT.

13.3.1 Design Requirements

Themajor design requirement for theVAWT ismaximumpower generation, aesthetic
design, and noise-free operation. From Whittlesey (2017), the power P productivity
equation for any type of VAWT is given by

P = cp
1

2
ρv3A (13.1)

where cp is the power coefficient, ρ is the density of air, v is the velocity of wind, and
A is the cross-sectional of the VAWT. Equation (13.1) shows that in order to increase
the power generation using design, the cross-sectional area of VAWT should be
increased. Cross-sectional area is the radius of the turbine multiplied with the length
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Table 13.1 Shows the
VAWT and the peak
efficiency from Schubel et al.

VAWT type Peak efficiency (%)

Savonius rotor 16

Cup 8

Darrieus 40

of blades from Whittlesey et al. The material employed in making and appropriate
placement of the VAWT is of major importance.

Arms of a vertical axis wind turbine effects the pressure drag. Blade drag based
on pressure is high for the rectangular arm when compared with the aerofoil and
cylindrical arms. Whereas the pressure-based total drag coefficients are high for
cylindrical arms and air foil has low pressure-based total drag coefficients (Hara et al.
2019). The poor self-starting performance of the lift-driven VAWTs can be improved
by the Double-blade VAWTs. Quadruple multiple stream tube model (QMS) is used
to simulate the performance of DB-VAWT. With a correction factor added to QMS
model, the values are in good compliance with CFD results (Hara et al. 2014).

From Schubel and Crossley (2012), relative wind velocity is given by difference
between wind and blade velocity. Minor losses are from the tip, blade aerodynamics
from pre and post wind impact, and drivingmechanism. Some of the available VAWT
and their predicted efficiency from Schubel et al. are tabulated below (Table 13.1).

One should keep the factors such as the property of material, Machinability, resis-
tance to the atmospheric effects, safety, availability, cost of material, and reliability
(Babu et al. 2006). Commonly used materials in making wind turbines are carbon
fibers, Aramid fibers, glass fibers, aluminum, stainless steel, and wood. Among all
the commonly available materials, Maskepatil et al. (2014) and Babu et al. (2006)
claimed that an opted choice for wind turbine is carbon fiber. They have considered
the factors such as density, mechanical strength, resistance to environmental changes,
costs, and availability to determine the most suitable material.

Huang (2009) reviewed the fabrication and properties of Carbon fibers in detail.
Carbon fibers are the fibers with at least 92wt% carbon and it usually has high tensile
properties, low densities, conductivity, and stability to the thermal and chemical
stress, and resistance to creep. Manufacturing process involves the controlled pyrol-
ysis of stabilized precursor fibers. Oxidation process of the precursor fibers at around
200–400 °C in air stabilizes the material. Then the resultant material undergoes a
process called carbonization. In this process, the non-carbon elements like hydrogen,
oxygen, nitrogen, etc., are removed from the stabilized material by treating it around
1000 °C in an inert atmosphere. Carbonized fibers are then process of graphitization
under a temperature of about 3000 °C. Young’s modulus of the carbon fiber depends
on the carbon content in carbon fibers. Carbon fibers are classified based on the
Young’s modulus and temperature at which it was treated. The atomic structure of
carbon fiber and graphite are almost similar. Because of carbon fibers property, it
finds application in the field of aerospace, automotive industries, and so on.
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13.3.2 Blade Design

Schaffarczyk (2014) mentioned that wind turbine blade involves the aerodynamics,
structural design and manufacturing. Aerodynamics involves the fluid physics on
the surface of blade and the structure design involves reduction of materials in the
blade without compromising the desired property. Structural integrity of the design
is utmost necessity since the turbines are expected to work for decades. The Manu-
facturing includes the process of machining the blade according to the requirements
with minimum cost. Besides the aerodynamic design of the blade, there are other
removable accessories like vortex generators and Gurney flaps available to enhance
the wing aerodynamics. Kariamian and Abdolahifar (2019) research claimed that the
proposed 3part blade design yields better performance than the helical blade with
increased tip speed ratio (TSR). Increasing the area of the blades or fins is considered
as one of the options to improve aerodynamic performance in the study of Utomo
et al. (2018). The size of wind turbines is increased for more energy in recent days.
The optimization of root area of the wind turbine blade is carried using genetic
algorithm and it is suitable for complex optimization (Herrmann et al. 2019).

13.3.3 Aerodynamic Design

Airfoil selection can bemade based on theDrag polar or lift drag bucket. Symmetrical
airfoil like NACA-0018 is an application for the designed wind turbine because it has
lower maximum lift coefficient than the asymmetrical airfoil (Shahariar and Hasan
2014). Castelli et al. researched the blade inclination in Darrieus type wind turbine
using NACA 0021 (Castelli et al. 2012). Selig et al. provided high lift airfoil at low
Reynolds number named S1223 (Selig and Guglielmo 1997). This high performance
is attained using the concave pressure recovery and aft loadingwhich are the favorable
effects. The results show that maximum coefficient of lift Cl, max = 2.2 at a Re = 2 ✕
105. Even the airfoil coordinates are presented in their work.Madasamy et al. showed
that the Unsymmetrical airfoils can be used in Horizontal TypeWind Turbine. These
airfoils can also be used for VAWT (Madasamy et al. 2021) (Figs. 13.5, 13.6 and
Graph 13.1).

Fig. 13.5 Pressure contour over NACA 4412 at α = 4° and α = 6° (Madasamy et al. 2021)
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Fig. 13.6 Pressure Contour for NACA 0018 at velocity of 5 m/s (Madasamy et al. 2021)

Graph 13.1 Graph shows
the aerodynamic
performance of NACA
airfoil 4412 (Madasamy
et al. 2021)

NACA 4412 C L Vs Angle of attack         

The characteristics of aerofoil determine the power generation of a wind turbine.
The flow analyses of aerofoil are used to predict the lift to drag ratio and the sound
pressure level. The genetic algorithm and Fuzzy Bellman-Zadeh decision making
method are the optimization techniques that provided the increase in lift to drag ratio
and decrease in sound pressure level (Sanaye et al. 2014). Aerofoil optimization
depends on the tip speed ratio and the optimization can wither to better aerodynamic
performance.
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Table 13.2 Design data of VAWT from the literature review (Kariamian and Abdolahifar 2019;
Elkhoury et al. 2015)

Turbine type Turbine
radius (m)

Turbine
height (m)

Blade Chord
Length (m)

Number of
blades

Airfoil
selection

3 Part Blade
(Kariamian and
Abdolahifar 2019)

0.99 1.15 0.3 3 NACA
0021

Straight Blade
(Elkhoury et al.
2015)

0.4 0.8 0.2 3 NACA
0021

13.4 Methods to Enhance Lift at Low Reynolds Number

Other than designing the airfoil for the desired performance, there are other tech-
niques like Morphing airfoils and additional arrangements such as slats and flaps
to attain high performance. The arrangements were divided into trailing edge and
leading-edge high lift mechanisms. The classification is based on the location where
the arrangements were employed in the blade. Fowler flaps were used in the study of
Zaccai et al. The research detailed the mechanism with useful results (Zaccai et al.
2017) (Table 13.2).

Some of the mechanisms used in the study include dropped-hinge, four-bar, link-
track, and hooked-track. The leading-edge flaps and the surface-mounted trip can
increase lift at low Reynolds number. Employing the leading-edge flaps for the low
Reynolds number vehicle is suggested from the work of Jones et al. (2008). Torres
et al. study showed that the low aspect ratio also leads to high lift coefficient (Torres
and Mueller 2004).

13.5 Power Transmission Units and Generators

Drive train can be implemented for a smooth power transmission. The arrangement
for the VAWT is simple with two intermeshing gear arrangements (Govind 2017).
The ratios such as gear ratio, transmission ratio and contact ratio should be considered
while designing the gear drive for effective power transmission (Jelaska 2012). From
Hillier’s, the gear ratio for any system can be given by Hillier (2012)

Gear Ratio = Number of teeth on driven wheel

Number of teeth on driving wheel

It is seen thatmost of theVAWT transmission unit has onlyfixed gear arrangement.
In four wheelers, the number of gear arrangement is variable. Manual or automatic
gear transmission is employed to change gears based on the increase in speed. If the
automatic gear transmission is utilized, we can operate VAWT in different running
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condition. When Involute Contact ratio is 2 or 3, the design is good to control the
noise generated from the spur gears (Kahraman and Blankenship 1999). If the size
of the wind turbine is large, the lubrication of the gear drive should be considered.

13.6 VAWT Farms

Wind turbines in large arrays reduce the efficiency of the turbines. Large-eddy simu-
lation is the model used to study wind-turbine array boundary layers (Calaf et al.
2010). Study with Dynamic Fluid Body Interaction method (DFBI) of two wind
turbines in close proximity in 2D showed that the Counter Down layout yields more
power than Counter Up layout (Hara 2021). Hezaveh et al.’s parametric study on
the Vertical Axis Wind Turbine farms shows that the triangular arrangements are
desirable (Hezaveh et al. 2018). The results showed that the triangular design makes
use of the flow acceleration and has minimum effects due to wake. The parametric
study fromHezaveh et al. for the VAWT farm is shown in the fig. Note that the greyed
sport in fig is a VAWT. It is concluded that the normalized coefficient of pressure
value is high for the cluster staggered (60°) and low for the aligned. Staggered has
the C∗

P higher than aligned and lower than the cluster staggered (0°). C∗
P is the direct

measure of the amount of power generated from the wind farms.
C∗

P is introduced in their work and the normalized relation of the quantity per unit
power input is given by

C∗
P = 2P

ρAu2U
(13.2)

u2 = �Pdrop
Lx

Lz
(13.3)

where P is the average power per VAWT, ρ is the density of the air, u is the root
mean square of the total mean drag, �Pdrop is the total pressure drop in the VAWT
farm, U is the averaged streamwise velocity component, A is the farm area, Lx is the
length of the farm and Lz is the height of VAWT (Figs. 13.7 and 13.8).

The wind power forecasting is replaced with a technique called Advance Neural
Networks (ANN) (Hezaveh et al. 2018).

xi (t + 1) = ai xi (t) + biΣwi, j (t)y j (t) (13.4)

where a and b are the constants, x is the state of the respective neuron,w is the synaptic
weight for the jth input of ith neuron, y is an external input or state of neuron inputted
from the sigmoidal function. Thewind park power profile, an important factor used to
measure the power performance, is the ratio of the power from total number of wind
turbines at a certain time to the power from the number of wind turbines operated at
the time. The prediction of this quantity is difficult because of the external factors and
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Fig. 13.7 The parametric study arrangement of the VAWT wind farm from Hezaveh et al.

Fig. 13.8 From Reference Hezaveh et al. (2018) to showing the dimensions of the VAWT farm

themeasurement wasmade based on the data acquired from the farm or park. The test
is carriedwith the three-basic configuration viz the 12 output fromanetwork for every
time step, 1 output network with 12-time steps forecasted iteratively, error optimized
network of the 2nd configuration. Though there are HAWT farms widely used in the
world, the VAWT farms should be considered for its efficiency. Some of the areas
which have HAWT farm in India generate considerable amount of power. The top
5 states contributing to the power generation with its capacity are tabulated below
(https://www.mnre.gov.in/wind/current-status/). Korea Electric Power Corporation
(KEPC) is doing notable works to generate green energy in South Korea. Countries
like Japan are prone to natural disasters, it is important to keep these external factors
in the design for a reliable structure (Table 13.3).

https://www.mnre.gov.in/wind/current-status/
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Table 13.3 Shows the top
contributors of wind energy
in India

State Capacity in MW

Gujarat 84,431

Rajasthan 18,770

Maharashtra 45,394

Tamil Nadu 33,799

Madhya Pradesh 10,483

13.7 Numerical Simulation for the VAWT Design

Commercially software packages like Ansys, Hyper works, Abaqus, etc., are used to
visualize the fluid dynamics of the VAWT. The visualization provides information
about the changes which may be required for better aerodynamic efficiency. Though
the theoretical calculation equips us with data, this commercial software gives better
insight required to proceed further in the designing process. The pisoFoam Turbine
solver is the apt choice for the analysis when the horizontal gradient pressure and
Coriolis force in momentum equation are negligible. ALM (Actuator Line model)
captures the flow simulation around the blades in a wind farm of 12 wind turbines
(Strijhak et al. 2019). Usage of Blade element theory in the aerodynamic load of
an offshore floating wind turbine may be not accurate because of the complicated
phenomena such as ground effects, variations in wind shear, and unsteady yaw and
aerodynamics. Coding for Unsteady vortex lattice method is integrated with the
FAST AeroDyn software and was validated. This method had an acceptable level of
accuracy and performance in unsteady yaw condition (Jeon et al. 2014).

Ansys Fluent covers wide range of fluid problems. From the literature review
(Fluent Manual 2009), the best model to analyze the wind turbine is the Shear Stress
Transport (SST) kinetic energy k and dissipation ω model. Menter et al. work shows
that this model can be used for the prediction of adverse pressure gradient flows
(Menter 1994).

∂(ρk)

∂t
+ ∂(ρkui )

∂xi
= ∂

∂x j

(
�k

∂k

∂x j

)
+ Gk − Yk + Sk (13.5)

∂(ρω)

∂t
+ ∂(ρωui )

∂xi
= ∂

∂x j

(
�ω

∂ω

∂x j

)
+ Gω − Yω + Sω (13.6)

whereGk is the generation of turbulence kinetic energy due tomean velocity gradient,
Gω is the generation of specific rate of dissipation, S is the source terms, Y is the
dissipation due to turbulence, u is the velocity term, � is the effective diffusivities.

�k = μ + μt

σk
(13.7)

�ω = μ + μt

σω

(13.8)
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Turbulent viscosity μt is calculated using the following equation.

μt = ρk

ω

1

max
[

1
α∗ ,

SF2
a1ω

] (13.9)

where S is the Strain Rate Magnitude.

σk = 1

F1/σk,1 + (1 − F1)/σk,2
(13.10)

σω = 1

F1/σω,1 + (1 − F1)/σω,2
(13.11)

The blending functions F1 and F2 is provided in the reference for a distance y to
the next surface as below.

F1 = tanh
(
φ4
1

)
(13.12)

φ1 = min

[
max

( √
k

0.09ωy
,
500μ

ρy2ω

)
,

4ρk

σω,2D+
ω y2

]
(13.13)

D+
ω = max

[
2ρ

1

σω,2

1

ω

∂k

∂x j

∂ω

∂x j
, 10−10

]
(13.14)

F2 = tanh
(
φ4
2

)
(13.15)

φ2 =
[
max

(
2
√
k

0.09ωy
,
500μ

ρy2ω

)]
(13.16)

where D+
ω is the cross-diffusion term.

The production of turbulence kinetic energy is G∗
k = min(Gk, 10ρβ∗kω)

Gω = α

vt
G∗

k (13.17)

The constant a∞ = F1a∞,1 + (1 − F1)a∞,2

a∞,1 = βi,1

β∗∞
− k2

σω,1
√

β∗∞
(13.18)

a∞,1 = βi,2

β∗∞
− k2

σw,2
√

β∗∞
(13.19)

Dissipation of ω,
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Yk = ρβ∗kω (13.20)

Yk = ρβ∗ω2 (13.21)

The value of βi is calculated using the following relation.

βi = F1βi,1 + (1 − F1)βi,2 (13.22)

Cross diffusion modification Dω,

Dω = 2(1 − F1)ρσω,2
1

ω

∂k

∂x j

∂ω

∂x j
(13.23)

Model constants value is given below,

σk,1 = 1.176, σω,1 = 2.0, σk,2 = 1.0, σω,2 = 1.168

a1 = 0.31, βi,1 = 0.075, βi,2 = 0.0828

The other constants in the above equations remain the same for the model.
User Defined Functions (UDF) in the Fluent allows us to analyze the rotatory

component using the C program. The function usually requires the boundary condi-
tionwhichmust be imposed on to the desiredmoving components. Figure 13.9 shows
the computational domain used for such analysis. Using UDF in Fluent, the author
imposed the angular velocity to the airfoils and analysis was carried on. When the
analysis is made with moving object, in the computational domain, dynamic mesh
will be used. After running the computational fluid dynamics, Ansys allows us to

Fig. 13.9 Computational domain for the study from Madasamy et al. (2021)
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import the values to structural analysis. The technique is called as Fluid–Structure
Interaction (FSI).

The free rotation of the wind turbine blades completely depends upon the rigid
support and its behavior. Owing to this reason only lightweight cum high strength-
basedmaterials have been proposed and imposed on the construction ofmodernwind
turbines. The ultimate motto of the wind turbine is to extract a high amount of wind
energy from the free stream velocity of the fluid through aerodynamic rotors. With
the help of high aerodynamic efficient design profiles of the rotors, the induced aero-
dynamic forces and thereby rotations of the wind turbine rotors are been increased
at an acceptable rate. By means of the implementation of lightweight cum high
strength materials in wind turbines, the induced aerodynamic forces are successfully
converted into real-time movement of the rotors. Therefore, the investigation about
the suitable lightweight material for the use of real-time applications and its fatigue
life estimations are much needed in the wing energy sector. The working environ-
ment of the wind turbine is very complicated, which is the cumulative impact of the
aero and rotodynamic effect, so a normal approach does not have the capacity to
capture the external aerodynamic load for structural simulation. Thus, an advanced
approach can have the capability to solve aforesaid critical environment-based prob-
lems, which is Fluid–Structure Interaction [FSI] based Coupling computation. In
FSI, the very broad two different environments have been coupled effectively in
order to attain the structural outcomes of the given wind turbine rotors and thereby
provide a strong conclusion on the above-mentioned rotors based on the results such
as equivalent stress, fatigue life, strain energy, etc. Through the help of an advanced
coupling scheme, the complete aerodynamic load has been transferred from fluid
environment to structural environment, which enhances the reliability of acceptable
rate of the structural outcomes. Based on theway of coupling scheme, twomajor clas-
sifications are available in the advanced computations, which are one way coupling
and two-way coupling. One way coupling facility-based FSI is mostly available in
all kinds of FEA and CFD solvers whereas the two-way coupling facility-based
FSI is suitable and adaptable for few advanced computational solvers. Because, the
two-way coupling needs to be computed by means of a separate cum unique tool,
which is named as system coupling. Comparatively, two-way coupling approach is
the best one to provide trustworthiness structural outcomes on wind turbines. Two-
way coupling approach is based on parallel computation so unless otherwise good
boundary conditions, the attainment of results is very tough. On the other hand, good
boundary conditions are only having the capacity for the production of actual results
thus two-way coupling is more preferable to implement in wind turbine problems.

The input inlet velocity ofVi is given as the inlet boundary condition and boundary
chosen for outlet is Pressure Far field. A constant angular velocity ω is imposed on
the blade arrangements. The number of elements used in the computational domain
is 256014 and the time step of 0.0016 s is simulated with the 104—time steps. The
converged solution had the input of 7 ± 1 m/s and the blades are set to rotate in a
constant angular velocity of 10 rad/s. The velocity contour, obtained by solving the
above computational grid, shows that there is a considerable pressure variation on
the blades because of the inlet velocity provided. This shows that there will be a
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notable change in the rotational speed of the turbine blades resulting in generating
more power. The input velocity is chosen as 7 m/s as it is the average wind speed in
the work.

The computational domain is the 3 turbine blade arrangements in 2D excluding
the mounting equipment. The result from the preliminary research in 2D is in a good
compliance with the results from other research articles. Because of the computa-
tional cost, the author is performed the research on computational domain with UDF.
UDF imposes the angular velocity on the blade using the following equation.

ω = Vλ

R
(13.24)

where V is the freestream velocity, λ is the tip speed ratio of the blade and R is
the radius of the blade. In Fluent software package, the author is planning use the
DEFINE_ZONE_MOTION or DEFINE_TRANSIENT_PROFILE UDF. Both the
UDFs allow the rotational rate of the domain with the angular velocity and time
t. UDF also allows us to input unsteady pressure which is the real-time case in
for the wind turbine. There is always unsteady airflow flow in the atmosphere of
earth. Though there are plenty of sophisticated commercial packages available to
do the computational analysis, the care should be made in validating the results.
Common errors from the mesh quality, dirty geometry, model used for analysis, etc.,
The experimental and or analytical validation is always recommended even if the
individual is convinced with computational results. An example of UDF coding for
unsteady pressure input is shownbelow. The information such as the profile definition
and boundary to face is provided in the program (Fig. 13.10).

Fig. 13.10 Velocity (V) contour of the turbine blades rotating at the angular velocity of 10 rad/s
where input velocity is 7 ± 1 m/s from the reference Madasamy et al. (2021)
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****************************************************************************** ********

UDF CODING 

(c programming language integrated with Fluent)

****************************************************************************** ********

#include "udf.h"

DEFINE_PROFILE (Unsteady_Pressure, thread, position)

{

face_t f;

real t = CURRENT_TIME;

begin_f_loop(f, thread)

{

F_PROFILE (f, thread, position) = 101325.0 + 7.0*sin(10.0*t);

}

end_f_loop(f, thread)

}

******************************************************************************

13.8 Computation Method

13.8.1 Pressure-Based Segregated Solver

The solution algorithm employed in pressure-based segregated solver solves the
governing equations, sequentially. Solution loop is carried out iteratively to attain a
converged numerical solution.Nonlinear and coupled governing equations are solved
one after another. The solution procedure is given below.

13.8.1.1 Solution Procedure

When a two-step initialization sequence is executed outside the solution iteration
loop, solution process commences. The inputs from user interface initialize equa-
tions after the sequence begun. PROFILE and INIT UDFs (User Defined Func-
tion) are called consecutively. Initialization overwrites the previously set initialized
values. Execution of PROFILE UDFs and Adjust UDFs are carried out when the
loop begins. The governing equations are solved segregatively and properties are
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updated. Depending upon the solution convergence, the continuation of the loop is
determined (Jeon et al. 2014) (Fig. 13.11).

PISO has quicker convergence than the SIMPLE Scheme but poor accuracy of
the results (Barnes et al. 2021). Niculescu et al. research showed that all the existing
turbulence model is not suitable for the Turby Darrieus Wind Turbine and suggested
that Proper Orthogonal Decomposition (POD) can cover the physics (Niculescu et al.
2017). ThePODcan explain the different projection in the decomposition process and
the analysis is carried to the finite dimensional domain by restricting the approach to
the separation of variables in space and time (Weiss 2019). POD data analysis often
extracts the modal shapes or its basic functions. The eigen values are solved for the
infinite-dimensional POD. The method is sensitive to coordinate changes and unable
to distinguish the featureless points (Chatterjee 2000).

ICE3D is used to study the effect of icing on the VAWT performance. Blade
moment coefficient difference between the clean and iced blades is negative. The
positive blade moment is reduced to 60% in rime ice condition (Manatbayev et al.
2021). Asymmetric-Primary Axis-Flux Hybrid Generator reduces the ripple in its
axis with magnetic levitation force and the work is presented with results from 3D
Finite Element Method (Jing et al. 2021). Co-axial Contra-rotating Vertical Axis
Wind Turbine (CR-VAWT) performance increases with an increase in speed when
compared with Conventional Vertical Axis Wind Turbine (C-VAWT) (Poguluri et al.
2021). 3D FEA is preferable to the PreComp structural analysis tool and SHELL281
is utilized for the study (Hand et al. 2021).

Fig. 13.11 Flow chart of solution procedure for SIMPLE scheme (Fluent Manual 2009)
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13.9 Experimental Methods for Validation

Smoke visualization, hotwire measurement, and thrust force measurement are the
techniques used to experimentally study the VAWT in skewed flow condition. For
the flow visualization, the smoke is injected in the upwind of rotor and stroboscopic
light were used to analyze the skewed flow physics. Hotwire is employed to find
the velocity. Thrust is measured by balancing the VAWT model and for the skewed
model, the measurements were based on the velocity in and perpendicular to the flow
(Ferreira et al. 2006) (Fig. 13.12).

In the typical wind turbine, the inlet, wind tunnel, and outlet are the components.
The wind will be forced out from the inlet using a fan in the outlet. VAWT to be
tested is placed inside the wind tunnel for possible flow visualization or any other
measurements to be done. The arrangements inside the wind tunnel usually have the
contraction, test, and diffusion part. There are various types of wind tunnel based
on the speed of fluid flow. If the flow is steady and incompressible, neglecting the
viscosity, the speed of the fluid V is given by,

V =
√
2�p

ρ
(13.25)

where �p is the pressure difference total and static pressure, ρ is the density of
fluid. It is considered that creating prototype and testing in wind tunnel is expensive
and time-consuming. In modern world, the computational analysis is used to replace
the experimental techniques. While testing the VAWT of small diameter of 1 m and
chord length of 75 mm, there was an issue in starting torque. The acceleration to

Fig. 13.12 Shows the typical wind tunnel arrangement for the validation of results



314 V. Mathaiyan et al.

nominal speed is not met, hence the system is initially operated with the engine in
the wind tunnel (Pfeffermann et al. 2019).

13.10 Installation of VAWT

The VAWT can be installed in urban and sub-urban areas where there are steady
winds. Highways is another source of steady winds and the placement can also be on
tall building and skyscrapers. The main rotor shaft is installed vertically in VAWT
(Mahale et al. 2015). Installation of VAWT can be done by keeping the following
points in mind (Chong et al. 2013).

a. Wind speed profile in the location.
b. Effects of the VAWT installation to the environment.
c. Areas like Cooling tower and ventilation can also be the place for installation.
d. Power generation capability of the device.

Structure Health Monitor (SHM) is a process of monitoring the health of engi-
neering structure for the entire life cycle. Usage of biocomposites can reduce
the dependency on synthetic fiber composite without compromising the structural
requirement. Materials like piezoelectric is a smart material and can perform opera-
tions like sensing, actuating, and harvesting energy (Hamdan et al. 2014). The turbine
can be protected from atmosphere by choosing appropriate material and coating.
Clysar provides good adhesion to the blade and thermo-retraction property (Mauri
et al. 2014).

13.11 Advantages and Limitations of VAWT Over HAWT

Besides power generation and free from pollution, some of the advantages and
limitations from the literature review are given below.

a. Sensitivity of the VAWT to the turbulence and fluctuation is less (Tasmeen et al.
2020).

b. Low Efficiency when compared with HAWT (Tasmeen et al. 2020).
c. VAWT can have aesthetic design and multi-stages.
d. Low installation and maintenance cost when compared to HAWT (El-Thalji

et al. 2012).
e. Low life cycle cost when compared to HAWT (El-Thalji et al. 2012).
f. Flickering shadow from the VAWT is considered as a disturbance (Mauri et al.

2014).
g. Less requirements for the setup of VAWT.
h. VAWT can be bladeless and less dangerous than HAWT.
i. VAWT can be produced in various size ranges.
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j. Less space consumption.
k. VAWT can be operated by the wind around 360° (Mahale et al. 2015).
l. VAWT creates less noise (Mahale et al. 2015).
m. No visual Impact (Chong et al. 2013).
n. VAWT can also be used to change the wind flow.
o. VAWT can be placed in offshore as well as onshore.

13.12 Conclusion

The wind turbines can produce sustainable energy source free from any sort of
pollution because of fossil fuels. VAWT can be made in various shapes and sizes.
It can offer wide range of aesthetic designs with less Terrestrial land consumption.
Less dependency on the land is a major advantage when considering the VAWT.
VAWT can be less noisy and can be employed in any place or vehicles. They are less
dangerous structures compared to the HAWT. Being the advantages over the HAWT,
the book chapter concentrated on the design and analysis with validation. The author
would like to emphasize on the importance of VAWT over HAWT and expecting
the reader to use design inputs from various articles for the optimal design. We have
highlighted that the asymmetrical airfoils can also be used for design of VAWT. Tip
Speed ratio determines the dynamic stall of the airfoil and optimization techniques
can be employed for better result (Tirandaz et al. 2021). Detailed derivation of the
model SST k-ω and computational method presented in the chapter helps the reader
to understand the process in numerical simulations.
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Chapter 14
Theoretical Modelling, Analysis
and Energy Yield Prediction
for Horizontal Axis Wind Turbine Rotors

Vasishta Bhargava Nukala, Rahul Samala, Satya Prasad Maddula,
Swamy Naidu Neigapula Venkata, and Chinmaya Prasad Padhy

Abstract In this work, aerodynamic modelling of HAWT rotors and energy yield
prediction using power curve are studied. The influence of wake losses and rotor
solidity on the performance ofHAWT is investigated using blade elementmomentum
theory (BEMT). Empirical corrections to a rotor thrust and induced velocities
proposed by Glauert, Buhl and Wilson–Walker were evaluated for various Prandtl
tip loss factors and validated with experiment thrust data. For axial induction factor
less than 0.5, the maximum thrust coefficient obtained using BEMT varied between
0 and 1. When the axial induction factor exceeded 0.5, the Glauert thrust correction
factor showed discontinuity for which standard BEMT is invalid. Power coefficient
was evaluated for various rotor lift to drag ratios with a rotor diameter of 36 m. The
results demonstrated a 17% increase in power coefficient when lift to drag ratios is
increased up to three times for tip speed ratios less than 7. A maximum change of
~50% in the power coefficient is obtained when the blade count is increased from
one to three. Power curves for 2 MW machine with a diameter of 95 m at two air
densities of 1.225 and 1.115 kg/m3 showed a maximum power error of 29% at cut
in wind speed. Time series of 10-min averaged data showed that nominal power is
obtained when the blade pitch angle position varied between 0° and 5°. Bin analysis
also revealed that maximum value for power coefficient obtained is 0.43, while thrust
coefficient of 0.94 at wind speed of 7.6 m/s. Energy yield for a 2 MW turbine is also
predicted based on two parameter Weibull distribution for different scale and shape
factors.
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Keywords Solidity · Airfoil · Rotor blade · Wake · Tip · Wind speed · HAWT ·
Power coefficient · Thrust coefficient · Power curve

Nomenclature

BEM Blade element momentum
TSR Tip speed ratio
L/D Lift to drag
RPM Rotations per minute
MSRD Measured
STRD. Standard
WPD Wind power density
O&M Operations & maintenance
GW Gigawatt
MW Megawatt
LCOE Levelized cost of energy
RANS Reynolds Averaged Navier Stokes
HAWT Horizontal axis wind turbine
NACA National advisory committee for aeronautics
IEC International electronical commission
TI Turbulence intensity
MCP Measure, correlate, predict
BEMT Blade element momentum theory
DFIG Doubly fed induction generator
WS Wind speed
CFD Computational fluid dynamics
NREL National renewable energy laboratory

14.1 Introduction

For growing energy demands of future generations, wind turbines are one of the
cleanest and cost-effective source of energy supply among all renewable energy
technologies. The cumulative wind power capacity installed globally has increased
bymore than 100%over the last two decades. Countries likeUS, Germany, Spain and
Denmark have the largest number of cumulative wind power installations totalling
nearly 200 GW as of year 2018. Further, in China alone the cumulative wind power
capacity installed as of year 2019 has reached 200 GWwith average size of installed
turbine capacity as 1 MW for onshore applications and 3 MW for offshore wind
sites. In India, cumulative installed wind power capacity has reached 35 GW with
its largest wind park located in the state of Tamil Nadu. Over the past two decades
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improved conversion efficiencies from wind turbines have occurred due to innova-
tions in turbine design, manufacturing technologies as well as operation and main-
tenance procedures. The annual energy production from a wind turbine or a wind
farm array is highly improved due to efficient operation and maintenance practices
which contributed to low levelized cost of energy (LCOE) from wind power plants
(Bhadra et al. 2010; Bossanyi et al. 2005; Emblemsvag 2020; Goudarzi and Zhu
2013). Latest technology in land-based wind power plants consist of rotors installed
on tall towers located 50 to 100 m above ground level, while offshore wind towers
are floating structures mounted to a depth of 100 m below sea level. At industrial
scale operation, there are two orientations for horizontal axis wind turbine rotors, viz.
upwind and downwind. In the upwind orientation, rotor is assembled ahead of the
tower structure facing the wind direction. In uniform inflow, the risk of blade striking
the tower is low in upwind orientation due to positive tilt angle of rotor in the lift
producing blades and experiences no tower shadow. However, in downwind configu-
ration, the rotor assembly is placed behind the tower structure. Due to the presence of
tower, aerodynamic wake is formed which causes a velocity deficit and an equivalent
to velocity potential. Also, when the rotor is inclined downwind of the uniform free
stream, the unsteady flow over the blades is responsible for production of aerody-
namic noise. This flow also causes increased fatigue loads on structural components
of turbine. Although rotor loading influences the turbine efficiency, increase in tip
losses contribute to high aerodynamic power loss and is considered an important
subject of study by many researchers in wind energy.

Horizontal axis wind turbines are also classified according to pitch and stall
control, variable and constant speed types.Machines that utilize the stall phenomenon
over the blades to control the power output are considered cost effective than pitch
regulated machines. In contrast, pitch operated machines use the blade pitch mecha-
nism powered by induction motors to rotate the blades and orient them into direction
of wind. As of year 2019, nearly 70% of turbines installed in the world constitute
fixed speed stall-controlled category. The electricity from a wind power plant is
regulated using a suitable blade inclination sometimes referred to as pitch angle as
well as angular speed of rotor. The blades of turbine rotor are subjected to unsteady
aerodynamic and cyclical gravitational force acting on components in nacelle and
tower structure due to periodic rotations of blade. For a typical wind turbine, effi-
ciency can be described using its power curve (Snel and Schepers 1995; Vermeer
et al. 2003; Directory of Indian Wind Power 2012). The efficiency of turbine varies
with thrust (CT ), torque (Ct) and power (Cp) coefficients as well as due to the rotor
solidity, blade length, rotational speed and controller algorithms (Jiang et al. 2012;
Bhargava et al. 2020; Krishna et al. 2018). Tip loss is considered important when
turbine operates in a wind farm array since wakes produced by rotating blade cause
a velocity deficit for neighbouring turbine and affect the power production signifi-
cantly. The Prandtl tip loss factor provides a detailed understanding of dynamics of
the wake produced by rotating turbine blade which includes blade count as well as
the velocity deficit downstream of turbine. The Cp also known as mechanical power
coefficient is evaluated using a coupled form of 1D momentum and blade element
theories. Most common theories, viz. generalized momentum theory, blade element
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and lifting surface or actuator disc theory that were developed in the past and exten-
sion of those theories by using corrections show a profound improvement of thrust
and torque prediction on the turbines and propellers.

Shen et al. (2005) analyzed tip loss corrections based on Prandtl (1935) and
Glauert (1948) propositions that wake expansion behind turbine rotor is proportional
to bound circulation along the blade span. It is known that bound circulation has finite
strength and is dependent on lift force acting on blade, density of fluid and free stream
velocity. The force coefficients and blade loads are represented by body forces acting
on rotor in 3D flow field. They found an approximation of bound circulation as zero
towards the tip region led to erroneous results in estimation of induced velocity in
axial and tangential directions even for low solidity rotors and at low tip speed ratios.
Hence, improved tip corrections to predict the flow field near the blade tip were
proposed by Shen et al. (2005) and Mikkelsen et al. (2009) to study the rotor blade
loading using combined RANS solver and actuator line solution method (Mikkelsen
et al. 2009). This method eliminated Glauert thrust correction for 2D and 3D flow
fields since it was able to resolve the turbulent eddies or vortices at the tip region
completely, and hence predicted mechanical loads on rotor plane and wake effects
on downstream turbines accurately. Similarly, Wilson and Lissamon also proposed
empirical thrust coefficient corrections based on the Prandtl tip loss model which
assumes the orthogonal nature of the axial induced and relative velocity (Sherry
et al. 2013; Shen et al. 2005).

De Vries (1979) showed that orthogonal condition between the axial induced
velocity and relative velocity at individual blade element do not yield physically
possible flows behind the turbine rotor (Vries 1979). He suggested higher order tip
loss corrections which are more realistic and were based on the axial and tangential
interference factors similar to that proposed by Prandtl (1935). Similarly, Shen et al.
2005 new tip loss model has also shown that correction of airfoil data towards the
tip region is necessary due to the 3D rotational effects of rotor. Improved force coef-
ficients were derived using exponential function of tip speed ratio and blade count.
This formulation was applicable to rotors consisting of symmetric and cambered
airfoils. Shen et al. 2005 tip correction model was applied on NREL Phase VI exper-
iment rotor blades with S809 airfoil and Swedish WG 500 rotor with blade radius of
5.03 and 2.67 m. It must be noted that orthogonal condition between axial induced
velocity and relative velocity was not satisfied when the boundary layer or pressure
drag is dominant or included in blade element momentum (BEM) computations. The
results from Shen’s tip correction model demonstrated better aerodynamic loading
in tip region of blade for wide range of tip speed ratios.

Javaherchi et al. (2014) investigated the computational wake modelling around
horizontal axis wind turbine (HAWT) rotors using a combination of classical BEM
and actuator disc theory based on the fixed and rotating reference frame methods.
Although experiment studies and classical BEM theories provide realistic behaviour
of wake dynamics to assess the performance of wind turbines, implementation of
high-order turbulence models of computation fluid dynamics (CFD) were found
more accurate and complemented the experiment data to establish the fidelity of
results. Results of CFD simulation tools such as 3DReynolds averagedNavier Stokes
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(RANS)model for axisymmetric flows formodelling of wind turbinewake dynamics
agreed well for wide range of tip speed ratios in contrast to BEM and actuator disc
theories.

Bontempo and Manna (2019) investigated on errors in axial momentum theory
applied to uniform loading of rotors relevant for turbofans’ axial flow propellers
without wake rotation. In this prediction of pressure and velocity field characteris-
tics, panelmethods, lifting line and lifting surface theories have been used. Further 1D
axial momentum theory proposed by Glauert (1948) was applied to marine or aero-
dynamic propellers to examine the tip singularities to investigate unrealistic flows
that occur during the wake expansion of rotor (Glauert 1948; Bontempo and Manna
2019; Javaherchi et al. 2014). For steady inviscid incompressible flow assumptions, it
is known that generalized momentum theory does not take account of wake rotation;
Bontempo noticed that for uniform loaded propellers the axial flow velocity at the
tip produced significant errors and hence used combined axial momentum and CFD
turbulence model for assessing the flow field near tip region of propeller blades.
He also studied the vortex ring method proposed by Oye and improved the BEM
model by superposition of ring vortices to predict the axial flow velocity at tip more
accurately.

It must be noted that free ring vortexmodel is based onKutta–Jukouwski theorem,
which is essentially related to bound circulation that is responsible for producing lift
forces on annular blade sections (Djojodihardjo et al. 2013). For uniformly loaded
propellers, unsteady lift forces produced vortex flux behind the trailing edge of rotor
that are assumed tooriginate fromblade root or hub section. In contrast to trailing edge
vortex, bound vortex is confined to annular blade section till the pressure gradient
within boundary layer cause centrifugal pumping force action in radial direction that
was enough to create the helicoidal wake structure downstream of the rotor. Further,
he verified that induced velocity also varied predominantly in radial direction but
remained constant when the axial thrust coefficient is less than 1.

In another study by Ouikke and Arbaoui (2020), corrections were applied to
conventional axisymmetric 1Dmomentum theory using improvedBEMmodel based
on rotor-induced velocities and angle of attack. Experiments onNRELPhaseVI rotor
were performed to predict the blade loading near the outboard region which takes
account of centrifugal and Coriolis forces along radial flow directions. Closed form
system of equations was derived, and computer simulations were performed for
low solidity wind turbine rotors at moderate tip speed ratios. The new BEM model
used iterative methods which also included improved stall delay and 3D rotational
augmentation effects in farwake based on theKutta–Jukouwski theorem.As opposed
to classical BEM, this iterative method incurred low computational cost per time step
as well as reduced the uncertainty in predicting the aerodynamic forces and induced
velocities at tip region of blade (Ouakki and Arbaoui 2020; Sebastian et al. 2019).

This paper is outlined as follows. In Sect. 14.2, a broad classification of hori-
zontal axis wind turbine based on turbine parameters is presented along with historic
overview of windmill development. In Sect. 14.3, we describe the geometric model
and fundamental aerodynamic principle of HAWT rotors. In Sect. 14.4, aerodynamic
force modelling on wind turbine blades is described using blade element momentum
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theory. In Sect. 14.5 a pseudocode which can be used to derive the power curve using
manufacturer supplied power data is presented. In Sect. 14.6 a mathematical relation
between scale and shape factor is derived for predicting annual energy yield at a given
location. In Sect. 14.7, results are presented highlighting effects of rotor solidity and
tip loss factors on aerodynamic performance based onBEM theory. The combined tip
and hub losses for HAWT rotors are calculated for different rotor solidities. Thrust
coefficient corrections proposed by Glauert, Buhl, and Wilson–Walker were also
computed and validated with the experiment data. The energy yield prediction based
on machine power curves is done using two-parameter Weibull distribution. The
energy yield is estimated for two different air densities, and reasons for difference in
energy yields for varying scale and shape factors is discussed. Time history of 10-min
averaged data for electric power, main shaft torque and wind speed are illustrated
for pitch-controlled turbine. Finally, in Sect. 14.8 conclusions are presented based
on the methods studied.

14.2 Classification of Wind Turbines

Figure 14.1a depicts a chart which shows a broad classification of wind turbine
types based on several technology parameters. They include rotation axis,
number of blades, rotor orientation, generator technology, speed regulation, power
converter, foundation, power regulation, drive train technology and tower structures.
Figure 14.1b shows the various types of windmills that have been used over the
centuries. Modern wind turbines consist of several components and the blades are
critical components that undergo millions of revolutions in its lifetime and experi-
ence highly unsteady aerodynamic forces during operation which may often lead to
structural component failures of turbine.

14.3 Geometric Model and Aerodynamic Principle of Wind
Turbine Rotor

The efficiency of a turbine is dependent upon the geometry of airfoil profiles used for
the blade. An airfoil has typically the following important geometrical parameters
which affect the efficiency of a turbine blade, viz. chord, thickness, camber and
solidity. These properties influence the lift coefficient across the blade span which is
responsible for producing the torque of a turbine (Emblemsvag 2020; Directory of
Indian Wind Power 2012). Also, at a wind velocity, the force coefficients such as lift
and drag on a blade influence the power output from turbine. The solidity is related
to the blade element chord at a given span-wise station and expressed as area of plan
to swept area of blade section.
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Fig. 14.1 Chart of wind turbine classification based on a several turbine technologies, b historic
snapshots of windmill development over ancient, medieval and modern times (Gasch and Twele
2012)

Figure 14.2a shows the top view of blade element and forces acting on it. From
the rotation plane it can be seen that lift (L) and drag (D) forces act along mutually
perpendicular directions. Similarly, the normal (Fn) and tangential (Ft) forces are
orthogonal to each other. The normal force is oriented out of rotor plane and inclined
to the apparent wind speed. The tangential force acts in the rotor plane obtained after
resolving lift and drag forces on the blade element and responsible for producing
torque in horizontal axis wind turbine rotors. For airfoils with finite trailing edge
thickness, the angle of incidence α is angle between the chord line and relative
inflow velocity in the direction of fluid motion. The thickness of such an airfoil
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Fig. 14.2 Blade element and forces acting on airfoil of a wind turbine blade a top view (adapted
from El-Okda (2015)), b front view, c illustration of stream tube and differential pressure acting on
control volume of a fluid element

can be obtained by taking straight line distance between the upper (suction) and
lower (pressure) surfaces. Figure 14.2b shows the blade element and aerodynamic
forces responsible for producing lift and drag on a rotating airfoil. As mentioned,
the lift and drag resulting forces act along mutually perpendicular directions and are
inclined at angle of F with respect to apparent wind speed. To considerable extent,
aerodynamic power extraction from the wind is attributed to geometric properties
shown in Table 14.1. Near blade root, the chord and twist angle for both blades are
high and decrease towards the outboard region. The higher twist and chord provide
a necessary starting torque required for the turbine. In addition, structural properties
such as flexure and torsional stiffness of blade and tower components determine
dynamic stability, using natural frequencies and mode shapes of turbine. Table 14.1
shows the geometric properties of blade lengths of 17 and 47 m found common in
wind turbine industry. In the present work, BEM analysis has been performed on
turbine with blade length of 17 m, while the power curve and energy yield analysis
were done for turbine with blade length of 47 m.

Figure 14.2c shows the fluid flow as a stream tube relating pressure and velocity in
a finite cross-sectional area. The shaded area represents the control volume for flow
field within a stream tube. According to Bernoulli’s equation for steady incompress-
ible flows, the pressure differential or pressure head along the streamlines defining the
control volume must remain constant (Glauert 1948). This pressure differential for
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Table 14.1 Geometric properties of rotor blades of lengths 17 and 47 m

Blade length: 17 m Blade length: 47 m

Sl. No. r/R (–) Chord, (m) Twist (deg) Sl. No. r/R (–) Chord (m) Twist (deg)

1 0.2 1.085 15 1 0.2 3.99 11.1

2 0.25 1.045 12.1 2 0.25 3.9014 10.7803

3 0.3 1.005 9.5 3 0.3 3.6762 9.9358

4 0.35 0.965 7.6 4 0.35 3.454 9.038

5 0.4 0.925 6.1 5 0.4 3.235 8.0833

6 0.45 0.885 4.9 6 0.45 2.9602 7.1666

7 0.5 0.845 3.9 7 0.5 2.6618 6.2659

8 0.55 0.805 3.1 8 0.55 2.4991 5.4173

9 0.6 0.765 2.4 9 0.6 2.348 4.5814

10 0.65 0.725 1.9 10 0.65 2.2016 3.7932

11 0.7 0.685 1.5 11 0.7 2.0419 3.0478

12 0.75 0.645 1.2 12 0.75 1.86 2.3739

13 0.8 0.605 0.9 13 0.8 1.75 1.7

14 0.85 0.565 0.6 14 0.85 1.5601 1.0853

15 0.9 0.525 0.4 15 0.9 1.3688 0.5101

16 0.95 0.485 0.2 16 0.95 1.171 0.1306

17 0.99 0.445 0 17 0.99 0.715 3.0625

a given control volume is a main factor responsible for lift generation on the blades.
Figure 14.3a depicts the geometric model of wind turbine rotor with an annular
blade section width, dr, located at a distance of r from the hub center.An increase in
effective blade length in a rotor, as well as chord length, tends to increase the rotor
solidity. Figure 14.3b demonstrates the rotor disk with finite solidity. Figure 14.3b
also shows that an increase of blade count from two to three changes the rotor solidity
by factor of 1.7. The blue color line shows the solidity factor for three blades and
red line for two blades. Evidently, the solidity factor continues to increase near hub
where profiles are thick and wide. However, it reduces outboard of span where the
chord length becomes appreciably low compared to maximum chord of the blade.
Like a wind turbine blade, an aircraft wing also exhibits maximum lift generation
along its span for a given incidence angle. The tip vortices that are observed on
aircraft wings have finite aspect ratios. As the aspect ratio is increased the maximum
lift coefficient on wing is also increased. The formation of tip vortices produces a
downwash on the wing that varies with flow angle of attack as well as Reynolds
number. Downwash tends to reduce effective lift generated on aircraft wing due to
high turbulence and is considered disadvantageous. Therefore, modern high speed
aircraft wing tips are bent at an angle inclined to vertical plane. To counter reduced
lift, active flow control methods such as suction and blowing are created to produce
sufficient momentum and prevent the boundary layer flow separation at moderate to
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Fig. 14.3 a Illustration of annular blade section for three-bladed wind turbine rotor (Bhargava
et al. 2020). b Comparison of rotor solidity from root to the tip of blade for three- and two-bladed
wind turbine rotors. c Standard blade plan forms for various design values of λ and blade count
(Jordan, et al. 2019). d Isometric view of the 17 and 47 m blades used in current study, developed
in NuMAD software (https://energy.sandia.gov/programs/renewable-energy/wind-power/rotor-inn
ovation/numerical-manufacturing-and-design-tool-numad/)

high flow angles oriented to wing (Genc et al. 2016). However, commercial use of
such techniques has not been used in wind turbine industry till date to improve the
aerodynamic efficiency of rotor. For wind turbines, at a given free stream velocity,
the axial induction factors at the rotor disc continuously vary according to the inflow
angles and the lift and drag forces on the blade. This unsteady nature of lift and drag
forces are resolved in axial and tangential directions of rotor plane to produce thrust

https://energy.sandia.gov/programs/renewable-energy/wind-power/rotor-innovation/numerical-manufacturing-and-design-tool-numad/
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Table 14.2 Key turbine parameters

Parameter Value/Description

Wind zone IIA/IIIB IIIB

Top height 80 m 50 m

Nominal power 2100 kW 500 kW

Diameter of rotor 95 m 36 m

Blade count 3 3

Cone angle 1 0

Tilt angle 3 2

Pitch imbalance – 0.1°

Mass imbalance – –

Airfoils NACA 63-xxx; FFA-W3-301 NACA 0012, NACA 4412, NACA632xx
series

Power regulation Stall control Pitch control

and torque coefficients. In general, rotor solidity is given by Eq. (14.1)

σ = Nc

2π r
R

(14.1)

whereN is number of blades; c is local blade chord; r/R is the normalized blade span.
Table 14.2 shows the turbine design parameters along with type of NACA airfoil

family used for rotor blades. Aerodynamic data for airfoils are based on wind tunnel
tests conducted on 2D sections. Conventional turbine designers relied on airfoil data
that were used in aircraft industry which were typically 4-, 5- and 6-digit series,
e.g. NACA 230xx, NACA 44xx, NACA 63-2xx. Due to rapid technology changes
and adoption of new technologies from aircraft industry, the aerodynamics of blade
design used devices such as winglets, flaps and vortex generators has resulted in the
continuous increase of maximum lift coefficient and hence improved energy yield
from a wind turbine.

Figure 14.3c shows that for a tip speed ratio range, increasing thickness to chord
ratio and chord length of the blade reduces the design tip speed ratio. It also renders
that for moderate thickness to slender blades the design tip speed ratio is higher and
typically range between 9 and 15. According to Ragheb and Ragheb (2011), the
theoretically optimum tip speed ratio is inversely proportional to number of blades
in turbine and is given by λ = 2π/B where B is blade count. Higher values of
tip speed ratio (TSR) show that blades rotate faster in the wind field and convert
more kinetic energy to mechanical energy. However, it must be noted that too low
values of TSR explains that blades tend to escape the free wind and hence increase
the uncertainty to extract aerodynamic power. Further explanation about the design
tip speed ratio is demonstrated in Sect. 14.7.2. Figure 14.3d shows the compar-
ison of the plan form of 17 m and 47 m blade length developed using NuMAD
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Fig. 14.4 Schematic showing interaction between structural and aerodynamic processes for a
HAWT (adapted from Andrew and Flay 1999)

software (https://energy.sandia.gov/programs/renewable-energy/wind-power/rotor-
innovation/numerical-manufacturing-and-design-tool-numad/).

Figure 14.4 depicts the aero-elastic response model for a wind turbine system.
Modern wind turbine blades are built using composite materials typically made of
glass fiber reinforced plastic (GFRP). They are designed to deliver improvedmechan-
ical properties such as strength and stiffness at a low weight and cost than conven-
tional materials. The structural model of an aero-elastic system achieves these prop-
erties by using sandwich laminates which can be oriented in symmetric or anisotropic
manner. By doing so, the geometry of blade is coupled to material characteristics to
attain desired bending and torsion stiffness enhancements at various loading modes.
It can be said that the response characteristics of an aero-elastic system utilizes the
finite element method (FEM) approach and depend on the wind field, loading and
structural models. The loading model shown in Fig. 14.4 includes the forces and
moments due to aerodynamic, inertial, gravity, centrifugal and operational modes in
the chord and span directions of blade.

https://energy.sandia.gov/programs/renewable-energy/wind-power/rotor-innovation/numerical-manufacturing-and-design-tool-numad/
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14.4 Blade Element Momentum (BEM) Theory

The earliest known theoretical model for horizontal axis wind turbines was based on
the actuator disk theory conceptualizedbyRankine (1865) andFroude (1885) andwas
originally intended for propellers and helicopters. Actuator disk theory considered
wind turbine rotor as stationary solid disk that could extract translational kinetic
energy from wind to rotational energy. During this process, a change in momentum
occurs and energy extraction is made possible through mechanical devices. Later,
Lanchester and Betz proved that maximum possible power that can be extracted
from a wind turbine as 59.3%. He essentially utilized the Bernoulli’s principle of
conservation of energy by assuming that the kinetic energy in wind and pressure drop
across the turbine can be converted to useful mechanical work. Prandtl (1918) and
Glauert (1935) later redesigned it with significant improvements to the assumptions
of basic actuator disk theory. It is renamed as actuator line model which consists of
imaginary streamlines in form of tubes that extended upstream and downstream of
the rotor disk. The force distribution on lifting surface such as wind turbine blade
can be governed by actuator line model. This model was modified by introducing
the rotation of wake behind the rotor to find aerodynamic power losses in a reliable
manner. This led to the foundation of BEM theory which is discussed in next section.

Lifting line theorywas first proposed by Prandtl and Lanchester duringWorldWar
I and based on assumption that flow around wings of finite span was approximated
by discrete summation of flow around the thin airfoil elements of wing. Also, the
wing is assumed as flat plate and the nature of flow around each airfoil element is
predominantly 2D. It considered the 3D flow behaviour taking account of trailing
edge vortex on wingspan which is depicted as helical wake that expands downstream
producing downwash on the wing. For uniform flows, the downwash is caused due
to bound circulation which varies uniformly along the wingspan. The strength of
such bound circulation at arbitrary distance in radial direction can be determined
using Biot–Savart law. An important drawback of this theory was that it does not
account for thickness distribution, dihedral angle and in-plane sweep angle along
span but considers twist and taper. It can be noted that downwash is produced due
to tangential-induced velocity along the wingspan causing a trailing edge vortex
which expands far downstream of wing. This theory also considers normal induced
velocities along wingspan to predict the strength of downwash computed by means
of Biot–Savart law. The lift produced is proportional to strength of circulation which
is essential to predict the inflow angles and angle of attack. At higher or near stall
AOA, higher lift forces and thrust on the wingspan or a rotor blade are expected (Snel
and Schepers 1995).
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14.4.1 BEM Theory Assumptions and Formulation

FromclassicalBEMT, velocityfield on each airfoil having afinitewidthdr is different
from remaining airfoils (Bhadra et al. 2010; Emblemsvag 2020). The flow is funda-
mentally free of any shear forces and constant fluid density along the rotor plane
which means no wake trails of fluid rotation are present. Further, wake losses due
to tip are not modelled due to rotor being assumed as solid disk (Bhadra et al.
2010; Sherry et al. 2013). No yawing is accounted in BEMT. As mentioned earlier,
the limiting value for aerodynamic power extracted by a horizontal axis turbine is
16/27 = ~59.3% which according to Betz is impossible to achieve practically. This
limit occurs when the axial induction factor at rotor disk reaches a value of 0.33
(Hansen 2010). In general, the Cp for a turbine containing finite number of blades
can be approximated using velocity triangles method. Cp and CT for machine can
be evaluated using below steps for a given L/D ratio

• At every blade section, the inflow angle is computed using Eq. (14.2). The inflow
angle at any blade section is function of λ.

• From the inflow angle, the axial induction factor is computed at individual airfoils
given by Eq. (14.3.1).

• For a given tip speed ratio, airfoil efficiency and tip loss factor for each blade are
integrated to evaluate peak aerodynamic efficiency of rotor.

• For L/D values of 40, 80 and 120, the Cp is given using Eqs. (14.2) and (14.3.1,
14.3.2).

∅ = tan−1

[
1(
r
R

)
λ

]
(14.2)

a = 4λμ2

[
sin

[
2
3∅

]3
sin[∅]2

]
dμ (14.3.1)

η = 1 − λ

Cl
/
Cd

(14.3.2)

• Prandtl tip correction is expressed as function of blade count, the increase in tip
velocity with respect to free stream and inflow angle of blade. The overall turbine
efficiency can therefore be evaluated by summing airfoil’s efficiency wake loss
factor due to tip and wind velocity deficit factors as well as lift to drag ratio along
the blade span.

• The ratio of aerodynamic efficiency to the maximum possible efficiency for the
assumed lift to drag ratios includes the tip loss factor (Bossanyi et al. 2005; Snel
and Schepers 1995; Vermeer et al. 2003).

More detail steps on how to derive power coefficient using velocity triangles are
explained later in this section. For smaller turbine conservative ratios of L/D are
found to vary commonly in the range 40–60. In actual cases, this will vary up to L/D
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= 120, for large megawatt scale wind turbines at high Reynolds number. A large
value of L/D ratios means higher Cp for a turbine and implies the exceedance of
Betz limit. The Prandtl tip and hub loss factor can be expressed mathematically from
Eqs. (14.4) to (14.6)

F(μ) = f t(μ) · f r(μ) (14.4)

where F is total wake velocity deficit, f r(μ) is root wake velocity deficit, f t(μ) is tip
wake loss factor, μ is the normalized blade radius, r/R, μR is normalized blade root
radius, N is number of blades, a is axial induction factor at the rotor disc and λ is tip
speed ratio

fr (μ) = 2

π
cos−1

[
e−( N

2 )(μ−μR)/μ
√

1+(λμ)2/(1−a)2
]

(14.5)

ft (μ) = 2

π
cos−1

[
e−( N

2 )(1−μ)/μ
√

1+(λμ)2/(1−a)2
]

(14.6)

The rotation of blade causes the flow movement in axial, radial and tangential
directions. In this process, angular momentum of rotor is not constant and dynamic
stall phenomenon occurs at anAOAbeyond the critical angle, typically about 16°.For
chord-wise direction of blade, near stall angles of attack, flowbecomesmore turbulent
and causes local circulation to expand to the tip of the blade. Similar phenomenon
is also observed near center of rotational axis of machine. These vortices cause the
aerodynamic power loss at high tip speed ratios which are undesirable. In the current
study, only the wake loss from tip is examined (Bossanyi et al. 2005). Wake loss
from tip is high for turbines operating in large wind farms due to interaction of wake
from neighbouring turbines which causes a velocity reduction and affects the overall
power output from a wind farm.

In case of wind turbine rotors, the maximum Cp and CT during yaw is expressed
in terms of yaw angle and given from Eqs. (14.7) to (14.10)

Cp = 4a(cos γ − a)2 (14.7)

a = cos γ

3
(14.8)

Cp,max = 16

27
(cos γ )3 (14.9)

CT = 4a
√
1 − a(2 cos γ − a) (14.10)

γ is the yaw inclination, and a is the velocity deficit factor. In the present study,
the maximum power coefficient is evaluated using axial momentum theory which
predicts theCp value better thanGlauert’s correction tomomentum theory. For steady
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incompressible aerodynamic flows, actuator disc and BEM theory can be evaluated
at all values of axial induction factor. In practice, however, results from BEM theory
are not accurate when the axial induction factor exceeds 0.33 but is less than 0.5
(Strangfeld et al. 2015; Hansen 2010). When the value of a crosses 0.5, the BEMT
produces invalid or inaccurate loading results for a turbine. Further, Mansberger
(2016) derived the blade element theory based on thermodynamicmodel which states
that kinetic energy in the flowfield is converted to internal or thermal energy and vice-
versa within the control volume (Mansberger 2016). It predicts higher values for Cp

for all values of axial induction factor, a compared to Betz limit derived from classic
BEMT and claims maximum Cp to be 65.1% when a is 0.457 thus disproving the
Betz limit. Also, it assumes that diameter of near wake expands causing an increase in
velocity deficit while the diameter of far wake contracts leading to reduced velocity
deficit. Although velocity deficit has been proven and validated using laser doppler
velocity measurement data the details of this thermodynamic model are beyond the
scope of present study.

As mentioned earlier velocity deficit that occurs across the rotor disk can be
expressed by Eq. (14.11)

a = U0 −Ud

U0
(14.11)

This factor varies on the extent of pressure drop and velocity reduction of free
stream air flow downstream of rotor disk. It can be said that axial induction factor a
shows large variation when the tip speed ratio of rotor is high. Furthermore, a large
velocity deficit produced far downstream of rotor will induce a higher thrust coeffi-
cient. This incremental change in thrust coefficient far downstream is an important
parameter in the design of wind farms for a given site. However, the resultant velocity
seen by blade section located at radius r varies with both axial and angular induction
factors and is expressed by Eq. (14.12)

W = Ur =
√

{(U0(1 − a))}2 + {r�(1 + a′)}2 (14.12)

It must be noted that axial induction factor according to Eq. (14.3.1) can be
rearranged in terms of inflow angle, F and local blade solidity, σ r , aerodynamic
force coefficients, Cl and Cd to yield from Eqs. (14.13) to (14.15), respectively.

∅r = tan−1

(
1 − a

(1 + a′)λr

)
(14.13)

a

(1 − a)
= σr [Cl cos ∅ + Cd sin ∅]

4 sin2 ∅ (14.14)

a′

(1 + a′)
= σr [Cl sin ∅ − Cd cos ∅]

4 sin ∅ cos ∅ (14.15)
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The change in the lift and drag force vectors on a local chord of an airfoil is
given by Eqs. (14.16) and (14.17), while the resolved force components in axial and
tangential directions of the rotor plane are given from Eqs. (14.18) to (14.20)

dFL = 0.5ρU 2
r crCldr (14.16)

dFD = 0.5ρU 2
r crCddr (14.17)

dFN = dFl cos ∅ + dFd sin ∅ (14.18)

dFT = dFl sin ∅ − dFd cos ∅ (14.19)

dM = dT = [dFl sin ∅ − dFd cos ∅] · r (14.20)

During the rotation, a centrifugal pumping action of the airstream tends to occur
in radial direction of the rotor disk and is responsible for delaying stall on the blades.
The air flow near root or hub rotates in rotation plane and moves towards the tip of
blades and flow eventually forms a bound vortex along blade span and tip vortex at
tip of blade which is responsible for local lift generation. These vortices are shed in
a cyclical manner in the form of a helix which extends downstream of turbine rotor.
The differential thrust and torque equations are expressed in terms of total wake loss
or deficit factor F and are given by Eqs. (14.21) and (14.22)

d AThrust = 4πρa(1 − a)U 2
0 · rdr F (14.21)

d ATorque = 4πρrωa′(1 − a)U0 · r2dr F (14.22)

The torque, power and thrust coefficients can be expressed from Eqs. (14.23) to
(14.25)

Ct = T

0.5ρπR3V 2
(14.23)

Cp = P

0.5ρπR2V 3
(14.24)

CT = F

0.5ρπR2V 2
(14.25)

where T is mechanical torque, N-m produced by the main shaft of turbine. R is blade
radius, m, V is uniform speed measured in m/s, P is aerodynamic power, kW, ρ is air
density in kg/m3, F is the resultant normal force acting on rotor. A simple algorithm
to implement BEM for HAWT rotors consist of following steps.
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1. Begin with a and a′ as zeros.
2. Compute the blade flow angle relative to apparent velocity field, F.
3. Determine chord angle relative to apparent velocity field, α.
4. Import the Cl (α) and Cd (α) table data.
5. Calculate the force coefficients in axial and tangential directions relative to free

stream.
6. Determine the velocity deficit factors in normal and along rotor plane, a and a′.
7. Fix a condition to a and a′ for solution stability; otherwise repeat process from

step 2.
8. Apply the tip wake loss factors.

14.4.2 Wind Shear Approximation

Wind shear is a measure of gradient in wind speed and it can vary in horizontal
and vertical direction in atmosphere. Wind speed in atmosphere can be considered
as stochastic and is described using parameters such as turbulence intensity and
roughness height. Further mean wind speeds are found to increase with height above
ground. For a given geographic location, it is function of orography factors like obsta-
cles, e.g. buildings, trees, vegetation and expressed by reference surface roughness,
z0. The turbulence characteristics of wind field seen by a wind turbine rotor can thus
be conveniently expressed in terms of roughness height, z, above the ground andwind
shear exponent, ε. For a turbine operating at a windy site, the wind shear approxi-
mation can be done either by power law or logarithmic law given by Eq. (14.26) and
Eq. (14.27), respectively. For BEM studies, a wind shear exponent of 0.1 for power
law in Eq. (14.26) has been assumed which represents the plain or open grass land
with few dispersed vegetation.

U (z)

Uref
=

(
z

zre f

)ε

(14.26)

U (z)

u∗
= 1

k
ln

(
z

z0

)
(14.27)

U is mean wind speed in m/s; u* is the friction velocity; k is the von-Karman
constant, 0.4; z is the height above ground in m; z0 is the reference surface roughness
length in m.
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14.4.3 Limitations and Improvements to Classical BEM
Theory

As mentioned in the earlier section, BEM is based on 1D linear momentum theory
in which a turbine rotor is modelled as uniform disk consisting of finite number
of blades with discrete blade elements. It has several limitations since it cannot
model complex flows around the rotor and its accuracy varies during stalled and
unsteady flow conditions during yaw operation. Also, there is no rotation and expan-
sion of wake downstream of turbine rotor. More advanced aerodynamic models
for load modelling are dependent on the wake structure behind the rotor such as the
prescribed wake or free wake vortex acceleration potential methods which have been
successfully implemented for propeller and helicopter aerodynamics and adapted to
HAWT rotors. Simulating 3D non-linear wake structures requires advanced wind
turbine design codes based on CFD techniques that are computationally intensive
and prohibitive in nature. In the recent past, modern wind turbine design codes have
been modified and aimed to improve accuracy by implementing corrections to the
standard BEM code by integrating engineering models that take account two impor-
tant factors, viz. dynamic stall and dynamic wake. In each case, 2D static airfoil
profile data is corrected for 3D effects that include tip and hub loss as well as stall
delay along the blade span to increase section lift coefficient or limit the blade loading.
An empirical stall delay model proposed by Corrigan and Schillings (1994) given by
Eqs. (14.31) and (14.32) in Corrigan and Schillings (1994) takes account of vortex
wake rotation effects observed at high AOA. It utilizes the trailing edge angle, local
radius, local chord length of blade segment and velocity gradient parameter to deter-
mine the change in AOA. This model was applied by Tangler and Selig (1997), Xu
and Sankar (2002) for determining increment CL values (Tangler and Selig 1997;
Xu and Sankar 2002). Empirical relations often give a useful estimate for verifying
the BEM results. A simpler approximation to Cp according to Manwell et al. (2009)
is given by Eq. (14.28)

Cp = 16

27

[
λB0.67

1.48 + (
B0.67 − 0.04

)
λ + 0.0025λ2

−
(
1.92λ2B

1 + 2λB

)
D

L

]
(14.28)

Another essential approach is the inverse BEM method in which angle of attack
(AOA) and inflow angle values are obtained using the blade loading functions.
Transfer functions are utilized in the process to determine the inflow angle pattern
for different flow conditions; however, such predictions are often difficult to verify
limited extensive experimental data and hence a major constraint in BEM theory
validation.
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14.4.4 Turbulence Intensity and Empirical Cp Model

Turbulence intensity (TI) is an indicator of randomness or gustiness in wind. It is
the ratio of standard deviation of longitudinal value of wind speed component to its
magnitude of free stream velocity and is expressed using Eq. (14.29). For wind data
obtained at a given location, it is an important parameter which is used for predicting
the fatigue life of wind turbine components. Typically estimates for turbulence inten-
sity parameter vary with long-term data and also according to orography properties
of a geographic site. According to Germanischer Lloyd wind turbine certification
standards, there are broadly two turbulence intensity classes which are termed as A
and B and are equal to 18% and 16%, respectively (Germanisher 2007).

T I = σ

V
(14.29)

As mentioned in Sect. 14.3, the power regulation for a pitch-controlled turbine
changes due to blade angle. The Cp is function of blade pitch angle β and TSR λ.
A model proposed by Heier (1998) for double fed induction generator (DFIG) has
been analyzed in the present study. In the present study, the power coefficient Co is
given according to empirical exponential formulation using Eqs. (14.30) and (14.31).
It can be seen that Eq. (14.30) is dependent on coefficients c1, c2, c3, c4, c5 and c6,
blade pitch angle and tip speed ratio of turbine. In the present case, the values for
those coefficients have been tested for turbine with 95 m rotor diameter in such a
way that power coefficient values remained within 1% of the manufacturer obtained
power coefficient.

Cp(λ, β) = c1

(
c2
λi

− c3β − c4

)
e− c5

λi + c6λ (14.30)

1

λi
= 1

λ + 0.08β
− 0.035

β3 + 1
(14.31)

14.5 Power Curve Determination

Accurate modelling of power curve is essential to forecast the power output from a
single or group of turbines. In the power curve analysis, averaged wind speed and
electric power are often essential to estimate energy. Data reduction and corrections
are necessary with respect to cut-in and cut-out wind speeds by using the method
of bins. A cut-in wind speed is a minimum value at which turbine starts delivering
power to grid.

Rated wind speed is a value when the generator produces nominal power. Both
cut-in and rated wind speeds are fixed values while a cut-out wind speed is not a
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Table 14.3 Pseudo code: wind turbine power performance

k: = 1 // set counter for bin average 
i: = 1 // set counter for data increment

STEP 3: Algorithm 
WHILE k <= 25, Do 

FOR i 1 to N Do
1. Check for wind speed bin limits 

IF  WindSpeedDatak >= CountWSk and WindSpeedDatak <= CountWSk Do
PDatai,k :=  PowerDatai,k // extract electric power data 

values
  ThrustDatai,k := ThrustDatai,k    // extract thrust data values

TorqueDatai,k := TorqueDatai,k  // extract torque data values
END IF

2. If invalid data is found in extracted bins, replace with empty character
Else Go to 3

3. i i+1
END FOR 

P_mk := Do the average of (PowerDatai,k)  
Thrust_mk := Do the average of (ThrustDatai,k) 
Torque_mk := Do the average of (TorqueDatai,k) 

IF P_mk <  twice ThresholdPowerDatak ||  P_mk >=  twice ThresholdPowerDatak Do
P_mk :=  P_mk ± Standard deviation of  PowerDatai,k //set standard deviation according to bin count 

END IF 
k k +1 

END WHILE 

STEP 4: Display outputs

PRINT CountWS, P_m
PRINT CountWS, Thrust_m
PRINT CountWS, Torque_m 

STOP 

STEP 1: Initialize data

PowerData : i 1 to N      // N is data length or samples 
ThrustData : i 1 to N
TorqueData :    i 1 to N
WindSpeedData : i 1 to N   

STEP 2: Assign counters 

ThresholdPowerData : = 1 to 25 //set threshold values of electric power corresponding to wind speed
CountWS := 1 to 25  // wind speed bin 

constant. Power hysteresis algorithms are usually implemented by turbine operators
for above rated wind speeds in order to reduce loads and extend lifetime of turbine
components. For certification of power curve, IEC 61400-12-1 is followed for power
performance measurements in case of single turbine. The standards tell about the
measurement method for actual power curve determined using time varying values
for wind velocity and power at a test site. The typical bin width is taken as 1 m/s for
below nominal wind velocity and 2 m/s when wind velocity is above nominal values.
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Table 14.3 shows the pseudo code implemented for power curve analysis in the
present study. The power curves vary with size of turbine and its manufacturer spec-
ifications. Between minimum threshold and nominal values, the curve varies almost
linearly in response to the wind speed for both pitch control and stall-controlled
turbines. For above rated wind speeds, the power output remains constant for pitch-
controlled turbines while it reduces in case of stall-controlled turbine. For any case,
bin averaging procedures are applied to measured data. It can be noted that bin aver-
aging of data is necessary for each performance parameter in which data range for
each bin needs to be sorted, summed and divided with the total data samples per bin.
For some wind speed bins around cut-in values, the bin values for power data appear
to be negative. The negative values indicate that generators consume reactive power
from grid.

Operational data is acquired through a digital data acquisition system and moni-
tored for accuracy of measured signals which can impact the energy production for
given period. The system must ensure that error free data is recorded. This can be
achieved by checking the accuracy and linearity of sensors, transducers, and pream-
plifiers. The minimum sampling rate for measurement is 0.5 Hz according to IEC
61400-12-1 standards. Erroneous data can be measured by anemometer, and when
the anemometer is present in the wake can thus be eliminated by following standards
and procedures. It can be noted that sensors used to measure electric power data must
ensure ±0.5% accuracy of the rated power of wind turbine required for power curve
verification (Power performance testing 1990).

Commercial wind farm design tools such asWAsP andWind Farmer are software
which can model the complex flow conditions at given site. They use quantitative
methods for forecasting long-termwind speed and consists of measure, correlate and
predict (MCP) procedures.MCP is amethod to predict long-termwind conditions, i.e.
speed and direction at a target site by correlating it with the short-term concurrent or
time series measured wind data from a nearby reference mast. To avoid energy losses
due towind farm array design, factors such as inter-turbine spacing, closeness ofwind
farm electrical infrastructure and orography variables are important. Further, soiling
losses that occur due to change in surface roughness of blade can be minimized when
best practices in operation and maintenance are followed. Knowing the accuracy of
power output from a turbine at a given wind speed provides useful information in
the design process of turbine or its components. It is also useful for wind turbine
operators and power grid companies to forecast the energy prices and power trading
in electricity markets. A flow chart for an iterative numerical prediction algorithm
used in data analysis is shown in Fig. 14.5. Itmust be noted that these factors affect the
gross energy output from a wind farm. The data required for energy yield assessment
is quantified using power and thrust curves and depends on measured wind velocity
data. The quality of measured wind speed data at a site also depends on the distance
of met mast to a neighboring turbine. Also, the boom orientation on mast is critical
to measuring the wind velocity accurately. The number of velocity sensors mounted
on mast and hysteresis of wind vane error also contributes to uncertainty in power
productions from a wind farm (Astolfi et al. 2020). Direction measurement must be
accurate within ±3°. According to Garrad Hassan sensor errors contribute to nearly
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Fig. 14.5 Schematic for iterative numerical prediction algorithm used in wind farm data analysis

2% reduction in energy production. Also, the recommended distance for placement
of test anemometers is between two and six rotor diameters and at a height equal to
hub height of wind turbine. Further, another factor which affects energy yield from
a turbine is surface roughness condition of blade during operation which varies due
to accumulation of dirt, ice, rime or insects. This leads to blade degradation and
accounts between 3 and 5% reduction in annual energy yield from a wind turbine.

It must be noted that as average distance of met mast in a site increases, the
uncertainty of wind speed measurement also increases. According to IEC 61400-12-
1, the gross errors in the annual energy yield would double for every 1% increase
in wind speed measurement error. Overall, about 10–15% reduction of gross energy
yield from wind park can be possible due to the above factors considered (Wind
energy, The facts, Part-I; Technology 2014).

14.6 Mathematical Relation Between Scale and Shape
Factor

In this section, the relationship between the shape and scale factor using Weibull
distribution is derived using Eqs. (14.32) to (14.38)
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f (V ) = k · V
k−1

ck
· e−( V

c )
k

(14.32)

V =
∞∫
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V f (V )dV (14.33)

Let

(
V

c

)k

= y (14.34.1)

V = cy
1
k (14.34.2)

dV = c

k
y

1
k −1dy (14.34.3)

Substituting Eqs. (14.32) and (14.34.1, 14.34.2, 14.34.3) in Eq. (14.33) we get

V = c

∞∫
0

e−y y
1
k dy (14.35)

After rearrangement Eq. (14.35) reduces to Eq. (14.36) and using identity of
Eq. (14.37.1) we obtain Eq. (14.37.2)

V = c

∞∫
0

e−y y1+
1
k −1dy (14.36)

∞∫
0

e−y y1+
1
k −1dy = 


(
1 + 1

k

)
(14.37.1)

V = c


(
1 + 1

k

)
(14.37.2)

c = V



(
1 + 1

k

) (14.38)

where k and c are shape and scale parameters, respectively, and V is wind velocity.
f (V ) is probability density function. One can obtain scale factor using gamma
function when V annual mean wind speed at site is known. (Bhadra et al. 2010)

Equation (14.38) is used to estimate the energy for a given period based on scale
and shape factors. From Eq. (14.38) one can estimate the wind power density (WPD)
at a site using the following relation
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WPD = 1

2
ρc3


(
1 + 3

k

)
(14.39)

Equation (14.39) is obtained by substituting the value of V in Eqs. (14.38) into
(14.24). One can note that wind power density is a function of scale factor and shape
factor which varies according to site location (Saxena and Rao 2016). More detailed
analysis of energy yield assessment is presented in Sect. 14.7.3.

14.7 Results and Discussion

14.7.1 Turbine Efficiency and Dynamics

As mentioned in Sect. 14.4, the performance of a HAWT is dependent on aerody-
namic lift and drag force coefficients which to a large extent depend on geometric and
structural properties of blade. TheCp of turbine is computed for variable range of lift
to drag coefficient ratios. For a turbine operating in wind farm array, the expanding
helical wake behind the rotor affects the net power production and thus efficiency.
The highest efficiency is obtained when wakes are spaced equidistant behind the
rotor. Figure 14.6 depicts the influence of force coefficient ratio (L/D) on efficiency
of wind turbine rotor element. The value of this ratio changes with the type of airfoils,
operating tip speed ratio of rotor and surface roughness profiles of blade. Typically,
thin airfoils such as NACA 4 digit and 6 series are slender wing elements present
in outer annular ring while thick airfoils are present in inner annular ring (Ladson
and Brooks 1996). The maximum blade lift usually varies in a range between 30 and
80% of blade span. From Fig. 14.6 it can be observed that as L/D ratios are increased
the Cp values also tend to increase steadily for moderate to high values of λ between
4 and 10. For tip speed ratio (TSR) of 8, a step change in L/D from 40 to 120 showed

Fig. 14.6 Computed
mechanical power coefficient
for different L/D ratios of
wind turbine rotor element
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a 17% increase in Cp value. This increasing trend is seen for TSR values between 6
and 10. The horizontal straight line shows the maximum power coefficient obtained
considering no wake rotation and possible only for idealized wind turbine.

However, from Fig. 14.7 for a given L/D ratio, significant change in Cp value is
found for tip speed ratios less than 6 at different rotor solidity values. It corresponds
to ~50% increase in Cp when three blades are present in turbine than when only one
blade is used in rotor. During the Cp calculation, tip losses which account for aero-
dynamic power loss have been considered so that computed values can be compared
readily with values obtained using measured data. Figure 14.8 shows the angle of
attack (AOA) for varying tip speed ratios. It can be seen that for low tip speed ratios,
the AOA are found as high as 50° towards the blade root region. As the tip speed
ratio is increased, the AOA is reduced to as low as 5° and affect the maximum lift
coefficient on the blade. In comparison to wind turbine rotors, commercial aircraft
wings operate at low incidence angles at remarkably high Reynolds number.
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Fig. 14.7 Mechanical Cp computed for a turbine consisting of 1–4 blades with a L/D = 40 and
considering tip loss correction, but no drag

Fig. 14.8 Angle of attack
distribution for a blade
length of 17 m at varying tip
speed ratios
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Fig. 14.9 a Prandtl tip vortex loss correction factor for varying number of blades, b combined with
hub vortex loss

It can be noted that vortices are formed at tip and root regions that develops as
cyclical wake screw and propagate leeward side of the rotor (Snel and Schepers
1995). Also, the magnitude of axial-induced velocity varies with the wake distance
downstream and the thrust coefficient. When the wake expands downstream of the
rotor, flow becomes more turbulent, and a higher velocity deficit is experienced by
downstream turbine. As a result, higher thrust coefficient far downstream in the wake
is produced and causes increase in fatigue loads on blade.

Figure 14.9a shows the Prandtl tip loss correction factor evaluated for one, two,
three and four blades of a turbine. It is apparent that tip losses are higher towards
the inboard region of blade where the thickness to chord ratio for airfoils is high but
reduce eventually to a finite non-zero value. This trend is true for all horizontal axis
turbines irrespective of number of blades. The total wake loss factor is depicted in
Fig. 14.9b. Both wake and hub velocity deficits are computed at 20% of total blade
length. The maximum wake loss was observed between 40 and 80% of length of
blade for incremental blade count. It must be noted that tip vortices increase with
varying aspect ratio of blade. As the aspect ratio is reduced to less than one, the
maximum lift coefficient of a given blade section would increase. However, for low
to moderate Reynolds number flows, vortices can be formed quickly due to flow
separation which occurs at the leading edge of blade (Genc et al. 2016). The axial
induction factor variation along the blade span is shown for the cases local to blade
and azimuthal directions which seem to diverge at the tip as depicted in Fig. 14.10.

As discussed in Sect. 14.3, the axial induction factor a at rotor disk is indicator
of velocity deficit used to test BEMT. This value also varies according to the blade
azimuth orientation. Figure 14.11 shows the computed values for a at various span
positions of blade for azimuth angles between 0° and 360°. It can be seen for span
position of 0.99 R, a value fluctuates between 0.14 and 0.65. In the present study,
the reference blade azimuth angles for three blades are assumed to be located at 90°,
210° and 330° with respect to the tower axis (Chaudhry et al. 2014; Arramach et al.
2017).
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Fig. 14.10 Distribution of
axial induction factor values
local to blade and in rotor
azimuth averaged conditions
for a blade length of 17 m
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Fig. 14.11 Computed axial induction factors at 0.5R, 0.75R and 0.99R locations along blade span
of length 17 m for various rotor blade azimuth angles

However, it can also be seen that for span positions of 0.75R, the maximum values
of axial induction factor reached 0.43 only. Similarly, for span position of 0.5R the
axial induction factor is constant at 0.5. For outboard span positions, the value of
a fluctuates rapidly when the blades pass the tower structure and produce higher
velocity deficit in wake. It can be said that for small size wind turbines with high
twist distribution, the angle of attack and Reynolds number dependency affect the
boundary layer flow behaviour. At high values of AOA, the span-wise flow become
turbulent and degenerates towards the tip region of blade forming vortices. The
Reynolds number for blade lengths of order of 17 m vary from low to moderate
values, viz. 3× 105 to 8× 105. In contrast for large size turbines, with rotor diameters
above 80 m equipped with high thickness to chord ratios, Reynolds numbers up to 3
million are possible.

Figure 14.12 shows that Glauert’s momentum theory predicts higher power coef-
ficient values up to 50% even for moderate to high yaw angles. For such angles, wake
expansion and rotation effect behind the rotor increases faster (Bhadra et al. 2010;
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Hansen 2010). This approach is less conservative in nature as the wake expansion
behind the rotor introduces significant increase in the axial thrust coefficient on the
rotor. Also, it can be observed that axial momentum theory predicts 10 to 15% lower
maximumpower coefficient compared to vortex cylinder theory andGlauert theories.
The Cpmax predicted according to axial momentum, Glauert’s momentum and vortex
cylinder model of yawed actuator disc is according to Eq. (3.90), Eq. (3.106) and
Eq. (112) given in Bossanyi et al. (2005). As mentioned in Sect. 14.3, the magnitude
of aerodynamic forces varies along the blade span which can be resolved in normal
and tangential directions to rotor plane. The normal force per unit length at a given
blade section increases towards the tip and contributes to thrust while tangential
force per unit length contributes to torque. Typically, the tangential force per unit
length is approximately 2–3 times the normal force per unit length (Bhargava et al.
2020; Krishna et al. 2018). In Fig. 14.13, a comparison of thrust coefficient evalu-
ated according to Eq. (14.10) for varying yaw angles of turbine is depicted. As the
yaw angle is increased, the axial force on blade decreases. For yawed rotor the wake
becomes turbulent for higher yaw angles. Notice that thrust coefficient is reduced
for axial induction factors beyond 0.5 where the momentum theory becomes invalid.
One reason is that for large wake expansions, the axial-induced velocity reaches
a limiting value relative to wind direction flow. For un-yawed rotor the change in
wind velocity in wake of turbine is found to be half its initial value (Bossanyi et al.
2005). From Fig. 14.14a thrust coefficient obtained from BEM theory is valid until
CT reached a maximum value of 1 at axial induction factor of 0.5. Beyond this value
the thrust coefficient predicted by BEM theory is invalid and starts reducing even
when the axial induction factor a increases and reaches zero when the value of a is
1. For axial induction factor greater than 0.5, the wake expansion behind the rotor
occurs rapidly and becomes highly turbulent for which predicted thrust coefficient
is not accurate. This behavior is not observed in case of Glauert thrust coefficient
correction, which increases up to value of 2. This shows that Glauerts proposition is
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Fig. 14.13 Comparison of thrust coefficients for zero and non-zero yaw angles at different axial
induction factors using BEM theory

less conservative in the prediction of thrust coefficient compared to vortex cylinder
and axial momentum theories. To overcome these drawbacks, corrections for axial
induction factor and thrust coefficient were proposed by Spera et al. (1979), Marshal
and Buhl (2005), and Aagaard Madsen et al. (2012). The axial induction factor and
thrust coefficient corrections are expressed using Eqs. (40) to (46) given in El-Okda
(2015).

Figure 14.14a also compares the thrust coefficient values obtained from exper-
iment (Lock et al. 1925) with the Buhls and Wilson–Walker correction factors. It
must be noted that correction factors for thrust coefficient are evaluated when the
Prandtl tip loss factor for rotor blades F = 1. Similarly, Fig. 14.14b, d represent the
comparison of BEM predicted thrust coefficient with the correction factors proposed
by Glauert, Buhl and Wilson–Walker and validated them using the experiment’s
obtained values. As the tip loss factor, F reduced the maximum thrust coefficient
predicted by BEM theory which varied from 1 to 0.5. It can be seen that peak values
for Glauert and Wilson–Walker correction factors also reduced for axial induction
factors greater than 0.5. Also, the experiment data obtained by Lock et al. (1925)
agreed well with thrust coefficient for axial induction factor more than 0.5 (Lock
et al. 1925; Marshal and Buhl 2005). It can be noticed that Glauert’s correction
factor shows a discontinuity for values of a > 0.4 while Wilson correction factor is a
tangent line to the BEMT curve and show discontinuity for a > 0.2. In contrast, Buhl
correction factor is a continuous curve throughout the whole range of axial induction
factor between 0 and 1. The discontinuity indicates aerodynamic instability when
the BEMT produces invalid results.

Figure 14.15 shows that maximum power extraction ability increases towards the
outboard of blade based on Eqs. (3.72) and (3.73) given in Bossanyi et al. (2005).
Considering the Prandtl tip loss on the blade, the aerodynamic power extracted
reduced to zero towards the tip of blade. In contrast, without tip loss correction,



14 Theoretical Modelling, Analysis and Energy Yield Prediction … 349

0

0.5

1

1.5

2

2.5

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

N
on

 d
im

en
si

on
al

 p
ar

am
et

er
 [-

] 

Axial induction factor [-] 

F = 0.9 

Experiment
BEMT
Buhl Correction
Glauert Correction
Wilson-Walker correction

(b)

(a)

0

0.5

1

1.5

2

2.5

3

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

N
on

 d
im

en
si

on
al

 p
ar

am
et

er
 [-

] 

Axial induction factor [-] 

F = 1

Experiment

BEMT

Buhl Correction

Glauert Correction

Wilson-Walker correction

Fig. 14.14 Computed thrust coefficient usingBEMTandGlauert, Buhl andWilson–Walker correc-
tion factors and validated with experiment data for a F = 1, b for F = 0.9, c for F = 0.7, d for F
= 0.5

the energetic flow continues to propagate if flow remains attached below the stall
angle of attack; therefore, power extraction ability continues to increase.

Figure 14.16a, b show the aerodynamic forces per unit span length on the 47
and 17 m blades in normal (Fn) and tangential (Ft) directions of the rotor plane.
The aerodynamic forces have been computed using BEMT including Prandtl tip
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Fig. 14.14 (continued)

correction factor at wind speed of 12 m/s and 0° yaw. The forces can be seen to
increase linearly towards the outboard region of blade but reduce near the tip. For
47 m blade, the maximum axial and tangential forces of 2889 N/m and 536 N/m are
found while for 17 m blade it is 862 N/m and 171 N/m, respectively. This shows
that BEMT predicts non-linear aerodynamic forces accurately for wide range of hub
height wind speeds. Further, the magnitude of axial force on the rotor is nearly six
times higher than the tangential force. In comparison to 47 m blade, force on the
17 m blade length varied by more than three times. This implies that loading on rotor
is also increased significantly around rated wind speeds. Also, for pitch-controlled
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Fig. 14.15 Incremental
power extracted with and
without tip loss factors along
blade span having a length of
17 m
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turbines at near and above rated wind speed operation, loading on rotor in the axial
direction increases heavily due to continuous blade pitching action to optimize the
aerodynamic power of the turbine. Specifically, the flap-wise loads on blade vary
dramatically compared to edge-wise load in response to the unsteady wind speeds.



352 V. B. Nukala et al.

14.7.2 Power Curve Assessment and Efficiency

The annual energy production from a turbine operating in wind farm can be predicted
using long-term mean wind speed. At a given site, power curve modelling is an
essential tool to estimate energy production from a wind turbine. Stochastic and
deterministic methods can be used to develop power curve models to determine a
relation between non-linear power outputs and wind speed at a site. Advanced power
curve models utilize higher order polynomial models involving power coefficients
(Teyabeen et al. 2017). The power output varieswithwind bounded by regions known
as cut-in wind speed at which the power is supplied to grid usually when the wind
velocity is in the range of 2.5 and 5 m/s. The rated wind speed is expected when the
machine delivers its nominal or nameplate capacity of electric power to grid, and
finally cut-out wind speed when the generator is disconnected from the grid due to
capacity constraints. Since instantaneous wind speed at a site is highly stochastic, it
can be approximated using probabilistic function for accurate prediction of energy
yield. Also, analytical methods such as measure correlate and predict (MCP) tech-
niques are fairly accurate for estimating long-term wind speed data that trends at
potential site. Based on IEC 61400-12-1 regulations for power curve measurements
wind speed, direction and electrical power quantities are essential. Further measure-
ments require air density, pressure, temperature and turbulence intensity corrections
according to the bin averaging procedures. To evaluate turbulence intensity, standard
deviation of longitudinal wind speed data is necessary. Using the short-term data
for wind speed and direction, the turbulence intensity cannot be known accurately
because binning method does not take account of data for the maximum hub height
averaged wind speed over long term. Table 14.4 indicates the comparison of power
curves for the machine at two different site air densities 1.115 and 1.225 kg/m3 along
with turbulence intensity. TheTI values decay for above ratedwind speeds but remain
strongest between cut-in and rated wind speed operation. The standard deviation of
wind speed did not vary appreciably between lower threshold and nominal wind
velocities; however, for above nominal wind velocities, the deviation can be seen
higher due to fewer 10 min averaged data present in each bin. It can be noted that a
deviation between measured and manufacturer power data is often due to change in
atmospheric variables, e.g. density of air. Therefore, for power curve performance air
density correction is done based on IEC 61400-12 procedures mentioned in Bossanyi
et al. (2005).

From Fig. 14.17a, the bin averaged power curves at two different air densities
1.225 and 1.115 kg/m3 are illustrated alongwithmeasured power data between cut-in
and ratedwind speeds. It canbe seen that data points that are scatterednear cut-inwind
speed are non-linear and show an offset with respect to both power curves. The power
curve in red color is obtained at site air density of 1.115 kg/m3. The manufacturer
power curve is shown in green color line and taken from technical data specifications
ofmodel turbine. The comparison shows that bin averaged power curves fit the power
data well in upper quartile range. It also indicates that distortion due to binning and
occurrence of power errors are likely when power curves are derived from 10-min
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Table 14.4 Cp obtained for 95 m rotor using wind speed frequency distribution

Power coefficient (–) Wind speed Turbulence
Intensity

WS, m/s Standard Measured Frequency
count

Stdev %

1 0.000 −0.298 7 0.151 15.12

2 0.000 −0.019 47 0.261 13.04

3 0.000 0.099 182 0.269 8.95

4 0.174 0.164 355 0.287 7.18

5 0.351 0.332 363 0.293 5.86

6 0.409 0.386 359 0.296 4.93

7 0.424 0.405 476 0.289 4.12

8 0.430 0.411 579 0.286 3.57

9 0.423 0.404 687 0.289 3.21

10 0.402 0.389 496 0.294 2.94

11 0.361 0.353 454 0.301 2.74

12 0.311 0.301 261 0.286 2.38

13 0.251 0.245 108 0.263 2.03

14 0.201 0.196 21 0.311 2.22

15 0.163 0.160 10 0.300 2.00

16 0.135 0.132 3 0.321 2.01
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averaged data. As the rated wind speed is approached, the linearity trend observed
for data is lower compared to bin averaged power curves. It can also be observed
that few outliers for power data are found at near rated wind speeds ~10 m/s. This
can be due to distortion of bin data or from power curtailment operation imposed by
controller to reduce the mechanical loads on the blade. Figure 14.17b illustrates the
electric power error between cut-in and rated wind speeds. Maximum power error
of 29% is seen near cut-in wind speed with a low uncertainty. However, power error
reduced to 5% at 5 m/s wind speed bin and increased to 7% at the rated wind speed.
The blue color bar shows the uncertainty in the power error which is highest for
7 and 8 m/s wind speed bins. The present bin analysis is based on the 10 min bin
averaged data which does not capture the dynamics of power curve accurately. So
according to Milan et al. (2014) to overcome this limitation, combined stochastic
and mathematical modelling of power curve at sampling frequency of 1 Hz would
be useful for accurate power predictions (Milan et al. 2014). The annual energy
production from wind turbine can be monitored with the help of central data control
and acquisition software to log the operational data continuously. Following aremain
turbine operating conditions.

• Machine is started using sequential controller steps.
• Machine is connected to grid to be able to supply power.
• Machine is stopped whenever external conditions and uncertain events occur. For

example 50-year gust, loss of grid.
• Grid curtailment mode according to network grid conditions.
• Rotor freewheeling when there is no wind enough for power production to grid.

Figure 14.18 shows the blade pitch angle between minimum and nominal wind
velocities. It can be seen that rotor speed increase steadily soon after cut-in wind
speed and remains constant up to ratedwind speed. During this period, the blade pitch
angle varied between 0° and 5° where aerodynamic power extraction is maximized
by controller algorithm (Chaudhry et al. 2014). So, for below rated wind speeds one
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Fig. 14.18 Bin averaged values for blade pitch angle, rotor speed and wind direction at different
wind speeds for pitch-controlled turbine
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must note that optimum turbine performance is regulated continuously to track the
wind. Also, for below rated wind speed the tip speed is found as 79.08 m/s when
TSR varied between 4 and 8. In case of turbines with fixed speed, this value reaches
set point for specific wind velocity; however, for machines which can produce power
at different rotor speeds, it is varied in such a way that Cpmax is obtained. A feedback
control loop ensures to optimize the Cp even for low wind regimes. Also, for a
turbine in which power is regulated by pitch movement of the blade with its leading
edge into wind, a phenomenon known as pitch to feather occurs for above rated
wind speed operation. Pitch to feather action reduces the unsteady aerodynamic lift
on blades which lowers the fatigue loads on rotor. In contrast, for stall-controlled
turbines operating at above rated wind speeds, the blade experiences dynamic stall
on its suction side for high angles of attack. This phenomenon also occurs in a non-
linear manner which tends to increase fatigue loads on turbine components. So, the
controller regulates power output from turbine by turning the trailing edge into wind
and this process otherwise known as pitch to stall. Since bin averaging is applied to
the 10-min measured data set for each wind speed between cut-in and cut-out, the
power errors for individual bin are corrected by applying standard deviation to the
average values. A maximum power value of 2141 kW can be found for above rated
wind speed bins. The standard deviation for the bin averaged values of wind speed
and electric power increased due to the low data samples used for averaging.

Figure 14.19 shows the 10 min bin values for thrust coefficient for below rated
wind speed operation or for high tip speed ratio. It varied between 0.9 and 0.98 with
fluctuations seen close to cut-in wind speed. This value is turbine specific which
cannot be compared with others operating in a wind farm array. Similarly, for power
coefficient it varies between 0.32 and 0.44, respectively.
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Fig. 14.20 Comparison of generated power and power factor versus speed characteristic for
variable pitch control turbine

To know wind speed and directions, an anemometer and wind vane installed on
a met mast at height equal to hub height located few rotor diameters away from
turbine are required. It can be noted that readings from sensors located on the nacelle
may not be accurate. Therefore, corrections have been applied to power curve as
described in Sect. 14.5. The power produced by any turbine can be controlled using
the measured rotor speed and blade pitch angle sensors located in hub controller.
This signal is sent to main controller via a feedback loop to compare and track the
set-point values of rotor speed and blade pitch angle. Tomeasure the generator, speed
proximity inductive sensor is used. The sensor data is continuously monitored and
can be used to determine the operating state of turbine. It can be observed from
Fig. 14.20 that rated power for generator is ~1569 rpm and the power factor value is
~1. For below rated wind speed operation, the generator speeds vary between 1250
and 1500 rpm, and ramp-up is observed. When the rotor speed is operating near
rated values, the generator speed remains nearly constant after which the generator
torque output is kept constant by controller once it reaches the rated value. When
approaching synchronous speeds of the generator a non-linear behaviour in power
production can be seen. It can also be seen that power factor also known as cosF
fluctuates near rated generator speed, exact reason of which could be attributed to
grid stability and turbine control procedures near rated wind speed (Bhadra et al.
2010).

Figure 14.21 shows a comparison of power coefficient, obtained using bin aver-
aging method at various λ values and for blade pitch of 0°. The graph showing the
power coefficient value was obtained using the empirical relation using Eqs. (14.30)
and (14.31) with following values for constants, c1 = 0.4176, c2 = 135, c3 = 2.1, c4
= 9.3, c5 = 15.7 and c6 = 0.0088, respectively. For TSR less than 7, Cp predicted
using binmethod andmodel agreed within 1% demonstrating that for low blade pitch
angles between 0° and 5° constants in Eqs. (14.30) and (14.31) produce expected
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power output with a high fidelity. On the other hand, for TSR values greater than 7,
divergence for Cp values can be observed clearly. Apparently, a difference of ~25%
can be seen at high tip speed ratios. One reason for this difference is attached to
quantity of data used in the binning procedures. It can be noted that design tip speed
ratio predicted by model agreed well within 1% of value obtained from measured
data.

The time-series history for low-speed shaft torque, power and wind velocity are
shown in Fig. 14.22. It can be observed from data that turbine experienced high
wind conditions for about 1.5 days. However, power and low speed shaft moment
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are 201 kW and 124.3 kN-m, between time stamp values of 90 and 110, as result of
direction change of wind. At any given location, direction of wind velocity can be
obtained using a wind vane. The nacelle controller computes the directional turns of
nacelle and prevents the turbine from failure. In some turbines, the transformer room
is integrated into nacelle to reduce the cabling costs and to prevent them frombreaking
during yaw. For wind speeds close to cut-in values, the low-speed shaft torque and
power fluctuate. For the sampled data, it was found to be 160 kW and 124.3 kN-m.
However, near rated wind speeds between 11 m/s and 12 m/s the generator produces
~2100 kW and ~1285 kN-m. For measured data, total axial rotor force of 323.6 kN,
turning moment of 1289 kN-m and power of 2140.1 kW for the turbine are apparent.

14.7.3 Energy Yield Prediction

In this section, the energy yield prediction from manufacturer and bin averaged
power curves are demonstrated (Directory of Indian Wind Power 2012). From the
manufacturer power curve table, theminimumwind velocity for the turbine is 3.5m/s
while nominal speed is 11m/s. These values are recorded at air density of 1.225 kg/m3

and at standard temperature and pressure conditions. But theminimumandmaximum
wind velocities vary according to size of turbine. As the rotor diameter becomes
larger, the power extraction ability of rotor increases. To predict energy yield from
a machine, the long-term wind speed modelling is essential. For meteorology and
wind turbine applications a Weibull probability density function is most suitable
for analysis of long-term wind speed frequency distribution at a place (Sohoni et al.
2016). Fundamentally it consists of two randomvariables, viz. shape and scale factors
for predicting the wind speed frequency. The shape factor considers geographic
features of terrain, while the scale factor indicates the long-term wind speed for a
location. The likelihood of velocity occurrence and corresponding energy production
data for a given period shows the likelihood of energy generation from a machine.
Turbine designers and wind resource analysts use such information for sizing and
design of turbine components as well as in site prospecting. Also, the net power
from wind farm is calculated using measured data for any period based on active
and reactive values of power. It has been found to be 0.77 and 0.067 GWh and
resultant energy for duration of ~742 h is found to be 0.701 GWh. Furthermore,
the difference in energy yield can be accounted to several factors as mentioned in
Sect. 14.5. According to Ehrmann et al. (2017), blade surface roughness affects the
wind turbine performance by reducing the lift to drag ratio of rotor blades. For surface
roughness height ranging from 140 μm to 1 mm on blade, an estimated 2–3% loss
in annual energy production is possible due to 40% reduction of lift to drag ratio.
The Weibull probability density function for various shape factors at a scale factor
of 8.5 m/s is shown in Fig. 14.22.

One can observe that as annual average wind velocity increases, the likelihood of
energy capture increases at a location. Further, from the occurrence of bin averaged air
velocity are higher for annual mean wind speeds of 8.5 m/s and 7.5 m/s, respectively.
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Figures 14.23 and 14.24 show the influence of shape factor and scale factor on
likelihood of occurrence of a given wind speed at a given location. Figure 14.23
shows that the probability density function is skewed towards left and has amplitude
that range between 0.08 to 0.1 for wind speeds lower than 7 m/s. The monthly shape
factor range between 1.25 and 2.0. However, as the shape factor is increased beyond
2 the wind speed likelihood increased in amplitude for wind speeds between 7 and
10 m/s. On the other hand, from Fig. 14.24, as scale factor is reduced from 8.5 to
7.5m/s the amplitude of density function varied from0.114 to 0.1without appreciable
change. One can notice the tail of distribution in both Figs. 14.23 and 14.24 is similar
and approach same limiting values with amplitudes that range between 0 and 0.02
for higher values of wind speeds. However, in Fig. 14.24 the tails appear to be
fatter as the shape factor is reduced. This indicates that for a given scale factor, the
likelihood of energy extraction at such wind speed increased by ~1%. Figure 14.25
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shows the annual wind power density (WPD) computed for different shape and scale
factors using Eq. (14.39) presented in Sect. 14.6. Wind power density is a quantity
which shows the kinetic energy available in the wind at any specified location and is
usually calculated at specific height above ground. On the other hand, specific power
indicates amount of aerodynamic power that can be extracted by turbine over a finite
swept area of rotor. A geographic area can be categorized according to wind power
density and are known as wind zones. According to Directory of Indian Wind Power
(2012), there are seven wind zones with distinct mean wind speed values which
range from 6 to 10 m/s. So, wind power density at a site could be estimated from
Weibull distribution parameters, viz. scale and shape factor as discussed earlier in
this section. Practical values for wind power density are measured at specific height
above the ground level. Typically met mast installed at 100 m or 50 m above ground
level are used as reference for measuring wind power density values. It can be noted
that for annual scale factor of 7 m/s the WPD varied from 568 to 201 W/m2 as the
annual shape factor is increased from 1.3 to 3.1. This shows that high values of shape
factor showed a negative effect on wind power density which implies lower energy
available in wind for power production. However, when the annual scale factor is
increased from 7 m/s to 8 m/s the annual wind power density is increased by ~ 49%.
It must be noted that computed values are based on the theoretical estimates of two
parameter Weibull distribution. Hence, Weibull distribution is a useful tool in site
prospecting and wind resource assessment.

Table 14.5 shows the comparison of monthly Weibull energy GWh, estimated
using manufacturer and measured power curves for different scale and shape factors.
The analysis used the excel WEIBULL function which accepts two input param-
eters to estimate the approximate number of hours for bin averaged wind speeds.
Theoretical hours data and power data for the corresponding bin are obtained from
standard power curve to forecast energy output. Weibull energy variation was found
to be ~33% when shape factor changed from 1.3 to 2.1 while a ~13% when scale
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Table 14.5 Weibull energy yield comparison using manufacturer and measured power curves of
95 m rotor at air densities 1.115 and 1.225 kg/m3

Power curve type Weibull hours Scale factor Shape factor Energy (GWh)

Weibull

MSRD 712.1 9.5 2.1 0.652

STRD 712.1 9.5 2.1 0.725

MSRD 641.3 9.2 1.3 0.466

STRD 642.1 9.2 1.3 0.510

MSRD 624.4 8.4 2.1 0.567

STRD 624.3 8.4 2.1 0.634

MSRD 416.1 7.77 1.1 0.379

STRD 416.2 7.77 1.1 0.416

factor changed from 7.7 to 9.5 m/s. The predicted values for energy yield are found
when the turbine is not under any major shutdown events. In practice O&M includes
downtime factorswhich account up to 2–4% reduction in the annual yield production.

From Table 14.6 the annual energy yield for turbine showed an increase of 16%
when the annual scale factor is varied from 7.5 to 8.5 m/s. For rotor diameter of
36 m, the expected annual production is 0.835 GWh when the annual scale factor is
7.5 m/s and 0.977 GWh when the scale factor is increased to 8.5 m/s. The estimated
Weibull energy is obtained using standard power curves for the turbines measured at
1.225 kg/m3. When the rotor diameter is increased by 3 times, the expected annual
energy output from the turbines increase by ~6 times. A large rotor diameter implies
higher amount of aerodynamic power extracted per swept area of turbine. However,
one must note that power extraction ability depends on the operating state and power
curve characteristics of turbine as discussed in Sect. 14.7.2. Hence, performance and
energy yield prediction of wind turbines can be done effectively through simulation
of high-fidelity theoretical aerodynamic models, as well as application of advanced
empirical or analytical methods.

Table 14.6 Weibull annual energy yield computed for turbines with 95 and 36 m rotor diameter at
scale factors of 8.5, 7.5 m/s and shape factor of 1.4

Rotor diameter
(m)

Power curve
type

Annual Weibull
hours

Shape factor Scale factor Energy (GWh)

Weibull

95 Standard 8545.2 1.4 7.5 6.31

36 Standard 8547.1 1.4 7.5 0.835

95 Standard 8525.4 1.4 8.5 7.34

36 Standard 8521.3 1.4 8.5 0.977
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14.8 Conclusions

• In this paper, we studied blade element momentum theory and its improvements
to find operating characteristics of HAWT rotors. Various design factors such
as tip speed ratio, rotor diameter, blade count and pitch angle, L/D ratios were
investigated using sampled operational data. Power and thrust coefficients are
key parameters to measure turbine efficiency. Bin data analysis showed that peak
thrust and power coefficient values were found to be 0.945 and 0.44 for wind
turbine with 95 m rotor diameter. BEM analysis revealed that turbines with small
rotor diameters exhibited aerodynamic forceswhichwere three to four times lower
compared to megawatt scale turbines.

• Induction variable along rotor axis and thrust corrections proposed by Glauert,
Buhl and Wilson–Walker showed good agreements with those predicted from
BEMT for values less than 0.5; however, thrust coefficient predicted using conven-
tional BEMT agreed well with experiment data when the induction variable is
greater than 0.5. For all correction models, the maximum values for thrust coef-
ficients reduced as the combined tip and hub loss factors are reduced from 1 to
0.5.

• With increase in blade count, the wake losses from tip of rotor were found to be
lower. The maximum aerodynamic power from a blade becomes higher towards
the outboard of blade. When the lift to drag ratio is changed from 40 to 120, it
resulted in 17% improvement of aerodynamic efficiency of turbine. Hence, it can
be concluded that increasing the rotor solidity and lift to drag ratios will increase
the aerodynamic power extraction ability.

• Amethod for performing data binning to analyze SCADA operational data using
a pseudocode has been presented. The code was designed to extract power, torque
and thrust coefficients for given wind speed data. Results of binning procedure
showed that maximum power error of 28% is found at cut-in wind speed due to
power outliers present in bin data. An empirical relation for predicting Cp using
TSR and blade pitch angle was proposed to verify the accuracy of the predictions.
The model predictions were validated using the bin averaged power coefficient
data. The results for power coefficient agreed within 1% of the measured data for
tip speed ratios less than 7 but found to disagree between 7 and 10.

• Long-term energy yield using two-parameter Weibull distribution requires
different shape and scale factors, and bin-wise frequency distribution of wind
velocity. In contrast to fixed speed stall-controlledmachines, the maximum power
production is not constant for variable speed machines between minimum and
nominal wind velocities for which the tip speed ratios varied between 5 and 7.
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Chapter 15
Energy Sources for Electric Vehicles

Irfan Ahmed, Aashish Kumar Bohre, Tushar Kanti Bera,
and Aniruddha Bhattacharya

Abstract The tremendous increase in pollution levels caused by automobiles ener-
gized through fossil fuels as well as the eventual depletion of these fuels has led to
an increase in the interest for electric and hybrid electric vehicles. Electric vehicles
(EVs) provide cleaner means of transportation with the pollution being limited to
the locations of electric power generating plants. They are the vehicles of the future,
without any doubt. There has been a tremendous amount of research in EV tech-
nology in recent times, and a lot of research has reached mature levels. The only
impediment to the complete commercial use of EVs is the energy sources required to
power them. In this chapter, we take a look at the conventional sources of energy for
EVs, their current status and developments, as well as technologies to look out for
in the future. The focus is on the basic working principles of these sources without
delving too much into their chemical reactions.
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flywheels
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Li-ion Lithium-ion
NaS Sodium–sulfur
SoC State of Charge
DoD Depth of Discharge
PEM Proton Exchange Membrane
PAFC Phosphoric Acid Fuel Cell
SOFC Solid Oxide Fuel Cell
HEV Hybrid Electric Vehicle
NiMH Nickel-metal-hydride
Li-poly Lithium-polymer
Zn-Air Zinc-air
SoD State of Discharge
AFC Alkaline Fuel Cell
DMFC Direct Methanol Fuel Cell
MCFC Molten Carbonate Fuel Cell

15.1 Introduction

One of the prominent features of an electric vehicle (EV) is that it has a portable
energy source, which may be chemical or electromechanical in nature. Portable
source implies that the energy source must be able to move with the vehicle. There
are some exceptions to this rule, such as in the case of electric trains and electric
trams. However, in general, the energy source must be portable and implanted inside
the vehicle. Examples of chemical sources include batteries and fuel cells; while
those of electromechanical sources include flywheels or the motor itself acting as a
generator during regenerative braking.

Out of the number of sources that are available, only the battery energy source
technology is mature enough to find commercial applications in EVs. The other
sources such as fuel cells, ultracapacitors and flywheels, while not yet in commercial
use, exhibit potential for the future. This chapter attempts to provide an overview
of all these energy sources that can be used as portable sources for EVs, their basic
working and current status.

15.2 Battery

The chemical battery is the only energy storage technologymature enough to be used
commercially in EVapplications. The batteries used for EVs are usually rechargeable
(secondary). Earlier lead-acid batteries were mostly employed, but with improve-
ments in technology, the lithium-ion battery is now more commonly used; although
this may change in the future as well on account of ongoing research (Iclodean et al.
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2017). The different battery technologies do share the same basic working principle
and this is where we shall start with.

15.2.1 Battery Basics

Electric as well as hybrid electric vehicles use high-voltage battery packs. Each
battery pack consists of individual modules and cells connected in series and/or
parallel. Series connection is required to increase the battery pack voltage rating,
whereas parallel connection is required to increase the current handling capacity of
the pack. A cell is the smallest packaged form that a battery can take. Generally, it
is of the order of 1 to 6 V. A single cell is not sufficient for our requirement, so a
number of cells are connected in series and/or parallel to form a module. A number
of modules connected together form a battery pack.

A battery is a device that stores energy in chemical form and converts it into elec-
trical energy when required. Chemical reactions take place in a battery and involve
the flow of electrons from one material to another. These materials are called elec-
trodes. The electrons will flow through an external circuit. This flow of electrons can
be utilized to do some useful work. In other words, the flow of electrons is providing
an electric current that can be used to do useful work. To balance the electric charge,
there has to be a flow of ions also. The electrons flow through conducting wires
(external circuit), whereas charged ions flow in the opposite direction inside the
battery through an electrolyte. Different combinations of electrodes and electrolytes
produce different chemical reactions that determine the working of each battery type,
the amount of specific energy that can be stored in the battery, as well as its voltage
rating.

The first battery in the world was produced by Alessandro Volta, an Italian physi-
cist, chemist and one of the pioneers of electricity (Britannica 2021). One of Volta’s
friends, Luigi Galvani, performed an experiment with a frog in which he had tied
the frog’s legs to a metal. When Galvani touched the frog’s legs with an electrode,
the legs twitched. This led Galvani to conclude that there was electricity inside the
frog. However, Volta did not believe this. He repeated Galvani’s experiment, but
instead of using the frog, he used metals as electrodes separated by an electrolyte
(brine-soaked paper), and proved that the electricity was coming from the electrodes
and not from the frog. This is how the first battery was produced. Till today, the same
concept that Volta introduced is being used to produce the batteries. The materials
have changed, battery sizes and battery technology have improved, but the basic
principle still remains the same.

In summary, the essential components of each battery cell are two electrodes (one
positive and one negative) and an electrolyte in contact with both the electrodes.
Current will flow between the two electrodes only when there is an external connec-
tion between the two electrodes; otherwise, ideally, no current will flow between the
two electrodes. The functions of the electrolyte are to provide a path for the flow
of electric ions and to provide chemical reactions between the electrodes and the
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electrolyte which result in the production and consumption of electrons and hence
to an electric current. The electrolyte should be such that it should allow the flow
of ions but not the flow of electrons (Hussain 2003; Chan and Chau 2001; Mi et al.
2011). The essential battery components are described in further detail below.

15.2.1.1 Electrodes

To produce a flow of electrons, we need to have a source material where the electrons
are produced, and a destination material where the electrons are consumed (How a
battery works, nd). These materials are called the cell’s electrodes. The electrons are
produced through chemical reactions at the electrode called the anode or negative
electrode, and are again consumed through chemical reactions at the cathode or
positive electrode. The battery terminology uses the anode notation for the negative
electrode or the electrode at which electrons are produced, whereas the positive
electrode or the electrode at which electrons are consumed is called the cathode. The
electrodes are generally different types of metals or other chemical compounds. The
anode material should be such that a chemical reaction between the anode and the
electrolyte should produce electrons. These electrons get accumulated at the anode
and should not be able to flow to the cathode unless there is an electrical connection
between the anode and the cathode. On the other hand, the cathode material should
be such that a chemical reaction between the cathode and the electrolyte must be
able to absorb/accept electrons received from the anode. The electrons flow should
only be through an external connection between the anode and the cathode; no flow
of electrons should be possible through the electrolyte.

The technical chemical term for a reaction that involves an exchange of electrons
is a reduction–oxidation reaction, more commonly called a redox reaction. So elec-
tricity is generated in a chemical cell because of a redox reaction. This redox reaction
can be separated into two half-reactions. In the case of an electrochemical cell, one
half-reaction occurs at the anode and the other half-reaction occurs at the cathode.
Reduction is the gain of electrons, and is what occurs at the cathode. At the cathode,
electrons are being accepted because of a chemical reaction. The cathode is gaining
electrons, and this process of gaining of electrons is called as reduction; we say that
the cathode is reduced during the reaction. Oxidation is the loss of electrons. We say
that the anode is oxidized; the anode is giving up electrons. The electrode materials
should be such that they should interact chemically with the electrolyte to facilitate
the redox reaction.

15.2.1.2 Electrolyte

The earlier electrolytes used were predominantly liquids, but now we also have gels
and solid substances being used as electrolytes (Li et al. 2016). The only condition is
that they must be able to allow the movement of charged ions, while not allowing the
flow of electrons through them. In other words, the electrolyte should be such that it
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has high and selective conductivity for ions that take part in the electrode chemical
reactions, but it should be a non-conductor for electrons. They should also be able
to react with the materials of the anode and cathode in order to aid in the redox
reaction. Ideally, the electrolyte will not allow the flow of electrons, but in practice
some electrons will be able to flow through the electrolyte. That is why, even when
we are not using the battery, it will self-discharge. The amount of self-discharge
depends on the type of battery being used. Some batteries discharge up to 10–20%
in a month, whereas some discharge by only 2–4% in a month.

Electrons have a negative charge, and we are sending electrons from the anode
to the cathode; so we are sending negative charge from the anode to the cathode.
To maintain charge balance, there has to be a flow of positive charge also in the
same direction. This positive charge flow will be in the form of positive ions. These
positive ions will flow from the anode to the cathode through the electrolyte. So
the electrolyte provides a medium through which charge balancing positive ions can
flow through.

At the anode, the electrodematerialwill be involved in a chemical reactionwith the
electrolyte to produce electrons (oxidation);whereas at the cathode, another chemical
reaction will take place between the material of the cathode and the electrolyte due
to which electrons will be absorbed by the cathode (reduction). The electrons flow
through the external wire, while the electrolyte provides a pathway for the transfer of
positively charged ions to balance the negative flow. This flow of positively charged
ions is just as important as the flow of electrons through the external circuit. The
charge balancing role performed by the electrolyte is necessary to keep the entire
process running.

The electrolyte can be acidic or alkaline, depending on the type of battery.
Traditional batteries such as lead-acid and nickel–cadmium use liquid electrolytes.
Advanced batteries currently under development such as nickel-metal-hydride and
lithium-ion batteries use an electrolyte that is gel, paste or resin. Lithium-polymer
batteries use a solid electrolyte (Hussain 2003).

15.2.1.3 Separator

The separator is an electrically insulating layer of material that physically separates
electrodes of opposite polarity. Effective separatorsmust possess high porosity so that
they will have low electrical resistance, low pore diameter in order to achieve good
separation and, finally, resistance to oxidation and stability in highly acid conditions
(Vincet and Scrosati 1998). Separators must be permeable to ions; they must allow
the flow of ions but not the flow of electrons. Present-day separators are made from
synthetic polymers or glass filters.
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15.2.2 Types of Batteries

The basic working principle of all batteries is the same. The only things that change
are thematerials that are being used for the electrodes and the electrolyte and the asso-
ciated chemical reactions. Different types of batteries are in commercial production,
each suited to its own specific application.

There are two basic types of batteries: primary batteries and secondary batteries
(Hussain 2003). Primary batteries are those which cannot be recharged. They are
designed for a single discharge. Examples are lithium batteries used in watches,
calculators, cameras, etc. andmanganese dioxide batteries used to power toys, radios,
torches, etc. Secondary batteries are those which can be recharged by flowing current
in a direction opposite to that during discharge. The chemical reactions are the reverse
of those during discharge. Secondary batteries can be reused after charging.However,
after every successive charge and discharge, the condition of the battery will go on
deteriorating. There is a limit to how many times/cycles the battery can be charged
and discharged. All the batteries used for electric vehicles are secondary batteries.

Themajor types of rechargeable batteries considered forEVandHEVapplications
are as follows (Hussain 2003):

• Lead-acid (Pb-acid)
• Nickel–cadmium (NiCd)
• Nickel-metal-hydride (NiMH)
• Lithium-ion (Li-ion)
• Lithium-polymer (Li-poly)
• Sodium–sulfur (NaS)
• Zinc-air (Zn-Air)
• Sodium nickel chloride.

Out of these, only the lead-acid, lithium-ion, lithium-polymer and nickel-metal-
hydride have been commercially used for EV applications. The lead-acid battery
was actually discovered around 1860. The basic process is still the same; there are
improvements, but the improvements are minor. It is the earliest type of rechargeable
battery that was created. It has a low energy-to-weight ratio, also a low energy-to-
volume ratio. To have a high amount of energy, the weight as well as the volume
of the battery will be quite high. It does, however, have a relatively large power-
to-weight ratio as compared to other batteries. It can provide short bursts of high
power. That is the reason why the lead-acid batteries are very popular to provide the
high current required by starter motors. The batteries used in earlier cars to provide
the high current to start the motor were lead-acid batteries. They were perfectly
suited for that purpose on account of their high power-to-weight ratio. However, their
energy-to-weight ratio is poor, as is their energy-to-volume ratio. When EVs started
becoming popular, around the late 1990s, the lead-acid battery was a sufficiently
mature technology. They were also easily available and had a low cost. That is why
the earlier EVs used lead-acid batteries. However, they constituted around 25–50%
of the final vehicle mass. Also, the efficiency of the lead-acid battery is 70–75%,
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and decreases at lower temperatures. The nickel-metal-hydride battery was the next
to be considered for commercial EV applications. It was also a relatively mature
technology. The NiMH battery is even less efficient than the lead-acid battery; its
efficiency is around 60 to 70%. It does, however, have a high specific energy of
30–80 Wh/kg, as compared to 30–50 Wh/kg for the lead-acid battery. Note that
these efficiencies are ideal or theoretical. They depend on the temperature and will
continuously decrease as the battery continues to be used. The NiMH batteries have
exceptionally long lives; typically, 160,000 km and over a decade of service for
the first-generation Toyota RAV4 EVs. (The second-generation Toyota RAV4 EVs
used the Li-ion battery instead.) The drawbacks of the NiMH battery were its poor
efficiency, its high self-discharge and poor performance in cold temperatures. Due to
these reasons, the NiMH battery was superseded by the Li-ion and Li-poly batteries.
Both of them are similar batteries. Theywere initially developed and commercialized
for use in laptops and consumer electronics. Their high energy density and long cycle
life have now made them the most popular choice for EV applications.

The nickel–cadmium battery, which used nickel-oxide-hydroxide and metallic
cadmium as electrodes, had good cycle life and performance at low temperatures as
well as the ability to deliver their full rated capacity at high discharge rates. However,
it was costly than the lead-acid battery and had a high self-discharge rate; and was
supplanted by the NiMH battery. Disposal of toxic metal cadmiumwas also an issue.
Perhaps, the best battery to be considered was the sodium–sulfur (NaS) battery, also
known as the molten salt battery. It was constructed from liquid sodium and sulphur.
It had high energy density, high charge and discharge efficiency, long cycle life and
was made from inexpensive materials. It was, however, difficult to manufacture and
was hazardous. Thus, safety and manufacturing difficulties led to the abandonment
of the technology.

15.2.2.1 Lead-Acid Battery

The lead-acid batterywas themost popular choice forEVs for a considerable periodof
time. At the time electric vehicles started gaining some traction, the lead-acid battery
was the most developed battery technology. Also, it was high-powered, inexpensive,
safe and reliable. Hence, the lead-acid battery, which was earlier used for starting
the car, started being used for driving the EVs also. Recycling structure was also
well established. It had three significant features: low cost, easy availability of raw
materials and ease of manufacture. However, its specific energy was low, its cold
temperature performance was poor and it had a short calendar and cycle life. In fact,
the battery life was less than the car life; around every three years the battery had to
be replaced.

In the lead-acid battery, the negative electrode (anode) ismade of spongy or porous
lead (Pb), whereas the positive electrode (cathode) is made from lead oxide (PbO2).
The electrolyte used is sulphuric acid (H2SO4).

During cell discharge, at the anode, the lead will interact with the sulphuric acid to
produce lead sulphate (PbSO4) and two electrons. These electrons flow through the
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external conductor to reach the cathode. At the cathode, the lead oxide will absorb the
two electrons in a chemical reaction with the sulphuric acid to produce lead sulphate
and water.

During battery charging, the lead sulphate is once again broken into lead and lead
oxide. However, some amount of lead sulphate, in the form of a fine white powder,
keeps on depositing on the electrodes. On account of this, the internal resistance of
the cell goes on increasing with time. Also, as H2SO4 is consumed, the electrolyte
conductivity goes on decreasing. The lead sulphate deposited on the electrodes in a
dense fine grain form leads to sulfatation. This reduces cell capacity significantly.
The lead sulphate is not soluble in water, and keeps on depositing on the plates as
well as electrodes. As a result, the battery capacity as well as efficiency keeps on
decreasing.

The chemical reactions during charging of the lead-acid battery are opposite to
those during discharging. The lead sulphate will be converted back to the reactant
states of lead and lead oxide. For this, a current has to flow into the positive electrode
through an external source; the electrons have to flow in the opposite direction from
the positive electrode to the negative electrode. The external source delivers electrical
energy to the cell, where it gets converted into chemical energy and can be stored.
At the positive electrode, the lead sulphate consumes the water produced at the time
of discharging and produces lead oxide, 4H+ and SO4

2− ions and two electrons. At
the negative electrode, the lead sulphate consumes the two electrons to produce lead
and SO4

2− ions.
The lead-acid battery continues to be popular for a lot of applications. However, it

is not suited for driving the electric vehicle over long distances. Specifically, its low
specific energy is a major hindrance, causing a considerable increase in the volume
and mass of the battery for driving the EV. Other better suited battery technologies
have now been developed, as a result of which, the lead-acid battery is no longer
being used for driving long range electric vehicles.

15.2.2.2 Nickel–Cadmium Battery

The nickel–cadmium (NiCd) battery is an alkaline battery; the electrolyte used in
the battery is alkaline. In this case, the electrical energy is derived from the chemical
reaction of a metal (cadmium) with oxygen in an alkaline electrolyte medium. One
major disadvantage of theNiCd batterywas its low specific energy due to the addition
of the weight of the metal.

In these batteries, the positive electrode is nickel oxide, while the negative elec-
trode ismade frommetallic cadmium.The alkaline electrolyte is potassiumhydroxide
(KOH). The practical cell voltage obtainable from NiCd batteries is 1.2–1.3 V. The
specific energy is 30–50 Wh/kg, similar to the lead-acid batteries.

The advantages of the nickel–cadmium batteries were superior low-temperature
performance as compared to lead-acid batteries, flat discharge voltage characteristic,
long life, excellent reliability and lower maintenance requirements. However, they
had a number of limitations also. Their cost was high because of the metal involved,
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as cadmiumwas highly toxic. In fact, after 2004, the NiCd battery was not allowed in
Europe, specifically for home applications. Their power output was also low, andwas
insufficient for EV applications. The popularity of the nickel-metal-hydride battery,
which is a much improved alkaline battery, made the NiCd battery redundant for EV
applications.

15.2.2.3 Nickel-Metal-Hydride Battery

The nickel-metal-hydride (NiMH) battery is the successor to the nickel–hydrogen
battery. A number of hybrid electric vehicles have used the NiMH battery for
providing electric power for traction purposes. Its operating voltage is almost the
same as the NiCd battery, with a flat discharge characteristic. The specific energy is
60–80 Wh/kg, which is higher than the lead-acid and NiCd batteries. The specific
power can be as high as 250 W/kg.

The NiMH battery also uses nickel oxide as the material for the positive electrode,
but the negative electrode is a metal hydride. When certain metals are exposed to
hydrogen, they have the ability to absorb that hydrogen. They also have the ability to
release that hydrogen when required. Such metals, which can absorb hydrogen, are
called as metal hydrides. Fine particles of certain metallic alloys, when exposed to
hydrogen at certain pressures and temperatures, absorb large amounts of hydrogen
to form metal hydride compounds. Metal hydrides can absorb and release hydrogen
many times without getting deteriorated.

The advantages of the NiMH battery are a much longer life cycle than lead-acid
batteries, as well as being safe and abuse tolerant. Abusive conditions for a battery
include short circuiting a battery, overcharging a battery, physically deforming a
battery. The NiMH is abuse tolerant. Specifically, the exceptionally long-life cycle
of the NiMH battery is a significant advantage. However, its cost is relatively higher,
has a higher self-discharge rate as compared to the NiCd battery and has poor charge
acceptance capability at elevated temperatures and low cell efficiency. Although
the NiMH battery was used to drive EVs and Hybrid EVs (HEVs) earlier, they
are no longer preferred on account of the improvements in the lithium-ion battery
technology.

15.2.2.4 Lithium-Ion Battery

The lithium-ion (Li-ion) battery is one of the most promising batteries for EV appli-
cations. Right now, the Li-ion battery is the battery of the future that will dominate
the EV and HEV applications for decades. Of course, it is possible that some other
battery technology may come along and replace the Li-ion battery, but right now, the
Li-ion battery is the most promising battery for the future. The reason is that lithium
metal has a high electrochemical reduction potential (3.045 V) and lowest atomic
mass (6.94). Reduction potential is related to the oxidation potential, or the redox
potential. The tendency of a chemical to acquire/release electrons from an electrode
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and thereby be reduced or oxidized is called the reduction potential. Lithium has the
potential to acquire large number of electrons. It is possible to generate up to 3.045 V,
while still having the lowest atomicmass. This shows promise for a battery of 3V cell
when combined with a suitable positive electrode. However, lithium metal is highly
reactive withmoisture, which limited their use earlier. It was only the discovery in the
late 1970s that lithium can be intercalated (absorbed) into the crystal lattice of cobalt
or nickel to form lithium cobalt oxide (LiCoO2) or lithium oxide nickel (LiNiO2)
that paved the way toward the development of lithium-ion batteries.

The Li-ion battery uses lithium intercalated (absorbed) carbons (LixC) in the form
of graphite or coke as the negative electrode. The positive electrode is made up of
lithium metallic oxides. The most satisfactory lithium metallic oxide is the cobalt
oxide, but it is very expensive. Another lithium metallic oxide is the lithium oxide
nickel (LiNiO2). It is structurally more complex but costs less and its performance
is similar to cobalt oxide electrodes. Manganese oxide based positive electrodes are
also under research because manganese is cheaper, widely available and less toxic.

During discharge, at the negative electrode, theLixCdischarges to produce carbon,
lithium ions and electrons. The electrons will move toward the positive electrode
through the external circuit, while the lithium ionsmove in the same direction through
the electrolyte.At the positive electrode, the lithium ions recombinewith the electrons
and the metallic oxide to produce lithium cobalt oxide.

The features of a Li-ion battery include high specific energy, high specific power,
high energy efficiency, good high temperature performance, low self-discharge and
recyclable components. The Li-ion battery has features which are ideal for battery
use for EV applications. However, it contains flammable electrolytes and can explode
when exposed to abusive conditions.

15.2.2.5 Lithium–polymer Battery

The lithium-polymer (Li-poly) battery is similar in working to the Li-ion battery,
except that it uses solid-sate electrolytes, i.e. solids capable of conducting ions but
which are electron insulators.

The Li-poly battery has the highest specific energy and power, good cycle and
calendar life, and all the advantages of theLi-ion battery.Also, because the electrolyte
is a solid, the battery can have any desired shape. They are still not being used for EV
applications, but research is ongoing. If the Li-poly battery does get commercialized
for EVs, they will provide a huge space advantage. Also, because they have a solid
electrolyte, they are ideally suited for moving applications. The only disadvantage
is that the battery cell has to be operated in the range of 80 to 120 °C.

15.2.2.6 Zinc-Air Battery

The Zinc-air (Zn-Air) battery is similar to the conventional batteries in the sense
that it generates electric power from chemical reactions (Review 2020). However, in



15 Energy Sources for Electric Vehicles 377

most respects, its working is more similar to that of a fuel cell. These batteries have a
gaseous positive electrode of oxygen, whereas the negative electrode is metallic zinc.
The Zn-Air battery is an alkaline battery and uses potassium hydroxide (KOH) as
an electrolyte. The amount of electric power generated can be controlled by control-
ling the flow of oxygen (air). Electrical recharging of the battery is not possible; in
this sense, it is similar to a primary cell. However, once the battery is discharged
completely, the zinc electrode can be mechanically replaced with fresh zinc.

Zn-Air batteries have a high specific energy. Its other inherent features such as
safety and lower cost ensure that it is a promising technology for future EV applica-
tions. Although the alkaline electrolyte is still widely used, Room Temperature Ionic
Liquids and Quasi-Solid Flexible Electrolytes are also being researched for use as
electrolytes in Zn-Air batteries (Peng et al. 2020).

15.2.3 Battery Parameters

Battery Capacity: Battery capacity is the amount of free charge generated by the
active material at the negative electrode and consumed by the positive electrode.
Battery capacity is measured in ampere-hour (Ah), where 1 Ah= 3600 C and 1 C is
the charge transferred by a current of 1 A in 1 s.

The theoretical capacity of a battery QT is given by QT = xnF C, where x is the
number of moles of the limiting reactant associated with complete discharge of the
battery, n is the number of electrons produced by the negative electrode discharge
reaction and F = Leo. Here L is the number of molecules or atoms in a mole, also
known as the Avogadro constant (6.022× 1023) and eo is the electron charge (1.601
× 10–19 C). Thus F is a constant whose value is equal to 96412.2 C/mol. Limiting
reactant is the reactant which is consumed fully and which decides the amount of
product that is formed. In terms of Ah, the theoretical capacity is given by QT =
0.278 FmRn/Mm Ah, where mR is the mass of the limiting reactant in kg and Mm is
the molar mass of the limiting reactant in grams/mol.

If the capacity of a single cell of a battery is QTcell, and a number of cells are
connected in series to form a battery, then the capacity of the whole battery is also
QTcell. Thus the capacity of a battery is the same as the capacity of an individual cell
when cells are connected in series. If the capacities of individual cells are different,
then the capacity of the battery will be the same as the capacity of the smallest cell
in the battery.

The practical capacity of a battery is always much lower than the theoretical
capacity due to practical limitations. The practical capacity can be obtained by inte-
grating the current drawn from the battery with respect to time from the instant at
which the battery is fully charged to the instant at which the battery terminal voltage
becomes equal to the cut-off voltage.

Discharge rate: Thedischarge rate is the current atwhich the battery is discharged.
It is expressed as Q/h rate, where Q is the rated battery capacity and h is the discharge
time in hours.
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Suppose the capacity of a battery is 100 Ah (1Q = 100 Ah) and the battery is
discharged in 5 h, then the discharge rate is Q/5 = 100 Ah/5 h = 20 A. If the same
battery is discharged in 0.5 h, the discharge rate is Q/0.5 = 200 A. Thus, the battery
discharge rate will determine the amount of time for which the battery will last before
it runs out of charge. The higher the discharge rate of the battery, the shorter is the
time for which it can be used before recharging.

State of Charge: The state of charge (SoC) is the present capacity of the battery
at any instant of time. It is the amount of capacity that remains after discharge from
a top-of-charge condition. The SoC is a very important parameter for a battery. It is
somewhat analogous to the amount of fuel in a conventional vehicle at any instant
of time.

The SoC of a battery is decided by the amount of current that is drawn from the
battery since it was fully charged. It can be determined by integrating the current
drawn from a battery over a duration of time and then subtracting this integral from
the theoretical capacity of the battery.

State of Discharge: The state of discharge (SoD) is just opposite to the SoC. It is
a measure of the charge that has been drawn from a battery. The SoD can be obtained
by integrating the current drawn from the battery over a duration of time. The state of
charge of a battery is the difference between the theoretical capacity of a battery and
the SoD. If the SoD of a battery is known, the SoC of the battery can be determined,
and vice versa.

Depth of Discharge: The depth of discharge (DoD) is the percentage of battery
capacity (rated) to which a battery is discharged. Basically, the DoD expresses the
SoD as a percentage of the rated theoretical capacity of a battery.

Battery terminal voltage: Battery terminal voltage is the voltage obtained across
the terminals of the battery with load applied to it. It depends on the state of charge
of the battery as well as the charging/discharging current of the battery.

Cut-off voltage: The cut-off voltage of a battery is theminimumallowable voltage
from a battery. If the battery terminal voltage falls below the cut-off voltage, the
battery is assumed to have discharged and can be used only after recharging.

15.3 Fuel Cell

Having studied the battery in considerable detail, let us now take a look at some
alternative energy sources. The first alternative energy source that we will consider
is the fuel cell. The fuel cell is under research and is a promising technology for the
future.

A fuel cell is an electrochemical device that produces electricity by means of a
chemical reaction. Similar to a battery, it also converts chemical energy into electrical
energy and uses redox reactions to achieve this end. However, batteries will produce
electricity as long as there is stored chemical energy, after which they have to be
recharged; whereas, in the case of a fuel cell, there is no stored chemical energy. As
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long as fuel is supplied to the fuel cell, it will continue to produce electricity. Once
the fuel supply is stopped, the fuel cell will stop providing electrical energy.

The fuel cell has a negative terminal called the anode and a positive terminal called
the cathode. It has two inlets. One inlet is for the hydrogen. Some fuel cells require
pure hydrogen while some can work even if there is some impurity in the hydrogen.
The other inlet is for the oxygen. There is no need to provide pure oxygen; supply
of air is sufficient.

At the negative electrode, the electrode material will react with the hydrogen
and split the hydrogen atom into hydrogen ions and electrons. The hydrogen (H+)
ions, which are essentially two single protons, will move through the electrolyte
placed between the electrodes to the positive electrode while the electrons will move
through the external circuit to constitute a current flow. At the positive electrode,
the hydrogen ions will combine with the electrons and the oxygen to produce water.
Thus the output of the fuel cell obtained from the outlet is water. Unreacted hydrogen
is also obtained from the outlet, as is the unused air. This is the basic working of a
fuel cell. As long as fuel in the form of hydrogen, as well as air, is being supplied to
the fuel cell, the fuel cell will continue to produce electricity. As soon as the flow of
hydrogen is stopped, the fuel cell will stop the production of electrical energy. The
amount of electrical energy produced will depend on the material of the electrodes as
well as the rate of flow of hydrogen. Thus, the amount of electricity produced from
a fuel cell at any instant of time can be controlled by controlling the rate of flow of
hydrogen. The energy conversion process is instantaneous as long as the negative
electrode is maintained within an operating temperature range.

The advantages of a fuel cell over a battery for EV applications are as follows:

• There is no need to charge a fuel cell. No charging stations are required for fuel
cells.

• The fuel system is similar to a petrol vehicle. Instead of petrol, hydrogen is being
used as fuel. Just like a petrol vehicle, knowing the amount of hydrogen in reserve,
the distance that can be traversed can be estimated. The hydrogen can be refueled
as desired.

• The hydrogen capacity can be varied depending on the EV capacity and applica-
tion. For smaller/short-run vehicles, the hydrogen storage capacity can be smaller,
whereas for larger vehicles or vehicles designed for long runs, the hydrogen
storage capacity can be appropriately increased.

In spite of these advantages, the fuel cell is still not being used for commercial EV
applications. This is because there are a lot of disadvantages of using fuel cells, and
the disadvantages are currently outweighing the advantages. Until the disadvantages
are removed, the fuel cell cannot be used in practice. These disadvantages are as
follows:

• Hydrogen is highly flammable. As such, there are safety issues in the usage of the
fuel cell for commercial applications.

• Storage of hydrogen is a very big issue. It is not as simple as storage of petrol
or diesel. Hydrogen storage is a refined and complex technology. Storage and
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management (containment) of hydrogen is a huge hindrance that is hampering
the growth of fuel cells as an energy source for EVs.

However, extensive research is being carried out for making fuel cells viable for
EV applications in the future.

15.3.1 Types of Fuel Cells

15.3.1.1 Alkaline Fuel Cell (AFC)

The alkaline fuel cell uses an aqueous solution of potassium hydroxide (KOH) as an
electrolyte. The original fuel cells used acidic electrolytes. The performance of an
alkaline electrolyte is as good as an acidic electrolyte while being significantly less
corrosive toward the electrodes. The AFC shows very high electrical efficiency as
compared to other fuel cells, as high as 60%. However, they require pure hydrogen
as fuel, as there can be no impurity in the fuel. The AFC operates at low temperatures
(80 °C); they are therefore suitable for EV applications.

15.3.1.2 Proton Exchange Membrane (PEM) Fuel Cell

The PEM fuel cell uses a solid electrolyte instead of an acidic or alkaline solution.
Nafion is an example of a solid polymer electrolyte. This fuel cell also operates at
low temperatures (80 °C), and hence is suitable for EV applications. Its electrical
efficiency is lower than that of the AFC, about 40%. However, the construction is
rugged and simple, which is a huge advantage. They can also tolerate impurity in the
fuel as compared to the AFC which require pure hydrogen.

15.3.1.3 Direct Methanol Fuel Cell (DMFC)

In case of DMFC, instead of storing hydrogen, methanol is stored. Storage and
containment of methanol is much easier than storage of hydrogen. The methanol
is reformed on board to supply hydrogen to the fuel cell. The DMFC works on
temperatures in the range of 90–120 °C to facilitate the reformation of methanol into
hydrogen. The electrical efficiency of the DMFC is low, only about 30%. The tech-
nology is still in the design and research stage because the search for a good electro-
catalyst to reform the methanol efficiently and to reduce oxygen in the presence of
methanol is ongoing.
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15.3.1.4 Other Fuel Cell Types

There are someother fuel cell types also.Oneof them is thePhosphoricAcidFuelCell
(PAFC), which is the oldest type of fuel cell. The electrolyte used is phosphoric acid
and the cell operating temperature is around 200 °C. The efficiency is reasonable at
around 40%.However, because of the high operating temperature, it is not considered
for EV applications. It is also quite bulky.

Another type of fuel cell is the Molten Carbonate Fuel Cell (MCFC). It operates
directly from coal at temperatures of around 600 °C. It requires carbon monoxide
or carbon dioxide on the cathode side and hydrogen on the anode. The MCFC uses
carbonate as the electrolyte. The efficiency is considerably higher at around 50%.
Because theMCFCoperates at very high temperatures, the excess heat can be used for
cogeneration to have an improved efficiency. Cogenerationmeans that the excess heat
can be used for other purposes also such as home heating. The very high operating
temperature is, however, a deterrent in the use of MCFC for EV applications.

The solid oxide fuel cell (SOFC) uses a solid ionic conductor as an electrolyte
which reduces corrosion problems. However, to achieve adequate ionic conductivity,
the system must operate at very high temperatures, around 1000 °C. Hence the
SOFC is also not considered for EV applications. Intermediate Temperature SOFC
(ITSOFC) is also undergoing research. The intermediate temperatures are still quite
high for this fuel cell to be considered for EV applications. These fuel cells are more
suitable for stationery applications.

15.3.2 Reformers

Some fuel cell types, such as the DMFC, use a hydrocarbon such as methanol,
ethanol, diesel, biogas or natural gas instead of pure hydrogen as a fuel. While this
solves the problem of storage and transportation of hydrogen, the fuel cell has to
extract hydrogen from the hydrocarbons. For this purpose, the fuel cell system must
then include a reformer system (Sundén 2019).

The reformer system consists of a reformer which converts the original fuel to a
hydrogen containing gas, and a clean-up system, which removes carbon monoxide
and sulphur from the gas to make it appropriate for the fuel cell. The clean-up system
will thus remove the unwanted gases and will provide hydrogen to the fuel cell. The
hydrogen thus provided to the fuel cell will not be exactly pure as can be produced
in a laboratory or industry. Hence, the efficiency of such fuel cells will be slightly
less as compared to those fuel cells which utilize pure hydrogen.
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15.4 Ultracapacitors

Having studied the battery and fuel cell in some detail, let us now turn our attention
and briefly discuss two energy sources which are by themselves not sufficient to
power an electric vehicle. However, they can be used in conjunction with a battery
or fuel cell to enhance the vehicle performance. The first such energy source is the
ultracapacitor.

If the battery alone is used as an energy source for an EV, the discharge profile
of the battery is highly variable. The average power required from the battery is
relatively low. When moving on a level surface with more or less constant speed, the
power required by the vehicle is relatively low. Whereas, if the vehicle is moving up
a gradient, or at the time of acceleration, the power required is much higher. The ratio
of this peak power to average power can be as high as 16:1 for high performance
EVs. In fact, the amount of energy required for acceleration and during transient
conditions is around 2/3rd of the total amount of energy over the entire vehicle
ride. Based on present battery technology, the design of batteries has to carry out a
trade-off between the specific energy, specific power and cycle life. It is difficult to
simultaneously obtain high values of these three performance parameters.

A battery with high specific power will provide very fast acceleration and decel-
eration, but the battery will discharge very fast. On the other hand, a battery with
high specific energy will last longer between discharge cycles but will be unable
to provide fast acceleration. Both these requirements are contradictory. A battery
designed for high specific power will have a low specific energy, while a battery
designed for high specific energy will be unable to provide high power for short
durations of time. Thus, both these requirements cannot be satisfied simultaneously.
This difficulty has led to suggestions that EVs may be powered with a pair of energy
sources, and is an option that is being explored. Out of these two sources, the main
energy source, which is usually the battery, is optimized for the range. That means
that the batterymust last for a longer duration between charging and discharging. The
auxiliary source is optimized for acceleration and going up a gradient. The auxiliary
source should be such that it can be recharged from the main source during less
demanding driving conditions or during regenerative braking. One of the auxiliary
sources which has received wide attention is the ultracapacitor.

Ultracapacitors are derivatives of conventional capacitors in which the energy
density has been increased at the expense of power density to make the device
function more like a battery. Normal capacitors can charge and discharge at a fast
rate; they have a high power density and a very poor energy density. In case of
ultracapacitors, the power density is sacrificed so as to increase the energy density.
Also, the capacitance is much higher in case of ultracapacitors or super capacitors
as compared to normal capacitors. It is in farads whereas for normal capacitors it is
in microfarads or millifarads. The power and energy densities of ultracapacitors are
of the order of 106 W/m3 and 104 Wh/m3, respectively. The energy density is still
much lower as compared to batteries, but the discharge times are much faster and
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the life cycle is much more. Because the ultracapacitor can discharge much faster, it
is able to provide high power for a short duration of time.

Because the specific energy of ultracapacitors is low, they cannot be used as the
sole energy source for an electric vehicle. It is not possible to have an EV powered
solely by an ultracapacitor because the ultracapacitor will discharge very fast. Still
there are a number of advantages that can be obtained from using the ultracapacitor as
an auxiliary energy source. If the battery and ultracapacitor are used together to form
a hybrid energy system for anEV, the specific energy and specific power requirements
of the EV energy source can be decoupled. The specific energy requirement is now
handled by the battery, whereas the specific power requirement is handled by the
ultracapacitor. The battery can now be optimized for specific energy. This is nothing
but a sort of load equalization for the battery, as it is obtained using a flywheel
in case of variable speed electric drives. At the time of high power demand, the
ultracapacitor will provide the power to drive the EV along with the battery. While
the EV is running on constant speed, the ultracapacitor can be charged from the
battery. It can also be charged during regenerative braking conditions. Since the
battery is no longer required to provide high power, it does not have to discharge
at a high current. Hence, the available energy, endurance and life of the battery
is significantly increased. Also, because the time constant of the ultracapacitor is
much less as compared to the battery, it can provide much faster acceleration as
well as recovery of energy during regenerative braking. The battery does not have
the capability to absorb power at a high speed for the short duration of regenerative
braking, but the ultracapacitor does. It can accept charge at a much faster rate and
can be charged to a greater extent than the battery during the short interval for which
regenerative braking occurs. Because of this combined effect of load equalization
and efficient energy recovery, the vehicle range can be greatly extended.

The targets set by the US Department of Energy state that the near-term specific
energy and specific power for ultracapacitors should be better than 5 Wh/kg and
500 W/kg, respectively, while the advanced performance values should be over 15
Wh/kg and 1600 W/kg (Hussain 2003). So far, none of the available ultracapacitors
can fully satisfy these goals. If current state-of-the-art ultracapacitors are used as an
auxiliary source for EVs, the vehicle weight will increase by about 300 kg and the
volume of the ultracapacitor will also be prohibitive. That is why, till now, ultraca-
pacitors are not being used in practice. Things may change in the future with further
research and development in the field of ultracapacitors.

15.5 Flywheel

Flywheels have been in use for a long time for load equalization in variable speed
electrical drives. For load equalization, the flywheels are expected to have a large
moment of inertia; the reason being that flywheels work on the principle of storing
and releasing energy.When the flywheel is running at a speed greater than the normal
speed due to the absence of load or the load being light, or when it is accelerating, it
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stores kinetic energy. When the full load is applied and the flywheel decelerates, the
kinetic energy is released to the load. This comes in use in case of load equalization
in variable speed drives, especially where the load is applied intermittently.

Would it be possible to have an EV powered solely by a flywheel? Surprisingly,
therewas a bus that did exactly that; that too, not today but 80 years ago. This flywheel
powered bus was developed by the Oerlikon Engineering Company of Switzerland.
The bus was called the ‘Gyrobus’. The bus is not in use anymore, but was in actual
use in the 1940s. It used a flywheel that weighed around 1500 kg and was spun at
speeds up to 3000 rpm.

The flywheel was initially charged by using an electric motor, specifically the
squirrel cage induction motor. Charging the flywheel implies bringing it up to its
maximum speed so that it stores kinetic energy. On account of the large moment of
inertia of the flywheel, this stored kinetic energy was considerable. This charging
was done at a charging point, where the induction motor responsible for charging the
flywheel was connected to an electrical supply. Once the flywheel was charged to its
maximumspeed, the electricalmotorwas disconnected from the supply. Theflywheel
now acted as a prime mover for the induction machine, so that it started working as a
self-excited induction generator. This generated power was used to power the electric
motor that drove the bus. As the bus moved, the flywheel basically kept releasing its
kinetic energy and its speed went on decreasing. After some appropriate distance, a
charging point was located to charge the flywheel again; it again discharged while
driving the bus, and so on. A fully charged Gyrobus could typically travel up to 6 km
on a level route with speeds ranging from 50 to 60 km/hr. Charging a flywheel took
between 30 s and 3 min. The Gyrobus had its advantages: quiet operation, pollution
free and did not require any rails. The disadvantage was that it required a very large
flywheel which had to be repeatedly charged after short distances. As a result, the
Gyrobus servicewas discontinued as soon as buseswith IC engines became available.

In order for theflywheel to store a large amount of kinetic energy, it is not necessary
that the flywheel have a largemoment of inertia. Instead, the flywheel can be designed
to have a small moment of inertia but a high rotating speed. Such a flywheel uses a
lightweight composite rotor with tens of kg and rotates at the order of ten thousands
of rpm and is called an ultrahigh-speed flywheel. It stores energy in mechanical
form during periods of cruising or regenerative braking while it generates electrical
energy to meet the peak power demands during periods of starting, acceleration and
hill climbing.

If the flywheel is to be used as an energy source for an electric vehicle, the weight
of the vehicle increases to account for the weight of the flywheel. So instead of
using a flywheel with a large weight, it is better to use a flywheel that is lightweight
but rotates at a faster speed. Hence ultrahigh-speed flywheels are preferable for EV
applications.

Ultrahigh-speed flywheels have high specific energy, high specific power and
high efficiency for conversion between electric and mechanical energies. They can
recharge rapidlywith high efficiency during regenerative braking leading to a remark-
able improvement in the vehicle range. Note that this is the case only with ultrahigh-
speed flywheels and not with conventional flywheels. The ultrahigh-speed flywheel
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can enhance the usable energy, endurance and cycle life of a battery when used in
conjunction with it. However, even though the concept is very good, there are signif-
icant problems with the use of flywheels for EVs due to which they are still not being
used for practical applications. The first such problem is gyroscopic forces. Gyro-
scopic forces come into play whenever an EV with a flywheel tries to deviate from
its path. For example, when the vehicle is moving along a straight path initially, the
flywheel tends to move along that straight path. Now if the vehicle tends to turn, the
flywheel opposes this motion. The vehicle control will therefore be slightly difficult.
The second problem hampering the use of flywheels for EVs is failure containment.
If due to some fault, the ultrahigh-speed flywheel, rotating at a speed of 10,000 rpm,
comes out of its enclosure, it will have devastating consequences. Progress needs
to be done on these two issues before the flywheel can be used in practice for EV
applications.

There has, however, been interest in using the flywheel as a stationery energy
storage system. Instead of using the flywheel on the vehicle, it can be kept stationery
and can be used as an energy storage system in a charging station. The power levels
required for EV charging stations are in theMW range. This power demand is highly
fluctuating and depends on the number of vehicles being charged at the station at any
time as well as their SoC. This large fluctuation in the power demand at a charging
station can be equalized to a certain extent by using the flywheel as an energy storage
system at the charging station.

15.6 Conclusion

This chapter has considered four energy sources for EVs in brief. These sources were
the battery, the fuel cell, the ultracapacitor and the flywheel. All these sources had
their particular advantages and drawbacks. Notable advantages are the maturity and
low cost of batteries, the outstanding specific energy and high fuel efficiency of fuel
cells, the enormous specific power and instantaneous charge/discharge capability of
ultracapacitors and the outstanding specific power and practically unlimited cycle
life of ultrahigh-speed flywheels. Still, none of the energy sources can fulfil all the
demands of EVs; no source is entirely self-sufficient. In essence, no energy source
can provide high specific energy and high specific power simultaneously. However,
this limitation can be overcome by the hybridization of two energy sources; one
with high specific energy (battery or fuel cell) and one with high specific power
(ultracapacitor or flywheel). The hybridization of three or more sources together
would be quite complex and hence is not considered. The advantage of hybridization
is that the responsibilities can now be divested. EV sources such as batteries and
fuel cells can be optimally designed for high specific energy, while sources such as
ultracapacitors and flywheels can be optimally designed for high specific power. The
cycle life and production cost of these sources can be lengthened and minimized,
respectively.
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Chapter 16
Wireless Charger for E-Vehicle Using
Green Technology

Gitimayee Sahu, Shubham V. Kadam, and Saee P. Mane

Abstract This research work presents an overview of the technique of wireless
power transmission (WPT) for electric vehicles (e-vehicles) and solar vehicles. E-
vehicles are the new era in the world of automobiles aiming to modernize the fuel-
free transport mechanism.WPT is an efficient mechanism for charging the e-vehicles
using electromagnetic waves and renewable energy. The working model comprises
two parts: the transmitting unit consists of an inductive coil placed underground
and the receiving unit consists of inductive coil and rectifying circuit placed inside
the vehicle. The roof of the parking lot is covered with solar cells (green energy).
The sun rays gathered by the solar panel are converted to electrical energy and
stored in the battery placed underground. This battery is connected to the primary
winding of the transformer while the secondary winding is placed inside the vehicle.
During the parking hours as the secondary winding comes in line of sight with
the primary winding, energy transfer starts automatically and charges the battery.
The experimental study shows that the battery of the vehicle takes 30% less time
to charge compared to conventional means. The significance of this research is
that the e-vehicles are charged using green technology (solar energy) instead of
the conventional power grid energy.

Keywords E-vehicle · Solar cell · Inductive coil · Wireless power transmission ·
Green technology

16.1 Introduction

With exponentially rising concern of emission and pollution in the environment, the
electric vehicles (e-vehicles) are found to be substitute for conventional automobile.
The major limitation in use of e-vehicles is that it takes more time to charge and
currently have finite number of charging stations. Thus, it can be used for short-
range commute only (Sreedhar 2006). The inclusion of internal combustion engine
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(IC engine) enhances the efficiency and reduces the harmful emission. Themotivation
for using e-vehicles is because they are environment friendly and have zero exhaust
emission which reduces the pollution level in the atmosphere. By around 2022, the
usage of e-vehicles will be 5 times more compared to automobiles with IC engine
(KingMeter 2021; Fastin Charge 2021). The electric motor has high power efficiency
of 90% while IC engine has limited thermal efficiency of 40%.

However, the drawback of longer time period of battery charging can be overcome
by gasoline engine. As the liquid hydrocarbon fuel has high energy density and time
required to fill in the gasoline station is in order of few minutes which is very less
compared to hours of battery charging time.

E-vehicle batteries are mainly used in industrial vehicles for powering the propul-
sion system. The secondary battery is made up of lithium ion. Traction batteries have
high ampere–hour capacity used in electric motor cycles, electric golf carts, riding
floor scrubbers, trucks, vans and electric cars. E-vehicle batteries are different from
starting, lightening and ignition (SLI) battery. It is constructed to provide power
over a sustained period of time. Deep cycle battery is replaced with SLI battery for
these applications. Batteries of e-vehicle is described by its relative high power to
weight ratio, specific energy density, smaller size and low mass which improves the
performance and reduces the weight of the vehicle.

Compared to liquid fuel, modern battery technology has less energy and provides
maximum range of the e-vehicle. Furthermore, metal–air battery has high specific
energy since the cathode is surrounded by oxygen in the air. Rechargeable battery
used in e-vehicle includes lead–acid (flooded, deep-cycle, andVRLA),NiCd, nickel–
metal hydride, lithium-ion (Li-ion polymer), zinc–air and sodium nickel chloride
(‘zebra’) batteries (Kelber et al. 2003; Muralikrishnan and Kalaivani 2020). The
commonly used batteries in contemporary electric cars are lithium polymer, i.e.
lithium-ion due to their high energy density compared to weight. The amount of elec-
tricity (i.e. charge) stored in battery is measured either in ampere hours or coulombs,
with the total energy quantified in watt hours. For battery operated e-vehicle, the
battery package is significantly high in cost which is proportionate to the range. For
longer range large size battery is required. From 2018, many e-cars with a range of
500 km, for example, the tesla model and TATA electric car had commercialized and
are presently used in different vehicle segments.

In this research work, we are proposing a prototype of wireless battery charging
system for e-vehicle by means of renewable energy using solar panel and electro-
magnetic inductive coil. The proposed model is environment friendly and efficient as
it uses solar energy, i.e. green energy for charging the battery using wireless power
charging mechanism. The solar panel is installed on the rooftop of parking area.
During day time the solar energy from sun rays are collected through solar panel
and converted to electrical energy and stored in the battery. The additional charging
arrangement in night hours or in cloudy days is by using inductive resonance coupling
at parking lots. This charging mechanism saves time, as battery of the vehicle will
charge automatically without human intervention during the parking hours at night
time. This kind of charging is applicable for various e-vehicles such as bus, car, van
and light train. WPT uses wireless charging mechanism instead of conventional grid
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power systemusing the plug-in cable and is completely autonomous. This approach is
advanced and has been used in industrial applications, but their usage in the transport
sector are still emerging.

The primary issue concerned with present plug-in charging for e-vehicle is the
electric shock, due to any wreckage in cable system. With WPT, it can be prevented
since no physical wire or cable is needed and power transfer is done using electro-
magnetic waves. The secondary issue with the plug-in system is to find the battery
charging points. This can be overcome by installing WPT in the parking lots.

The objective of this research is to investigate and design the prototype of WPT
for e-vehicle. This technique is used in inductive resonance coupling and to measure
the amount of power (voltage and current) that can transfer from transmitting coil
(source) to receiving coil (load).

The paper is organized in the following manner. Section 16.1 presents introduc-
tion; Sect. 16.2, literature review; Sect. 16.3, system model; Sect. 16.4, results and
discussion; and Sect. 16.5, conclusion and future scope.

16.2 Literature Review

Triviño et al. (2021) has used induction technique and capacitive methods for
charging the e-vehicle using EM waves. Sovacool et al. (2020) present an exten-
sive document regarding business model of e-vehicle and integrating it with power
grid for optimizing the power consumption. Statharas et al. (2019) explain reduc-
tion of pollution by the inclusion of e-vehicle within the period of 2030 and 2050.
PRIMES-TREMOVE designed by E3M Lab consists of a precise energy-economic
model for the automobile sector. Bui et al. (2020) developed an energy monitoring
system (EMS) for e-bikes build upon ‘Energy bus’. Wei et al. (2019) describe assess-
ment of power capacity which is essential for battery safety and for enhancing energy
efficiency. It uses adaptive forgetting recursive total least-squares (AF-RTLS) algo-
rithm to minimize the noise effect. Gonzalez-Gonzalez et al. (2020) present case
studies using green energies such as wind, solar and photo-voltaic power plants
combined with hybrid energy storage method. Trivinño-Cabrera et al. (2020) explain
power transferwirelessly usingheterogeneous technology.Nissan corporation (2021)
explains charging of the e-vehicle without cable and emphasized on auto-parking of
the car in a particular location using dynamic hassle free steering. Daymak Inc.
(2021) has developed sleek e-bike made up of modern technology like carbon and
fiber. They installed the wireless charger on EC1 at the head quarter of Daymak, 15
Curity Ave., Toronto. The concept of transfer of electricity using air interface through
wireless channel is knownasWiTriCity (2021). Luo et al. (2020) use capacitive power
transfer method to overcome the disadvantage of conventional Pantograph-catenary
contact power supply for railway usage. Paglialunga et al. (2019) explain wireless
charging of the boats using 55 kHz resonant system, which is build on the concept of
relative distance and lateral shift of the coils. King meter from china (2021) develops
different parts of e-bike, sensors and e-bus in 2004.



390 G. Sahu et al.

FastIn Charge (2021) demonstrates e-vehicle for urban environment by intro-
ducing a faster and compatible charging solution which enables wide usage of it
by integrating with urban grid. They have built a consortium having 9 partners from
France, Spain, Greece, Bulgaria, Italia and Slovakia. The consortium has done exten-
sive research on contactless power transmission, automobile engg. and increasing
energy efficiency using various innovative techniques. Eltis (2021) explains the
comfortable aspects of e-buses compared to conventional buses and introduces auto
charging using inductive coil on the roads. In European countries e-vehicle revo-
lutionize the vehicle sector using low energy, cost and zero tail pipe emissions
(UNPLUGGED 2021).

Nguyen (2020) explains the negotiation between e-vehicle andwireless charging–
discharging lanes (WCDLs) for energy trade-off in de-centralized manner. Vincent
et al. (2019) compare the inductive and capacitive wireless charging system. The
inductive link establishment is costlier compared to capacitive method, which is
easy to implement, low cost, low power and mainly used for short distances. Kelber
et al. (2003) explains regarding automation of vehicles using drive by wire mecha-
nism. They have selected mini Baja automobile as the platform for implementing the
technique. There are several benefits of e-vehicle such as less vibration, minimum
level of noise and pollution, and moreover it can be tested in the laboratory itself.

UShanmuganathan et al. (2006) explains modeling of IC engine using permanent
magnet generator and simulation of the same using MATLAB14b and Simulink.
The adaptive response of the IC engine in hybrid vehicle is endorsing the permanent
magnet generator. Xiong et al. (2007) present unmanned heavy tracked vehicle with
remote control system. They have used the method of teaching playback which
depends on preview heading. It changes the position in order to minimize the path
deviation by operating remotely.

Buchta et al. (2013) demonstrated and analyzed mechatronic mobile research
vehicle designed at the University of Applied Sciences, Ostfalia. It has four wheels
and de-centralized direct drive, active suspension and steering. It uses longitudinal
and lateral dynamics control and analytically calculates the distribution on the drive,
brake and the steering system. Frieske et al. (2013) developed the concept of hybrid
and battery e-vehicles. They emphasize the different stages, segments of vehicle and
architecture of power train. Two different key technologies are battery and electric
machines. The results illustrate the usage of front and rear axle motors and the high
power electricmachineswith battery capacity of 19WhperKg.. Technical parameters
such as, energy capacity and power density are highlighted.

Wang et al. (2016) introduced three-layer architecture of body and brain concept
of new electrical/electronic vehicle. The sense and execution layer comprises intel-
ligent network node. The network and transmission layer exchanges information
between sense, execution and decision layer. The central co-ordination mecha-
nism analyzes the correlative action among different devices of the vehicle. It co-
ordinates and supervises control mechanism of the entire automobile. Data from
vehicle to everything (V2X) has real-time online diagnosis and control command for
implementation.
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Bomber et al. (2006) explains the principle of solar car. The energy obtained from
solar panel will be stored in the battery. The battery drives the motor of the engine
and moves the vehicle in forward and backward direction. The electrical tapping
rheostat is connected to regulate the motor speed. This prohibits overload of current
when the vehicle has to stop abruptly. It consumes less fuel compared to the normal
cars.

The various kinds of wireless charging systems are RF WPT, inductive WPT,
inductive resonantWPT, capacitiveWPT, electromechanical (ultrasound)WPT, elec-
tric vehicle (EV) WPT and laser WPT. The different forms of radio waves are WiFi,
Bluetooth, GPS and cellular phones. The received power can be calculated using
Friis transmission equation

Pr = PtGtGr

( λ

4πr

)2
(16.1)

where Pt is the transmitted power of the antenna, Gt is the gain of the transmitting
antenna, Gr is the gain of the receiving antenna and ‘r’ is the distance between trans-
mitting and receiving antenna. Inductive resonance method maximizes the coupling
between two coils and enhances magnetic field interaction as shown in Fig. 16.1.
It has higher efficiency, spatially independent and better flexibility in design. The
near field communication (NFC) uses 13.56 MHz of frequency with 250 milli-watt
to 1 W power for data and power transmission. It is used for in-band communication
(Fisher et al. 2014). Though this method is complex and costly, it has many benefits
such as flexible positioning, higher power levels, out of band communication (OOB)
with multiple receivers per transmitter and range expansion.

The capacitivemethod ofWPT is as shown in Fig. 16.2, where the source energy is

Fig. 16.1 WPT using inductive resonance method
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Fig. 16.2 WPT using capacitive method

Table 16.1 Power
consumption of different
vehicles

Sl. No. Name of the vehicle Power consumption

1 Audi e-tron 95 kWh

2 BMW i3 22–42 kW

3 Chevrolet Bolt/Opel Ampera-e 60 kW

4 Fiat 500e 24 kWh

5 Honda Clarity 25.5 kWh

6 Hyundai Iconiq 28 kWh

7 Nissan Leaf I 24–30 kWh

8 Mercedes-Benz EQ C 80 kWh

9 Mitsubishi V 16 kWh

10 Renault Fluence 22 Wh

transmitted through the matching network which generates electric field E(Volt/m)
and is transmitted to the load through the matching and rectifier circuit. It is an
efficient way of wireless power transmission.

Table 16.1 lists the power consumption of different vehicles.

16.3 System Model

The system model consists of solar panel which is used in order to generate the
electrical energy from sun rays as shown in Figs. 16.3 and 16.4. The energy gathered
from the panel is stored in the battery. The solar panel controller enhances the output
power from the photovoltaic (PV) cell. The transmitter circuit novices the DC supply
gathered from the source battery into a high-frequency AC output. It is then carried
through inductive resonance coil to the load in the form of electromagnetic (EM)
waves. The receiver circuit consists of inductive coil kept inside the e-vehicle. It
measures the received EMwave and delivers the analogous DC output. The output is
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Fig. 16.3 Block diagram of the system model

Fig. 16.4 Two different key technologies for charging the e-vehicle i. Solar panel ii. EM induction
for wireless charging
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used for charging the battery in the e-vehicles. The entire setup is compact, thereby
minimizing the space occupancy and results in ease installation and maintenance.

The circuit diagram of the model shown in Fig. 16.5 consists of BD139 transistor,
capacitor 224 J, diode 1N4007, 12 V battery, solar panel, transmitting inductive
coil of 50 turns with centre tap at 25 turns and receiving inductive coil of 50 turns,
Arduino-uno and LCD.

The working principle is based on the technique of mutual inductance via two
port transformer as shown in Fig. 16.6. The difference of current flow in primary
winding results in induced voltage at the terminals of the secondary winding due

Fig. 16.5 Circuit diagram of EM induction wireless charger

Fig. 16.6 Working principle of wireless charger
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Fig. 16.7 Charging of the E-vehicle while moving on the road

to electromagnetic induction. The magnetic coupling uses the principle of electro-
magnetic (EM) induction to wirelessly charge the e-vehicles. The setup consists of
two coils. A varying magnetic field is generated due to passing of the electric current
through the transmitting coil, which induces electromagnetic waves in the receiving
coil and is used to charge e-vehicles. To enhance the efficiency of inductive coupling,
the primary and the secondary coil must be nearer to each other, i.e. line of sight
(LOS) and must be properly aligned.

Figure 16.7 shows the pictorial representation ofwireless charging of the e-vehicle
using solar panel while moving on the road.

Algorithm 1 explains step by step procedure of execution of the system model.
First, the solar panel converts the gathered solar power to electrical energy which is
stored in battery. The battery will be connected to the inductive transmitting coil. The
energy is then transferred to the secondary coil by the process of induction. The AC
signal from the secondary coil is converted to the DC signal using rectifier circuit.
The DC energy is stored in battery for charging of e-vehicles.

Algorithm 1: working procedure of the system model.
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Solar energy is the sustainable green energy we get from sun rays. The demand
for renewable sources of energy is increasing globally (United States Environmental
Protection Agency 2020; EUROSTAT 2020). Solar panels are made from silicon and
convert the solar energy to electrical energy. Solar panels need to be deployed at the
top of the parking area where maximum amount of sun light falls during the day
time. Fixed and tracking solar panels can be used. The tracking type dynamically
changes its direction as per the movement of the sun. The charge controller regulates
the charging of the battery and prevents from overcharging. The DC power generated
by the battery will be applied to the primary winding of the transformer. Solar fuel,
in the contour of biomass, accounts nearly 11% of fuel usage around the world. It is
predicted that by the year 2030 the requirement for electricity will increase by twice
and the demands for fuel and heat will enhance by 60% globally (https://physicsto
day.scitation.org/doi/10.1063/1.2718755).

Assume ten solar panels which are installed and rated of 100watts each and having
conversion efficiency of 18%. The sum output power of the solar system can be
calculated as

Total Power Output = Total Area × Solar Irradiance × Conversion Efficiency
(16.2)

https://physicstoday.scitation.org/doi/10.1063/1.2718755
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Total power output is 1000Watts (10 panels× 100Watts each). The solar infrared
radiance of a surface perpendicular to sun rays at sea level on sunny days is 1000
Watts/sq.m. Consider the conversion efficiency of 20%.

Hence, 1000 Watts = Total Area × 1000 Watts/m2 × 0.2

Hence, Total area of each solar panel = 5 m2
(16.3)

The solar panels need to be installed in a sequence. The minimum space require-
ment on the rooftop is estimated as 1 m * 5 m = 5 m2. Consider the conversion
efficiency of the solar panel as 100%. It converts all the solar energy into elec-
trical energy. Hence with 100% efficiency, 1 m2 solar panel produces 1000 watts
of electrical energy (http://www.raymaps.com/index.php/how-to-calculate-the-area-
required-by-solar-panels/). As a thumb rule, a 10 m2 area is required for a 1 KW
capacity of solar system. If the actual power available is 8 h per day, the energy
needs to be stored and to be utilized as per requirement.

16.4 Results and Discussion

The circuit for e-vehicle uses inductive power transmission (Li 2015) which was
simulated using powerSIMsimulation software as shown inFig. 16.8. The transmitter
side consists of MOSFETs M1 and M2 which were connected using half-bridge
topology. The receiver circuit consists of four diode rectifier. The load was a current
generator circuit and produces current for battery charging. The series capacitor
generate resonant frequencies in the primary and secondary coil of the transformer.
The two frequencies ( f1 ≈ f2) must be matched for maximum power transfer.

Fig. 16.8 Simulation of the inductive power transmission (IPT) model for e-vehicle using power
SIM software

http://www.raymaps.com/index.php/how-to-calculate-the-area-required-by-solar-panels/
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Fig. 16.9 Measurement of output power

f1 = 1

2π
√
L1C1

(16.4)

f2 = 1

2π
√
L2C2

(16.5)

Actual car battery requires 60 W of power for charging. The prototype produces
200 mVolt of power at 16.65 kHz of frequency as shown in Fig. 16.9. The amount of
power can be enhanced by increasing number of turns in the primary and secondary
winding. Instead of inductive coil, Tesla coil can also be used for increasing the
power in a regulated manner. The electromagnetic interference and compatibility
(EMI/EMC) effect should be taken care for minimizing inter and intra component
interference.

The challenge ofWPT system is low efficiency and losses during energy transmis-
sion. The deployment cost is high compared to plug-in procedure due to additional
infrastructure, EMI/EMC interference and compatibility and also safety/shielding
measures. Primary and secondary coils must be aligned properly and minimum
air gap distance should be maintained. This method is more effective for shorter
distance. Wireless charging systems (WCS) is used for high-power applications. The
e-vehicle need fewer dimension for storage of costly battery and increased range of
transportation.

Due to the magnetic permeability of the atmospheric materials, such as air, water
and dust, the wireless charging need to be weatherproof. So that it can transfer energy
in adverse climatic condition such as rain, snow or dirt. The volume of the battery
will be small to reduce weight and cost. WPT can be operated by several methods
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such as microwave, capacitive, inductive, acoustic and luminous. The procedure is
user friendly and saves battery charging time.

16.5 Conclusion and Future Scope

The use of WPT proves to be beneficial and highly efficient compared to the plug-in
transmission. In coming days, large-scale setup of wireless power station is expected
as per the prototype model. The use of solar power decreases the dependence of the
station on the government or private players for the power input. This maximizes its
adaptability and makes it suitable for positioning over all topography regions that
collects substantial amount of solar radiation.

In addition, the usage of wireless data transfer is very much efficient as opposed
to wired transmission. A large-scale construction of wireless power station has to be
done in the near future. It improves flexibility for installing on every landscape that
absorbs enough solar radiation.

The future research directions includes increasing battery efficiency, dynamic
charge parking, e-vehicle solar roofs, rapid wireless charger standardization for
different vehicle specifications, DC quick charging skills and autonomous charging.
The next generation WPT has the capability to accomplish numerous things. With
enhanced research and optimization, this technology will be able to reach a great
height in the future with increased capability and efficiency.

Conflict of Interest I declare there is no conflict of interest with anyone for this research article.
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Chapter 17
Power Quality Issues in Smart
Grid/Microgrid

S. Vijayalakshmi, R. Shenbagalakshmi, C. Pearline Kamalini,
M. Marimuthu, and R. Venugopal

Abstract Microgrids and smart grids are emerging as the latest trending aspect
in power industries. The smart grid integrates the technology dealing with Infor-
mation and Communication in almost all aspects of power systems starting from
electricity generation till consumption in order to improve the reliability of energy
consumption and service, minimize the environmental impact, enable active partici-
pation of the consumers, new products and markets, improves the efficiency leading
to more safe and reliable energy production and distribution. The other benefits
include reducing carbon emission, supports the increased use of electric vehicles and
creates wider opportunities for employment. Smart grids can be seen as a combi-
nation of microgrids and mini grids among which microgrid plays a major role in
accomplishing authentic and more secure energy supply for retail load as well as
distributed generation. On the other hand, microgrid can be seen as a decentralized
energy system comprising distributed energy sources with demand management,
storage and generations with loads which are capable of operating either in parallel
or independently. Despite the benefits, smart grid as well as microgrids face several
power quality-related issues and challenges which are to be met out in order to
avail the entire benefits of this emerging technology. The challenges faced by the
smart grid and microgrid can be categorized as two, viz., wide variations in power
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quality which are unpredictable including, slow voltage changes, frequency devi-
ations, harmonics, flicker and unbalance. Events including rapid voltage changes,
dips, swells and interruptions. The disturbances and variations in power quality are
mainly caused due to harmonic emission by power electronic devices, interference
between power line carrier communication and devices, immunity of the devices
and weakening of the transmission grid. This chapter aims to identify the root cause
for the above-said power quality issues and challenges and investigation of various
mitigation techniques.

Keywords Microgrid · Smart grid · Power quality

17.1 Introduction

The SmartGrid (SG) andmicrogrid (MG) power quality (PQ) problems are discussed
in this chapter. Section 17.1.1 describes about the SGs, Sect. 17.1.2 explains the PQ
challenges in SGs, Sect. 17.1.3 illustrates the PQ challenges in both AC and DC
MGs. The flow of this chapter is as shown in the Fig. 17.1a

Fig. 17.1 A graphical representation of the chapter (a). b Block diagram of smart grid
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Fig. 17.1 (continued)

17.1.1 Smart Grid

• ASG is made up of claims focused on information that will allow for the seamless
incorporation and advanced penetration of renewable energy. Accelerating the
production and mainstream use of plug-in hybrid electric vehicles (PHEVs), in
addition to their future use as grid storage, would be critical. It can be described
in a variety of ways (Naderi et al. 2019):

• SG is a bright intelligent device that adds intelligence and networking capabilities
to current electrical systems, such as automated metering technology, to increase
the national grid’s electricity efficiency.

• SG keeps track of the whole electricity chain, including transmission and delivery
facilities from power plants to customers. For both consumers and utilities, it
ensures advanced energy efficiency (EF). It reroutes traffic from peak hours to
off-peak hours depending on goals (Gandoman et al. 2018).

However, a SG is a fully integrated grid. It will automatically react to changes
in electrical parameters that are essential for the grid’s smooth operation. Sensors,
microcontrollers and other devices can assist with this.

Energy thefts can be stopped, correct power bills can be provided, clean energy
can be encouraged, greenhouse emissions can be reduced and power losses can be
reduced with the SG. The Internet age has also ushered in new developments in the
power sector, with SGs now being created. It is the most recent generation of grids,
using smart technologies.
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SGs, in contrast to MGs, have automated knowledge and power, complex opti-
mization of grid services, dispersed resources (similar toMGs or exactly smartMGs),
request replies, request side capitals, EE possessions, smart monitoring scheme and
distributed resources (like MGs or specifically smart MGs). Advanced electricity
storage and smart incorporation (actual response and appropriate usage evidence).
SGs also consumeadditional aids, faster safety, regulated auto healing, greater robust-
ness, greater green energy, greater efficiency, higher PQ, greater re-configurability
and a higher capacity factor (Jolhe et al. 2016).

Depending upon the concepts, a smart MG may be termed as a MG with some
unique features that will boost the all-inclusive performance of the structure in order
to sort it more environmentally efficient, gain maximum functionality by rising the
energy intensity and increase the entire usage and value of current productions and
transmission power. It may be utilized to rise the sources of renewable energy, boost
EF to meet emerging modern demands and make the systemmore efficient, resilient,
versatile, long-lasting and so on.

17.1.2 Power Quality Challenges in Smart Grid

SGs, like all other technologies, pose certain threats to conventional grids.Meantime,
these often carry some novel techniques to boost the operations. The following para-
graphs outline the major problems and resources that SGs can offer (Senthilkumar
et al. 2015):

1. High-capacity electronic devices.
2. Integration with plug-in hybrid electric cars.
3. Incorporation of renewable energy sources.
4. Emissions from modern products.

We expect development in distributed production (making at under voltage
extents) and different modes of ingestion as a result of SG deployment (for
instance, E-Vehicles accusing positions, extended large speed railways, etc.).
Harmonic pollution is one of the PQ disruptions that some of these modern
consumption devices produce. Below the frequency of 2 kHz, harmonics and
inter-harmonics would be high. The release is low over the entire range above
2 kHz, where it is created through additional equipment such as energy effective
drives, micro-mini generators and PV connections. It would be more difficult
to quantify these small amounts of harmonics at advanced frequencies than it
is now for higher levels and lower frequencies.

5. Device-to-device and power line link interference
Phones, consumers, distributed generators and the grid operator would be able
to communicate more easily with SGs. Because of its ease of availability, power
line communication may seem to be an obvious alternative, but it could create
new disruptions in the power grid, subsequently a further decrease in power
efficiency. Diverged disruptions can occur relying on the incidence used for
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power line communication, impeding with radio broadcasting and communica-
tion. Current strategies may hamper with power line announcement by causing
an extraordinary degree of interference with the occurrence preferred for power
line communication or throughmaking a small impedance direction, essentially
choosing out the signal.

6. Increase in distorted Harmonic voltage
In SGs, demand volume would rise by equal development in output. Because of
the continued increase in both construction and ingestion, the distorted harmonic
voltage may suit unsatisfactorily high. Furthermore, the number of switching
sequencemay continue to rise, potentially reaching unsatisfactorily great levels.
At the power system frequency, output and usage are in equilibrium, but not at
harmonic frequencies.

With the above PQ concerns, it’s tempting to believe it the proliferation of smooth
grid technologies would exacerbate PQissues. However, here the other edge of the
storey!Smoothgrid expertisewould aid at the reductionofPQ issues. They could only
handle PQ if they could calculate it, the SG allows us to do so. Several elements of the
SG work together to help utilities provide advanced excellence power to our house.
Smoothmetres on the supply grid aid in themanagement of voltage and power factor.
Advanced energy metres, which are a core component of SG, provide both you and
your utilities with more knowledge about the electricity supplied to your house. They
have a capacitor, much like most modern gadgets, to step down the voltage for the
digital electronics. To avoid interference with other electronic or networking devices,
they are designed to follow stringent FCC (Federal Communication Commission)
standards.

SG also guarantees that the systems connecting to it are switched and protected,
resulting in network stability that is unrivalled. However, low PQ may have a signif-
icant effect on this, resulting in system malfunction and/or failure. SGs provide
progressive Distributed Management System (DMS) applications such as PQ Anal-
ysis to address this. “Utilities may use Smart Grid technologies to improve service
efficiency for each customer they support, resulting in a more reliable and accurate
electricity supply.”

SGalso allows for the improvement (or prevention) of current power systemoutput
without the need for significant improvements in lines, wires, transformers and other
infrastructure. Improvements may be made in terms of efficiency, voltage output or
price from the customer’s perspective. Figure 17.1b Shows the block diagram of SG,
it could be implemented on commercial, industrial and residential, etc., is represented
in the diagram.

A decrease in long-term voltage–magnitude variation is planned by rendered SG
to the immediate imminent, which will increase voltage efficiency. The real-time
data, utilities may practice SG technologies to improve supply efficiency for each
customer they service, resulting in a more reliable and accurate power supply.
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17.1.3 Microgrid

MGs are designed to provide electricity to a limited region. It’s similar to supplying
electricity to a rural location, a residential, government or industrial building in
a community where the national grid is unavailable. The MG infrastructure is an
insignificant supply systemmade up of output utilities and distributed energy supplies
(DES) including sources of renewable energy (RE), co-generation, combined heat
and power (CHP) generation, fuel cells and energy storage systems. A MG is a self-
reliant electricity structure that covers a specific geographic area, such as a college
campus, a hospital complex, a commercial district or a neighbourhood. MGs are
driven by one or more types of distributed electricity (PV panels, wind system,
shared heat and water, generators). Besides, several fresher MGs provide energy
storage, mostly in the arrangement of batteries. Some now have charging points for
hybrid vehicles. TheMG, which is connected to nearby buildings, delivers electricity
and potentially heat and cooling to its customers through sophisticated software and
control systems. Figure 17.2 illustrates the applications of MG.

MGs come in a variety of shapes and sizes.

1. Institutional MGs and the campus climate.
2. MGs in the community.
3. MGs that are off-grid and off-the-grid.
4. MGs for military bases.
5. MGs for commercial and industrial (C&I) use.

Fig. 17.2 Structure of microgrid
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The combination of the erratic sort of Renewable Energy (RE) sources with
progressive Power Electronics (PE) converter equipment causes a PQ problem. In
addition, the existence of nonlinear and destabilizing loads in MG looks to have an
effect on the PQ of the energy supply in the power delivery network.

In a (MG, three separate PQ problems are assessed: voltage decline, harmonic
falsification and phase unbalance. An assorted-integer direct accumulation with
harmonic load movements is proposed as a design for an energy storage procedure
for MG. It has in charge of both optimizing the preparation of entire production,
depository and properties of load, as well as resolving PQ problems in the tertiary
extent of mastery by changing the extents of specific categories of loads inside the
grid. On a theoretical experiment-case MG with housing, manufacturing and viable
loads, this procedure is replicated for various situations. The findings show that the
algorithm’s demand-side control system will adjust the consumption behaviour of
such loads effectively, ensuring that the voltage decrease, distortion in harmonic
voltage and potential instability factor follow the necessary requirements in each
MG node during the daytime. It is too worth noting that if energy price on the spot
market rises, the MG will steadily decrease the amount of energy it buys after the
efficacy grid to where it has connected.

17.1.4 Power Quality Subjects in Microgrid

A MG could work in both independent and grid-tied modes. It faces a PQ problem
in both modes, where it is dissimilar together. AC MG and DC MG have also been
proposed to alternatives in the literature. DCMGs have been shown to have properties
thatmitigate certain PQ issues.DCMG, on the other hand, has its own set of problems
with power efficiency.

A. AC Microgrid Problems

An AC MG is a tiny grid structure that is associated to various kinds of distributed
generators and loads. It’s difficult to maintain grid reliability and power balancing
with toomanydifferent types of generation and loads. There are a number of problems
with AC MG. These are the problems:

i. voltage safety, ii. system reliability, iii. power output, iv. system security and
control.

The following are few of the PQ problems in an AC MG:

1. Power Disparity

As the MG transitions from grid connected to disconnect method of action, there is
a power imbalance. In grid-isolated mode, a separate micropower station connected
to the MG provides electricity. Energy depository system is used to sustain power
imbalances that exist throughout the MG’s transformation time when these power
stations have a sluggish dynamic reaction. As regular mode is restored, the phase
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series and voltage magnitude must be maintained in order to synchronize with the
grid.

2. Low-Voltage Stability

Since power delivery support in distributed generation and MGs is smaller than in
large grids, low-voltage stability issues arise. Since DGs and MGs are regulated by
power converters, the power transmission in the converters is restricted in contrast
with normal power plants. This type of converters has small energy than conventional
systems at times of heavy grid demand. Traditional power plants have a lot of kinetic
energy contained in their spinning turbines, so they can handle a lot of power during
intermittent situations. When the huge grids are experiencing a power outage and the
MG is switched to islanded approach, power-splitting care from the MG to the huge
grid is nil. During the power blackout, the remote action will activate a disparity
from the supply demand ratio, which will result at the grid’s voltage outline being
rejected.

3. When a MG experiences voltage sag or swell, the effectiveness of converter in
power electronics, the distributed generation can suffer. Throughout sag periods,
the grid-tied loads demand the reactive power and distributed generators based
on power electronics converters attempt to inject reactive power, they encounter
overcurrent in single or more phases. Another issue is an exceeding the extreme
voltage cap, which could reason for the generators to trip and result in an outage.

B. Problems in DC MG

Many publications focus on PQ problems in AC MG systems, nonetheless slight
consideration has given in PQ problems at DC MGs. In addition to consuming and
supplying electricity to and from the grid, the DCMG can also run at grid-tied mode.
It also operates in an isolated method of service. Imbalance in voltage of two-faced
DCbus, voltage variations presents at theAC system, overflow current and harmonics
in DC MG are some of the common PQ problems in DC MG (Ghetti et al. 2012).

1. Voltage Transient

This issues are common in AC MGs, nevertheless they also impact DC MGs. The
key causes of voltage transients are capacitor bank swapping, distributed generation
initialization and shutdown in a DCMG and load shift. The capacitor banks are used
to switch so that the changes in voltage transfer from the low-voltage ACMG to DC
MG through a rectifier reach up to 194 percent of the operating voltage. Thereafter,
this changes in voltage stabilizes to a higher voltage level on the amount of 111
percent of the working voltage (Long et al. 2013).

2. Harmonics at DC MG

In aDCMG, low-level harmonics are inactive since the absence ofAC–DCconverter,
but expanded usage of the DC–DC converter will reason for the presence of elec-
tromagnetic interference. However, several times a DC device lacks harmonics, the
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term harmonics refers to different frequencies of the fundamental; it is known as
operating frequency of a DC–DC converter. Harmonics in a DC circuit refer to
fluctuating current and voltage began by the device’s working frequency. Various
converters operated by PWM pulse can be used in DC MG systems in various loads
and generating stations, with capacitors attached on both sides of the converter.
Different resonance frequencies are caused by resistance of the DC bus and the
reactive impedances of different capacitors. Whether the particular frequencies are
matching with the resonant frequencies, the influence of these harmonics on the DC
MG may be disastrous (Railing et al. 2004).

3. Inrush Current

In an AC configuration, inrush current is caused by transformers, induction motors
and other strong inductive loads; however, the explanation for inrush current in
a DC MG is different. Harmonics are generated when multiple loads, dispersed
generating stations and different storage devices are linked via power electronics
converters. As a result, sufficient filter is mounted on the load side. Additionally,
Electromagnetic Interference (EMI) filters are installed on the AC edge. In a DC
MG, the capacitor in this EMI filter draws a lot of inrush current. The extent of inrush
current is determined by the DC system’s voltage frequency, capacitor impedance
and converter capacitance. Another explanation for arrival current in DC MGs are
that when it is not energized loads are switched it in a loop, their big filter capacitors
draw a lot of arrival current. The arrival current is so large that it could result in actual
welding at the point of contact (Akagi 1994).

4. Fault Current

In a DCMG, fault current is generated by capacitors added to the grid by converters
or various distributed generating stations, or by the EMI capacitor filter. The total
liability of current is limited by the converters’ ratings meanwhile entire converters
in power electronic are operated in closed loop. When only a small amount of faulty
current runs from a DC MG due to a transformer used in Power Electronics, safety
systems have a hard time distinguishing between overload and fault conditions. As a
result, designing a proper DCMG security scheme is a significant challenge. Unlike
an AC system, a DC circuit wouldn’t be a normal voltage and current which are
crossing the zero. Thismeans that if an arc failure happens in aDC system, it wouldn’t
reduce as easily as it has in an AC system. Since it is a self-supporting liability and
this is does not have surge current in the DC grid, it can persist for a lengthier
duration and create a significant issue in the scheme. Lower fault current, otherwise,
will exacerbate voltage unbalance in a DC MG when a fault occurs (Khadkikar and
Chandra 2008).

This chapter is organized into the following sections: Section 17.1 illustrates the
PQ issues and challenges in SG. Section 17.2 explains the various techniques and
devices used for improving the PQ in SG. Section 17.3 discusses the PQ issues and
challenges and their mitigation techniques related to DC and AC MGs.
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17.2 Causes and Mitigation of Power Quality Issues
in Smart Grids

In this chapter, the major causes of the PQ issues and their mitigation in SGs are
explained in detail.

17.2.1 Harmonic Emission by Power Electronic Equipment

In the field of power electronics, there have been several recent advancements which
have resulted in a greater integration of power electronic devices into existing elec-
trical grids. On the one side, these devices improve grid stability and performance
while also posing new problems, such as introducing harmonic content into the
grid (Naderi et al. 2019). The majority of nonlinear loads such as power electronics
gadgets, switcher, information handling apparatus and high-performance lighting
loads are the major reason which cases harmonic distortion. Harmonic distortion
is the one in which the waveforms of voltage or current take on a non-sinusoidal
structure. The waveform is defined by a set of sine waves of various magnitudes
and phases with frequencies which are multiples of the grid frequency. This in turn
creates a major consequence in the grid such as upsurge in the occurrence of reso-
nance, imbalance at neutral point in three-phase systems, overheating ofwires aswell
as equipment, deterioration of electrical machine’s output, interfering with electro-
magnetic waves in case of communication systems, measurement inaccuracy when
using DC metres and spurious thermal safety tripping (Gandoman et al. 2018).

To reduce the effect of harmonics in the SG, filters can be used. Filters are broadly
categorized into active and passive filters. Passive filters are the one which uses the
combination of any one of the passive components like resistors, inductors and capac-
itors. Active filters combine both passive and active components and uses external
source for its operation (Jolhe et al. 2016). The usage of a shunt active filter miti-
gates current-related PQ problems alike harmonic distortion, poor power factor and
consumption of reactive power. Shunt active filters are connected between the power
source and the load at the Point of Common Coupling (PCC). The active filter is
typically made up of power inverters and functions as a balanced source of current
(Senthilkumar et al. 2015). Figure 17.3 shows the SG with shunt active filter.

17.2.2 Interference Between Grid Connected Devices
and Power Line Communication

Power Line Communication (PLC) is the first networking technology that came
out with SG, and it now offers high-speed connectivity to a variety of SG applica-
tions. Narrowband transmission, spread-spectrum transmission and DSP-processed
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Fig. 17.3 Smart grid with shunt active filter

narrowband transmission are the three networking systems used in PLC. It seems
that the spread-spectrum technology is quite disadvantageous since it diminishes the
performance of PLC, when its channel is defective. On the other hand, due to the
presence of the impulse noise, narrowband transmission system’s performance also
decreases. By integrating narrowband transmission and DSP, the results of impulse
noise on narrowband transmission has been minimized and error-free communica-
tion is accomplished. DSP can also be used to resolve the narrowband transmis-
sion channel distortion issue, making PLC quite powerful. Commonly, power line
communication (PLC) systems use the 1–30 MHz range to communicate a modified
carrier signal over a prevailing grid. PLC employs symmetric connections which
can transmit data at up to 200 Mbps. It has a range of maximum communication
distances. It has a medium voltage of 3 km and a low voltage of 200 m. Until now,
the greatest disadvantage of PLC has been the lack of regularity (Yigit et al. 2014).

PLC is used in many of the applications involved in SG. Some of the main
applications are discussed below.

17.2.2.1 Infrastructure for Advanced Metering and Modern
Monitoring Devices

PLC’s two-way communication allows consumer devices and systems to commu-
nicate with one another in advanced metering infrastructure. Real-time pricing can
be offered in this way by allowing service providers to communicate with metering
devices. Customers will also read about their new billings. Because of its low main-
tenance costs, smart metering is cost-effective for utilities. Remote metre reading
is accomplished using Ultra Narrowband PLC (UNB-PLC) technology. Despite
the fact that UNB-PLC devices have a poor transmission rate, their connectivity



414 S. Vijayalakshmi et al.

range is 150 kms. PLC measures energy demand based on various time regions, for
instance weekends and work hours. Further, it allows the identification of power
theft as well as information gathering from another meter reading arrangements like
water/gas metres. PLC’s two-way data transmission often enables gas/water supply
to be switched off on request once the customer is not in need of them for an extended
period of time (Yigit et al. 2014).

A key parameter for understanding and optimizing system operation ismonitoring
in actual time and display of devices and output over a large region. Sophisticated
system knowledge prevents brownouts and produces system logs in order to antic-
ipate and prevent possible failures, produce for further decision-making, eliminate
broad range disruptions and increase transmitting capacity and quality of the grid.
This particular attribute marks the start of the trail that leads to PQ issues. SGs would
be simply grids without these advanced metering and monitoring interfaces but acti-
vating this function will increase the performance, speed and precision of PQ issues
in SGs (Naderi et al. 2019).

17.2.2.2 PLC-Based Electric Vehicle-to-Grid Connectivity

Integration of battery-operated PHEVs are made possible with the recent advance-
ment in SG technologies. The battery of PHEV is energized by using electric vehicle
supply equipment. The PHEV will communicate securely with the electric vehicle
supply equipment using a PLC. The Society of Automotive Engineers has tested
various PLC technologies like broadband-PLC and narrowband-PLC). In terms of
applicability, narrowband-PLC has performed better (Yigit et al. 2014).

Figure 17.4 illustrates the infrastructure of the electric vehicles being charged from

Fig. 17.4 Electric vehicle charging infrastructure (from grid to the vehicle)
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the grid. As a result of the growingmovement towards electric vehicles, the upcoming
of the electrical grid would face a PQ issues. The incorporation of a significant
number of storing elements that utilize rectifiers to energize batteries at various
charging times would yield a significant consequence on the electricity grid’s PQ. In
addition,when addingvarious levels of harmonic into the electrical grid, peakdemand
would increase dramatically. If, on the other hand, these storage elements could be
present as an appropriate demand-side management (DSM) resource, this task will
be an initiative to strengthen the electrical system’s reliability. This necessitates the
passage of regulations governing the possession and use of electric vehicle storage
devices.

17.2.2.3 Demand Response System

Demand Response (DR) responds to a variety of energy requests. DR uses a real-
time pricing scheme to manage power conditions and improve device performance.
Furthermore, DR can minimize peak demand and consumers have control over
their energy consumption by means of a PLC between the electrical services and
their home usages. A DR framework is implemented using a broadband-PLC and
oblique control via a gateway. The Domestic/Building Energy Management System
(HEMS/BEMS) is one of these indirect load applications. For the DR method, a
less expensive solution, such as the narrowband-PLC, may be used instead of the
BB-PLC (Yigit et al. 2014).

In brief, DR strategies that allow for efficient supply of electricity as well as
demand management are believed to be a key component of the SG. Modelling
consumer behaviour is one of the most difficult aspects of developing demand-
side management models. Modelling customer relationship, constructing decision-
theoretic methods, refining pricing, integrating complexities varying over time (e.g.
demand fluctuations) and balancing for grid electricity restraints are altogether
obstacles that must be addressed before implementing DR models.

Decision-theoretic strategies like game theory, optimization and stochastic control
are needed for accurately modelling and analysing various arising DR conditions.
DR is supposed to be a critical turning factor for SG implementations that are more
realistic (Bari et al. 2014).

Apart from the above applications, PLCs are also used for in-home environmental
applications, remote fault identification, mobile networks communication, in order
to achieve peak demand elimination, reliability enhancement, diagnosing isolated
fault in cables, identifying damaged insulators and to deliver greater bandwidth for
voice and data communication. Though PLC’s offer several benefits like, extensive
coverage, cost-effective, higher flexibility, easy installation, highly stable andmobile,
their disadvantages outnumber the benefits.

The major issues include the following: (i) Sources of high noise on power lines,
(ii) The issue of open circuits, (iii) The signal is ameliorated and fragmented, (iv)
Regulations for broadband-PLC are insufficient and (v) Compatibility is a problem
(Yigit et al. 2014). Figure 17.5 illustrates the communication network for the SG.
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Fig. 17.5 Arrangement of communication network in a smart grid

17.2.2.4 Allotment of Restrictions of Emission on Grid by Integrating
New Devices

When a new customer is tied to the controlled modern electrical grid, an estimate
of the amount of pollution that is permissible from this customer without causing
unreasonable amounts of voltage disruption for other customers is usually made.
A so-called emission threshold is assigned to each new customer. Both current and
potential customers share the cumulative amount of permissible voltage distortion.
However, this means that the number of customers who will be linked in the future is
understood.Withmodernization of the electrical grids, the quantity of demandwould
consume no limit as long as output grows at a similar rate. Because of the continued
increase in both output and consumption, the voltage distortion due to harmonicsmay
develop in to unusually larger threat. In addition, the number of times the switches
need to be turned on and off will continue to rise, potentially reaching excessively
high levels.

At the power system frequency, output and consumption are in equilibrium, but it’s
not the case with harmonic frequencies. Another way to look at it is that the system’s
intensity is now measured by the quantity of harmonic distortion being emitted by
downstream apparatus, rather than the higher quantity of utilization and/or output
related downstream. This will necessitate a new approach to distribution network
planning. However, preliminary research has found that harmonic emission from
distributed generation is very small. The majority of current end-user devices, such
as computers, televisions and lamps, emit only at the lower odd integer harmonics
(Bollen 2010; Pandya and Bhavsar 2018).
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Immunity of Devices

An instantaneous tripping of several distributed generators can occur owing to a
voltage quality disruption, or it can be said that it’s because of a dip in voltage level.
And this is a significant problem. Mass consumption tripping can have similar nega-
tive effects to how a SG seeks to keep a balance among generation and consumption
(Bollen 2010).

Transmission Grid Deterioration

The volume of traditional generation interconnected with the transmission structure
would decrease as distributed generation andhugewindparks becomemore common.
As a result, the level of failure will be decreased, and power-quality disruptions will
spread out further more. Voltage sags, rapid voltage variations (flickering in voltage)
and harmonic variations would all be exacerbated. The magnitude of voltage dips
has been investigated. The research concluded that even though 20% wind energy is
harvested, substantial rise in the amount of voltage sags due to transmission system
faults is not evident (Bollen 2010).

17.2.3 Integration of Renewable Energy Sources

The form of power generation has shifted from bulk generation units to distributed
generation units as a result of sustainable energy sources like solar, wind, etc. As
a result, the system’s reliability, output voltage, electrical transmission expenses,
damages and reliance on the primary grid have indeed strengthened. In spite of the
above-said advantages, due to the stochastic aspect of sustainable energy sources
such as solar or wind power, they are not completely efficient. Another disadvantage
of incorporation of such sources in the grid is that they use high-power converters to
transform power; as previously stated, excessive use of power electronic converters in
the electricity grid would result in a lot of harmonic emissions. Recently, researchers
have been working on ideas to generate these renewable energy sources infinitely
customizable so that the grid’s PQ would become better by the integrated power
electronic converters. (Hosseini et al. 2017; Naderi et al. 2018).

17.2.4 Devices for Improving Power Quality in Smart Grid

This is important to enhance the efficiency of power supply on the customer side by
using PQ control technologies and equipment. Controlling and converting electric
energy tomeet out the requirements of quality compliance and optimumperformance
is the significant aspect of PQ control. Various types of high power converters and
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Fig. 17.6 Classification of power quality control

corresponding control topologies are key elements in achieving the above-mentioned
control and conversion. Figure 17.6 depicts the category of compensators based on
various types of PQ issues. There are twobroad techniques available for themitigation
of PQ issues, viz. active control and passive control techniques.

17.2.4.1 Passive Components

Passive technique is described by incorporating various components to reduce or
mitigate the effect of prevailing PQ issues. Currently, the passive power filter (PPF),
active power filter (APF) and hybrid active power filter (HAPF) are themost common
harmonic suppression strategies. Apart from their disadvantages, passive filter is
implemented in certain particular applications these days due to their flexibility and
a reasonable price. Its value noticing that the majority of those are applications of
hybrid that use passive filters for cost cutting and improve overall device efficiency.
APFs are designed to balance out and enhance power factor, mitigate harmonic
distortion, balance malfunctioning and flickering of voltages and control voltage
towards overcome the disadvantages of PPFs. APFs are of two types viz shunt and
series APFs.

Shunt type of filters are connected in parallel for providing compensation for
current harmonics through applying a harmonic current of the equal phase differ-
ence of 180 degrees and amplitude, resulting in nearly sinusoidal grid current. If
an appropriate control system is used, it would act as a reactive power compensator.
Harmonic voltages are compensated by incorporating harmonic voltages of the equal
magnitude but opposite phase when harmonic loads are connected with series filters.
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The key disadvantage of these devices is that they will have the same power rating
as the load, making them a costly and unaffordable solution for high-power applica-
tions. Hybrid power filters, which combine the benefits of active and passive filters,
are an appropriate option for lowering the price of utilizing high-rated active filters.
In a high-voltage distribution network, it has proven to be an efficient method for
mitigation of harmonic currents as well compensating the reactive power. Figure 17.7
illustrates the PPF, APF and HAPF.

The voltage disruptions and fluctuations are suppressed by the reactive power
compensator, static VAR compensator (SVC), static synchronous compensator
(STATCOM) and Fixed capacitors (FC) are examples of VAR compensators used in
distribution networks (An et al. 2016). The STATCOM is one of these devices that
is commonly used because of its various features, including grid voltage oscillation
reduction and nonlinear load compensation. Due to its higher durability, consis-
tency and specific power, extensible harmonic repression and VAR compensation
systems are becoming successful. Figure 17.8 shows the devices for reactive power
compensation.

Overvoltage and short disruption are the most frequently occurring types of inter-
mittent PQ issues. The solid-state transfer switch (SSTS) will significantly minimize
voltage sag complexity and length. The most powerful method for limiting voltage
instability for low-power appliances in the distribution network is an uninterrupt-
ible power supply (UPS). The dynamic voltage regulator (DVR) will compensate

(a) Passive Power Filter             (b) Series APF

(c) Shunt APF                                            (d) HAPF

Fig. 17.7 Circuit diagram for PPF, APF and HPF
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Fig. 17.8 Devices for
reactive power compensation

(e) FC (f) SVC

(g) STATCOM

for sudden voltage dip and swell directly and rapidly. The unified power quality
controller (UPQC), which is made up of series and shunt APFs, will make compre-
hensive voltage and current compensation for the modern electrical grid. Figure 17.9
shows the elementary structure of DVR and UPQC.

Cascaded power converters based on modular multilevel converters (MMC) are
extensively analysed in technical research and development applications in less than
two decades. Modular multilevel converters significantly reduces the complexity and
expense of producing high- andmedium-voltage converters due to the similarmodule
layout. MMC-based compensators have distinct advantages over conventional PQ

(i) DVR (ii) UPQC

Fig. 17.9 Elementary structure of DVR and UPQC
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compensators in terms of normalization, adaptability, flexibility, malfunction ride-
through, load demand and filtering characteristics. MMC significantly reduces the
complexity and expense of producing high- and medium-voltage converters due to
the similar module layout. MMC-based compensators have distinct advantages over
conventional PQ compensators in terms of normalization, adaptability, flexibility,
malfunction ride-through, load demand and filtering characteristics.

The versatile PQcontrol schemewill reduce the rated voltage of the semiconductor
switches used in power converters and the unit for storing energy in the sub-system,
allowing reduced losses and low-cost switching devices to be used. The cascaded
framework, on the other hand, extends the use of sustainable PQ control scheme in
medium- and high-voltage power transmission. Since huge amounts of data must
be interpreted in a limited period of time, the multilevel structure necessitates a
comprehensive control system. As a result, MMC’s engineering application and
advancement in the control of PQ issues is minimal. Thankfully, as digital signal
processing technology advances, the implementation of complicated topologies and
closed loop control are increasingly simple (Lesnicar and Marquardt 2003; Kouro
et al. 2010; Ghetti et al. 2012; Long et al. 2013). Figure 17.10 describes the schematic
diagram for modular multilevel converters based on APF, STATCOM and UPQC
respectively.

17.2.4.2 Active Components

Most PQ issues are resolved by using active control technology to boost the intrinsic
properties of electrical equipment.Bymeansof transmission anddistributionnetwork
being engineered, automated and smart, PQ issues posed through emerging electrical
systems, particularly the high-power converters, would be greatly alleviated. The PQ
of rectifier devices has been improved by power factor correction (PFC) techniques
and pulse width modulation (PWM) methods. With the use of active control in
distributed generation and MG inverters enhances the accuracy of voltage at the
output and current in distributed systems, and at the same time offers additional
compensation capability for the adjoining electrical grid. Consequently, the proposed
solid-state transformer (SST) would prevent PQ problems from being transmitted
and emitted in between end-user and the power delivery system. The MMC-type
high-voltage direct current (HVDC) transmission and multi-terminal high-voltage
DC technology would enhance the PQ of the entire power grid (Leung et al. 2010;
Railing et al. 2004; Long et al. 2013; Akagi 1994; Khadkikar and Chandra 2008;
Luo et al. 2009). Figures 17.11 and 17.12 show SST and MMC based on HVDC
technology, respectively.
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(i) MMC based on APF

(ii) MMC based on STATCOM

(iii) MMF based on UPQC

Fig. 17.10 APF, STATCOM and UPQC
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Fig. 17.11 Solid-state transformer

Fig. 17.12 MMC-based HVDC system Block diagram
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17.3 Causes and Mitigation of Power Quality Issues in DC
Microgrid

In this chapter, the major causes of the PQ issues and their mitigation in DC MGs
are explained in detail.

17.3.1 Power Quality Improvement Methods for DC
Microgrid

The control voltage of the DC bus is of prime importance intended for the typical
function of the DC MG. To transmit effective power as well as current into the DC
MG, theDCbusvoltagemust be controlled in a specificdimensionby certain effective
current-sharing techniques. Out of several techniques reported on the literature, the
following are the most important and the effective one which are discussed as under:

(i) Voltage droop control method,
(ii) Hierarchical control method,
(iii) Multi-agent-based control method, and
(iv) Artificial Intelligence-based control method,
(v) Energy management strategy.

17.3.2 Voltage Droop Control Method

Droop control is a dynamic tool for improving PQ attributes like real and reactive
power regulation in electrical grid as well as decentralized operations. The majority
of today’s current sharing approaches depend on a high-bandwidth infrastructure.
As this DC MG is made up of multiple resources, implementing a high-bandwidth
transmission network is not cost-effective. Figure 17.13 shows the droop control
scheme. It is in turn a decentralized control scheme and it is more popularly used
to enhance the MG performances. The traditional approach in this technique is to
reduce the DC output voltage linearly as the output current rises. Current distribution
among multiple converter topologies could be accomplished through the use of a
configurable voltage variations that is confined within an appropriate range. By using
high droop factor, the accuracy in current sharing can usually be improved. As a
result, a larger droop factor is usually selected while limiting DC voltage variation
at even the most drastic loading. This method of control is generally implemented
for high-power converters, viz. DC to DC, DC to AC and AC to DC.

If Vr is the reference voltage, Io is the output current and rd is the droop factor
for the converter, the following two equations define the principle of voltage droop
control method:
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Fig. 17.13 Schematic diagram for a voltage droop control method

Vr = Vr1 − rd Io (17.1)

�Vs = |Vr1 − Vs | ≤ �Vsmax (17.2)

Here, Vr1 is the reference voltage, �Vs is the deviance in the DCMG voltage and
�Vsmax is the largest possible grid voltage deviance. In a droop-controlled DC MG,
the droop factor rd is also known as virtual resistance. The major advantages of this
method is that it is solely based on locally observed data and therefore does not rely on
communications signal, thereby removing the challenges posed by specific location.
Other benefits of the droopmethod include its simplicity, high efficiency, basic struc-
ture, ease of execution, unrestricted placing andmultiple power ratings. Figure 17.13
illustrates the droop control implemented for aDC–DCconverter (Rawat and Sathans
2018).

17.3.3 Hierarchical Control Method

Nowadays, control hierarchy is gaining popularity, because of their simplistic struc-
ture and high performance. In a nutshell, a DC MG faces complex converter-level
control at the lower level but simple system-level organization at the top. Hierarchical
control method plays a vital role to solve these features. In general, it comprises
three control levels like, primary, secondary and tertiary levels of control strategies.
Figure 17.14 shows the hierarchy control for the DC MG.

The primary control deals with the regulation of current, potential and voltage. It
conducts control activities over interface control converters, following the collection
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Fig. 17.14 Structure of hierarchical control

of focuses provided by upper level controllers. This primary control also focuses on
the load sharing among the distributed generation units. The second level of control
deals with system-level issues including control quality path, MG synchronization
with the outside network for seamless reconnection and so on. The system’s electrical
levels are kept within the necessary limits by this central controller.

The tertiary level is the distribution management solution that also regulates the
flow of power in the network system. The power flow among the DCMG along with
the upper level electrical grid is regulated by this tertiary level of control. It interacts
with the operator of the distribution system. The power exchange scheduling with the
MG can be decided either by the distribution or transmission system’s operator. The
main goal of power management in DC MG is to keep the power balance between
sources of energy, storage systems and loads as represented by the DC bus voltage.
In order to maximize efficiency this tertiary management control determines the
mode of function of the DC MG. Power sharing with the upstream side of the grid
is included in interconnected mode control. The important feature of this control
method is that if the load power is insufficient, the DC MG would draw power from
the upper grid whereas if the power produced by the MG is in excess of what is
needed, it will be transferred to the upper grid.

Depending on how secondary control is applied, these management techniques
can be categorized into three main categories: centralized, decentralized and hybrid.
In centralized control scheme, to overcome the voltage deviation induced by the
principal controllers and also to establish balance of power among the distributed
generations and loads in DC MG, centralized controller is used. This method can
provide optimum control, restores the voltage level and at the same time eliminates
voltage deviation which necessitates the real-time communication. In decentralized
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scheme, the distributed generations are independently regulated through local real-
time feedback mechanisms either with communication or without communication.
In the first case, i.e. decentralized control with communication, although correspon-
dence amongst the distributed generations is essential, the operating choices are taken
in a decentralized manner, typically at the level of the distributed generation. That’s
where the centralized secondary regulation differs significantly. In the second case
of decentralized control without communication, all the required operations in this
group can be completed without the use of communications. The DC bus signalling
system is the most commonly used system. This approach departs from the principle
of precise power sharing on the bus with limited voltage deviations.

Since the device is supposed to be power electronics-dependent, high-voltage
deviations from marginal value are allowed because the line and load architectures
can be configured to ultimately improve within a wider prescribed DC voltage. The
key benefit is that switching between different modes of operations and altering
with various appropriate control methods for power converters can be accomplished
without the use of extra network communication. Cost savings and greater perfor-
mance are the two added advantages. The hybrid secondary control combines the
benefits of both centralized and decentralized controls in order to obtain greater
performance and higher reliability. Many literatures are being reported on this hybrid
control where in the basic idea is that, the first stage is activated when the communi-
cation accessibility services fail and is based on the DC bus system method. On the
other hand, under normal service, the second stage is enabled in which the communi-
cation channel provides complete observability over the DC MG comprising actual
bus voltage, active power flow and converter operating mode (Rawat and Sathans
2018; Natesan et al. 2014; Papadimitriou et al. 2015).

17.3.4 Multi-agent Control Technique

A multi-agent scheme combines various agents to accomplish a common goal. It
consists of both software and hardware units with merely local data and limited
capabilities, but it has the greatest ability to work together to achieve a global goal.
The first and foremost attribute of the agents is that it can be any one of the specific
physicalmodules. The other characteristics include the following: (i) they can interact
with their surroundings and communicate with one another, (ii) without a controller
it’s possible for the agents to take its own decision, (iii) able to achieve specific targets
by using its tools (either software or hardware), expertise and provisions. With the
support of fast communication systems, multi-agent systems can be used in high-
power applications more effectively and feasibly. Multi-agent control technique is
shown in Fig. 17.15.

Distributed problem-solving is a subcategory of multi-agent control system that
can be easily implemented on MGs and power systems, in which all the entities
can cooperate to reduce operating costs and improve customer satisfaction. The
basic principle is that an agent can analyse and evaluate the surrounding physical
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Fig. 17.15 Multi-agent control scheme

attributes, updates its local databases and responds to local events on its own. An
agent can also work with other agents to coordinate and interact, negotiate offers and
achieve both local and global goals. The method of designing a multi-agent system
for MG power management is a step by step procedure which involves a thorough
investigation of the entire power system.

First step is that complete technical details should be specifically outlined,
including the comprehensive geometry of the MG, the number, form and priority
of load, the total local supply generated by onsite renewable energy production
and energy available in storage units and the highest possible demand that could
be met in islanded mode. The specifications and goals are then defined, which are
then converted into mathematical model and objective function for cost optimiza-
tion. The total agents required, optimization techniques and performance metrics are
then defined as per the above analyses. Finally, in both normal mode and islanded
mode of operations, communications and information sharing among agents should
be described. The end result is a complete model with specific behaviour of the
agent which can be incorporated using a suitable agent framework like Java Agent
Development Framework (Rawat and Sathans 2018).

17.3.5 Artificial Intelligence-Based Control Method

The traditional control strategy is insufficient for highly complicated or ambiguous
systems. In such situations, artificial intelligence-based control has proven to be the
best method for obtaining an effective control for the DCMG as well. Among many
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of the available methods, here we are going to discuss on the two efficient controls,
viz., fuzzy logic-based control and PSO algorithm-based optimization control.

17.3.5.1 Fuzzy Logic-Based Control

The fuzzy controller was created with the help of human intelligence. It improves
the capability to cope up with unpredictable or unclear data to some extent. Based
on the literature, it is found that fuzzy logic controller is being used in DC and AC
MGs, either stand-alone or grid-connected, for a variety of applications, including
maximumpower pointmonitoring of solar photovoltaic applications andwind energy
systems, regulating battery output charge current and so on. The state of charge (SOC)
of a Li-ion battery associated to a DC MG with fuel cells, photovoltaic system and
wind energy systems was controlled with fuzzy logic controller. A decentralized
control for gain schedulingusing fuzzy logic controllerwas also reported in literatures
to obtain balancing among the stored energy systems provided for various batteries
by changing the droop coefficient of primary controllers in a DC MG. In order to
supply a DC load, fuzzy logic control can be used to provide a power split between
photovoltaic systemand energy depository systemof a battery based on the operator’s
expertise over a predefined set of fuzzy rules. In such cases, the controller takes three
inputs such as fromPVpower, battery state of charge and load power. The controller’s
output controls the operation of the various switches, allowing for one of the three
possible connections like PV power/battery, battery/load or PV power/load.

In general, when this fuzzy controller is used inMG, the control system is divided
into two tiers, with control bandwidth separating them. The voltage and current
controls for the DC/DC converters are located on the primary stage. The latter is
configured to monitor the commanded reference values with quick disturbance rejec-
tion and a high bandwidth control loop (i.e. >500 rad/s). The fuzzy logic controller
which is configured to have a lower bandwidth, represents the secondary stage. This
is a general rule for nested control loops to maintain system stability. The controller
regulates the flow of power in the MG as per the pre-determined regulations. Its
output manipulates the primary control level’s reference values (voltage or current)
(Chilukuri 2021).

17.3.5.2 PSO Algorithm-Based Optimization Control

PSO (Particle Swam Optimization) algorithm can also be applied for enhancing the
PQ in an individual DC MG and is being widely discussed in many literatures. This
algorithm can be used to address voltage control, frequency control, sharing of power
in the MG, stability, dynamic characteristic response or harmonic analysis among
other PQ specifications. A real-time PSO algorithm-based self-tuning control tech-
nique can be implemented in a DC MG to enhance power efficiency. There are
two feedback loops in this control technique. The first is a current mode control
loop which is mainly based on a synchronous reference frames that acts as an inner



430 S. Vijayalakshmi et al.

control loop and the second is a power mode control loop associated with traditional
Proportional–Integral (PI) controllers that serves as an outer control loop (Natesan
et al. 2014).

17.3.6 Energy Management Strategy

The energy management strategy or more commonly energy management system
(EMS) plays a critical role inmaximizing the use of renewable energy sources tomeet
load requirements. Depending on the selected circumstances, an energy manage-
ment system is needed to organize the energy sharing among these multiple sources
connected with the MG an energy management system is a set of computer-assisted
software used by electrical power system managers for monitoring, controlling and
maximizing or optimizing the output of generation sources. Due to the introduction
of renewable energy sources, this control strategy now plays a critical role in MGs.
Higher number of power converters are employed inMG for power flow control oper-
ation. These power electronic-based high-power converters respond to grid variations
in accordance with the proposed grid’s energy management algorithm (Khatibzadeh
et al. 2017).

The combination of energy management control system and power electronic
converters simultaneously controls andmanages theMG system. Photovoltaic arrays
and hybrid energy storage system can be programmed to get the most power out of
renewable power resources. Energy management control is commonly needed in
hybrid energy storage system for deciding the number of storage units which is to be
used in each cases, as well as the discharge cycles for each unit (Tazi 2019; Badwawi
et al. 2016). The total power produced plus orminus the power supplied by the energy
storage device should be equal to or greater than the total power consumed by the
load. The control algorithm is defined by the following equation:

Pgen(t) ± Penr (t) ≥ PL (17.3)

Here, Pgen(t) is the instantaneous value of the generated power, Penr(t) is the
instantaneous value of the power delivered by the energy storage system and PL is
the instantaneous value of load power.

The electrical system’s energy control is critical for resolving issues in a hybrid
energy storage system. The lifespan of each energy storage unit can be extended
by monitoring the charge-release period. The energy management system’s function
here is to use the super capacitor to reduce the amount of discharge cycles of the
battery during short-term load changes (Sayed and Kassem 2019).
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17.4 Causes and Mitigation of Power Quality Issues in AC
Microgrid

In this chapter, the major causes of the PQ issues and their mitigation in AC MGs
are explained in detail.

A MG associates with the distribution network through control of AC bus.
The AC bus controls the MG’s assembly to and disconnect from the distribution
network via the relay called circuit breaker at the Point of Common Coupling (PCC)
is known as AC MG. In AC network, frequency and voltage are the dual quantities
which are needed to be controlled. The frequency can be changed by changing the
input mechanical power and the voltage is organized by injecting or fascinating the
reactive power in AC generators (Guerrero et al. 2013).

The distribution scheme is associated to the AC bus via a circuit breaker in an AC
MG, and the AC bus controls the MG’s operating system via the circuit breaker at
the PCC. In an AC MG, the PCC is basically a 3φ AC bus.

The MG control system must be capable to function reliably in two modes called
grid-tied and islanded modes, with a smooth transition among them. InMGs, various
control techniques like management of power, grid constraint management and PQ
enhancement are carried out using multilevel controls called hierarchical control
schemes (Karim Hassan Youssef 2019).

There are four different forms of MG control:

I. Output control of Converter,
II. Control for Power sharing,
III. MG supervisory (secondary) control, and
IV. The grid supervisory (tertiary) control.

Figure 17.16 depicts the various levels of power. The higher level controller
provides each control level set points reached from data measurements, and contact
with additional control levels (Pei et al. 2004), which are reviewed in this chapter.

17.4.1 Output Control of Converter

Voltage source inverters (VSIs) aremade use in renewable energy power conditioning
systems. Localized controllers monitor VSIs and their work is reached from limited
measurements, which provides speedy reply than the mastery controllers inMG, and
it could be capable to control in both grid-tied and islanded (standalone) modes. As
a result, the system of control can be able to accommodate both modes. Figure 17.17
illustrates the formation of the converter output power.

There are two control loops in the present system. The inside loop current forms
the current, while outer control loop controls the stream of active power and reactive
power or controls the frequency and the output voltage of the converter depending
on the modes of operation. The various types of current controllers are:
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Fig. 17.16 Levels of control

Fig. 17.17 Structure of Converter output control
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(a) Conventional PI, PR and Hysteresis Band;
(b) Digital repetitive;
(c) Composite Nonlinear controller; and
(d) Composite nonlinear feedback control.

The functions of current controllers are expressed in Fig. 17.18, which shows a
block diagram of various current controllers.

Integral controllers and Hysteresis band controllers are the most widely used
controllers. The main advantage is that the steady state error and periodic distor-
tion induced by periodic fluctuations are brought down. When the Overall Harmonic
Disruption is low, the compensator based on Hysteresis band enhances the tracking

Fig. 17.18 Block diagram of various current control a PI controller b PR controller, c hysteresis
band and d composite nonlinear feedback control
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performance (Guerrero et al. Apr. 2013; Pei et al. 2004). The current loop’s
steady state and transient output are improved by the composite nonlinear feedback
controller (Caldognetto and Paolo 2014).

In the Fig. 17.18, the inner current control loop can be initiated and the fix point
for the inner loop is brought by the outer loop control. Hence the VSI output current
VSI is controlled by using inner control loop (Guerrero et al. Jan. 2011). An external
or outer current control is classified into two types which is depending upon the
operating modes of power converter: They are: (1) Grid tied and (2) Stand-alone
(Islanding) modes.

17.4.1.1 Mode of Operation Based on Grid Connection

Here, the primary focus is to regulate both active and reactiveflowof power among the
power converter and the motor/generator set. In order to regulate the active/reactive
power flow, the converter has to work in the active mode, especially under current
control mode to standardize the injection or absorption of the power, and a required
active or reactive power is set as a reference point for the closed-loop system thatmust
have been given by a system employed for monitoring and control (Guerrero et al.
2011). The converter will use these control schemes to execute the new synchronized
control activities like effective control of voltage, power flowandunexpected failures.

17.4.1.2 Mode of Operation Based on Islanding Connection

Here, the MG is segregated from the main electrical grid and it controls both grid
frequency and grid voltage. The new controller has a particular proportional-resonant
control strategy along with the suppression of harmonics, which also includes a
controller basedon alpha–beta frame.Thus, the output control of converter is account-
able to govern the transfer of output current and the power flow. With the help of this
controller, the PQ issues of power of disparity is reduced.

17.4.2 Control for Power Sharing

In order to control the frequency and magnitude of the set point voltage, the control
layer of the power-sharing should be added. Variation in frequency and voltage
could be found from the upper control layer, and the control layer can be mentioned
depending on the communication/without communication as shown in Fig. 17.19
(Pei et al. 2004).

In the Fig. 17.19, centralized current control, the controller gathers every infor-
mation and at that time subject the instructions to the network. Though, this kind of
method whose inverters function as source of current, and through the intermediate
controller the voltage ismeasured. Themaster–slave controller is different to previous
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Fig. 17.19 Power control scheme organization

controller, in which ‘M’ no. of inverters have paralleled, among ‘M’ inverters, one
inverter plays as a master whereas the remaining inverters plays as a role of slave.
This type of controller transfers information among themaster and slave. This type of
controller has more economy, reliability and all information passed through common
networks (Bhende and Kalam 2018).

In general, the balanced system can be controlled by distributed control system.
The average current demand and the output voltage can be managed voltage
controller. Droop control is the control; it has got extensive receipt since the nonap-
pearance of the communication necessities among the inverters. The key knowledge
is to control the frequency by sensing the reactive power and voltage by sensing the
active power which could be sensed by the parameters.

17.4.2.1 Methods of Power Sharing in Island Mode

These are broadly classified depending on the connectivity channels as communica-
tion and as well as non-communication-based systems. These are further sub-divided
in to different methods as follows:

(1) Communication-based methods
(a) System for sharing power centrally,
(b) Master–slave power sharing system,
(c) System for distributed power sharing.

Figure 17.20 depicts a block diagram for three types of contact connections. The
central controller uses the high-band communications. Low-band contact is used in
master–slave operation, where the master manages the voltage and the slave acts as a
current controller (Dou and Liu 2013). It describes a smart master–slave communica-
tion system that enhances the transient response of the master–slave communication
(Pearline and kamalini; Abinaya et al. 2019). A current sharing bus with low band-
width communication and additional local controllers are included in the distributed
sharing system to exchange information between the inverters (Alkahtani 2019).
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Fig. 17.20 Power sharing methods in Islanding mode. a central sharing, b master–slave and c
distributed sharing

17.4.2.2 Non-communication-Based Method

This method uses no communication to enforce power sharing between parallel
VSIs. The key benefit of this approach is its higher efficiency, lower costs and better
scalability, which makes it a common choice in MGs. Droop-based control methods
are also employed, i.e. P–ω droop/Q–V droop control is employed. The following
are the key drawbacks of these controllers:

(1) The output impedance to resistance ratio has a high dependence on it.
(2) In data transmission, the PQ is poor.
(3) Voltage/frequency deviations.

Thus the control of power sharing is to control among the parallel inverters in
which the control is responsible for the power flow among MG and utility grid. In
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the power sharing control, centralized current control can be obtained from the perfect
current sharing even in the transient situation, no variation in the control organiza-
tion and voltage regulation and various power rating of inverters could be connected
with the structure. The master–slave operation control confirms the effective and
consistent function of the MG in all operating condition. In the case of distributed
control, which shares good current sharing even in the transient condition, minimize
the circulating current and minimize the requirement of communication link. The
method of droop consists of several required structures like stretch ability, compati-
bility, severance and flexibility. It has the advantages of very good reliability, efficient
and various power-sharing and require low bandwidth (Failed 2019).

17.4.3 Secondary-Level Microgrid Supervisory

It handles theMG internal parameter guidelines to theMGand offers set points of low
levels. The common control of the main grid could be attained through secondary-
level control. On behalf of the inexpensive process, consistent and safe of main grid
in twomodes (Islanding andGrid-tied) secondary controller level or main grid Power
Supervision Arrangement (PSA) is typically used. In islanding mode, the secondary
control is the maximum hierarchical level in main grid with minimum bandwidth
communication link and delayed control loops associated to primary control.

There are two types of controls for this. (1) Decentralized controllers using local-
ized variables and (2) Centralized regulators relying on contact linkages to transmit
data from the supervisory control to the controllers provided at the lower level.

17.4.3.1 Microgrid Supervisory Controller for Decentralized Structure

In this structure, the drawbacks in conventional droop control are overcome by
augmented sags and by employing controller for compensating the distributed
system.

17.4.3.2 Centralized Microgrid Supervisory Control

For collecting information and transmitting signals for controlling the power
converter, these controllers depend on a high bandwidth communication networks
and controller provided centrally. In the view of hierarchical management, such
centralized control is implemented on the MG to ensure its reliability (Senthilkumar
et al. 2015). The proposed hierarchical control structure has three levels of control: the
primary level, which includes the controller for converter performance, optimizing
algorithms for sharing power flow, the regulation on secondary level for maintaining
the MG’s potential as well as frequency, and finally tertiary level, which controls
the flow of real and reactive power flow among the main electrical grid and MG.
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Fig. 17.21 AC hierarchical control system block diagram

The schematic diagram of the above-described hierarchical system is presented in
Fig. 17.21.

In order to attain precise sharing of reactive power is an enhanced droop control
scheme has been anticipated, which comprises multi-processes to progress the
sharing of reactive power sharing through regularly changing the voltage bias of the
simulated droop features curve and to bring back the graded rate of the output voltage.
Lesser bandwidth communication links are enough for this kind of controllers.

17.4.4 Tertiary Level of Grid Supervisory Control

Tertiary level is the optimum level of control. This level acts as a current mode
controller that uses communication networks for appropriately communicating
with the operator available on the main grid and also with additional tertiary
level controllers provided on the MGs so as to accomplish optimum reference for
controllers at secondary level. This in turn comprises V/f control and real/reactive
power flow control. Multi-gent scheme (MAS) is MGs’ advanced control struc-
ture is developed to implement a conceptual framework depending on MAS which
could manage stable potential in the meantime maximizing MG’s activity at low
cost. Figure 17.18 illustrates the diagram for the described control structure. It
accomplishes the power flow among MG and the main grid.

FromFig. 17.22, it is seen that this control system comprises three different agents
or levels of control: Unit agents or lower level agents which contains the controller
of the power converter as well as sharing of power, the second agent called as the
middle level coordinated agent comprises the central regulator of the MG and the
third one known as the upper level agent accomplishes the collaborations among
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Fig. 17.22 MAS-based hierarchical control system

the main electrical grid and the MG (Dou and Liu 2013) proposed this MAS agent
control level and this needs communication link to share the data among them.

The grid-tied tertiary control is used to control themagnitude and frequency of the
voltage output. A tertiary level is slower and higher order of the control hierarchical,
where the set points of the level of secondary are provided by this level. In grid
supervisory control level, centralized control strategy is typically used. Therefore,
the communication link is essential to retain the tertiary-level controllers in connect.

17.5 Conclusion

A detailed study of PQ issues and challenges in the SG and MG (both AC and
DC) has been proposed. Initially, the structure of both SG and DC as well as AC
MG has been explained. Various terms related to PQ issues are identified and their
definitions are given in detail. In addition to the above a detailed explanation of each
and every available PQ control, improvement tools and techniques are also discussed.
More focus is emphasized on the various control techniques for enhancing the PQ
has been given. It is to be noted that in SGs, two different technologies based on
active and passive control have been discussed. Different types of filters like active,
passive and hybrid power filters and other devices like Static VAR compensators,
STATCOM, UPCQ, multilevel converter control, etc., are explicitly studied and their
role inmitigating the voltage deviations, voltage sags, voltage swell, flicker, harmonic
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distortion, immunity of new devices in SG, transmission fluctuations, etc., are very
well illustrated. Similarly, theDCMGcontrol andACMGcontrolmethods are deeply
analysed. Extensive elucidation of various control techniques for improving power
flow, power sharing, voltage balancing and regulation, voltage/ frequency deviation
control, improved MG monitoring and control techniques, etc., are presented.

17.6 Future Scope

This work is proposed to be carried out by optimizing any one of the active devices
to be implemented for mitigating the PQ issues in SG.
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Chapter 18
Comprehensive Design of Small Electric
Vehicle for Powertrain Optimization
for Optimum Range with Weight
and Size Reduction

S. Vignesh, Yogesh Krishan Bhateshvar, Mohammad Rafiq B. Agrewale,
and K. C. Vora

Abstract Installing Small Electric Vehicle (SEV) in India can potentially act as
substitute for taxi/cabs in urban areas where new vehicles can’t be deployed consid-
ering traffic and stringent emission norms proposed by the government. To expedite
this, a quadricycle is benchmarked for retro-fitment and new design is proposed for
purpose-built SEV including floor mounted battery pack. Modular electric platform
is also investigated with various iterations in powertrain including the front and rear
mounting possibilities of motor and battery pack, respectively, for retro-fitted one.
Structural stress analysis is performed to find out the maximum possible weight of
the battery pack to fit on the floor for purpose-built one. The concept design has a
tubular structure for chassis and materials for the chassis are varied to mount the
battery pack of weight 200 kg on the floor of SEV. The design of experiments is done
on chassis materials for estimating the lowest possible curb weight of SEV. Based
on modular battery pack design, a maximum of 23% weight reduction is possible
following the curb weight of the Internal Combustion (IC) engine variant of the
benchmarked small passenger car. In electric motor, the parameters of interest are
motor speed, motor torque and motor efficiency where altering the number of poles
leads to maximization in SEV performance. Vehicle parameters such as maximum
speed, vehicle acceleration, final drive gear reduction ratio, and battery pack current
are comparedwith the energy economy of the small electric vehicle. The battery pack
is designed to fit under the front hood of the vehicle, whereas the motor is fitted at
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the rear. The driving range is estimated using Simulink and it is validated with math-
ematical calculation using Peukert method performed in MATLAB. It is concluded
that the designed vehicle with Switched Reluctance Motor (SRM) 6/4 configuration
of 15 kW, 110 Nm is showing enough capability on the replication of urban car
in 2020 targets. For the betterment of range, NCA chemistry is preferred over other
lithium-ion chemistries. This chapter provides a complete look of electric powertrain
for SEV and its design characteristics through retro-fitted and purpose-built one and
its application where electric mobility can be installed seamlessly.

Keywords Small electric vehicle · Retro-fitment · Purpose-built · Concept
chassis · Switched reluctance motor · Battery swapping · Driving cycle · Range

Nomenclature

SEV Small Electric Vehicle
SRM Switched Reluctance Motor
kg Kilo gram
LFP Lithium Ferrous Phosphate
CFRP Carbon Fiber-Reinforced Plastic
CD Drag coefficient
CO2 Carbon dioxide
HWFET High Way Fuel Economy Test
SOH State of Health
NASA National Aeronautics and Space Administration
LMO Lithium Manganese Oxide
LCO Lithium Cobalt Oxide
NEDC New European Driving Cycle
NYCC New York City Cycle
WLTP Worldwide Harmonized Light vehicle Test Procedure
PMSM Permanent Magnet Synchronous Motor
DC Direct Current
CVT Continuous Variable Transmission
GA Genetic Algorithm
Ah Ampere hour
MEET Mahle Efficient Electric Transport
PHEV Plugin Hybrid Electric Vehicle
ANSA Automatic Net generation for Structural Analysis
IC Internal Combustion
NCA Nickel Cobalt Aluminum
BIW Body in White
EV Electric Vehicle
EPA Environmental Protection Agency
SAE Society of Automotive Engineers
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UDDS Urban Dynamometer Driving Schedule
SOC State of Charge
BMS Battery Management Systems
NMC Nickel Manganese Cobalt
LTO Lithium Titanate Oxide
TCO Total Cost of Ownership
ISO International Standards Organization
LA Los Angeles
BLDC Brush Less Direct Current
ECE Economic Commission for Europe
AMT Automated Manual Transmission
DCT Dual Clutch Transmission
CNG Compressed Natural Gas
SUV Sports Utility Vehicle
EU European Union
UNECE United Nation Economic Commission for Europe
AISI American Iron and Steel Institute

18.1 Introduction

Floor battery packs are quite common in electric vehicles. The battery pack is usually
mounted in between front and rear axle for making provisions of skate board-type
electric vehicle chassis architecture. There is enough ground clearance given in
mounting the battery pack on the floor. Due to this, the wheelbase tends to be longer
and hence the cars have lower ground clearance (Luccarelli et al. 2014). In general,
the weight of the Body in White (BIW) is in the ratio of 1:4 times the curb weight
of the vehicle. For example, the Renault concept has a curb weight of 800 kg and its
BIW weighs 200 kg (Lesemann et al. 2013). Tesla introduced the skateboard type of
arrangement where the motor is mounted on either the front or rear axle depending
on the drive train configuration. The battery pack is mounted in between the front
and rear axles. SEVs have a smaller wheelbase than full-size sedans. But due to lack
of literatures on scalable battery pack the research is very few. Hence, this chapter
brings out the need of scalable battery pack in SEV.

The chapter is organized in the following sequence as given in Fig. 18.1. SEV
preparation from the scratch requires the material selection for the chassis needs
to be done followed by the projected weight of the chassis and its stress analysis
and corresponding mathematical validations. Road load coefficients and its signifi-
cance on distance traveled by the SEV is studied. In SEV, installing a battery pack
which caters a minimum of 200 km range is tedious task considering the volume
availability. Hence, this chapter also deals with the proposal of modular design of
battery packs which can be scaled according to powertrain requirements. In addi-
tion to this, battery chemistry for lithium ion (Lithium Ferrous Phosphate (LFP),
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Fig. 18.1 Graphical abstract

Nickel Cobalt Aluminum (NCA)), metal air, lithium polymer, lead acid, and nickel
metal hydride were considered for range estimation of the proposed SEV. This is
followed by the implementation of reduction ratio to the drive axle by including
the power transmission concepts applicable to electric vehicle. Motor operating
voltage will have significant contribution in altering the performance of an elec-
tric vehicle. Hence, the reduction ratio applicable for various operating voltages is
studied for the proposed SEV. Battery pack optimization is carried out based on
the volume availability, specific energy catered by the battery pack, and expected
range to be delivered by the vehicle. Once the powertrain specification is finalised
for the proposed SEV, vehicle level simulation is carried out in EV reference appli-
cation from MATLAB/Simulink for range estimation and performance monitoring
at different driving cycles. The whole outcome of this chapter is to study the signifi-
cance of modular electric powertrain design possibilities for the SEV under various
iterations proposed on the battery pack. Based on this analysis, it is observed that
a quadricycle can fulfil the urban mobility requirements when considered for elec-
trification and offers a minimum range of 200 km when SRM 6/4 configuration is
preferred with lithium-ion battery pack with NCA composition. The contribution
and novelty of the proposed work are as follows:

• Mathematical model for the benchmarked vehicle for retro-fitment and purpose-
built one.

• Concept design for purpose-built SEV chassis and its structural stress analysis.
• Empirical analysis of road load coefficients corresponding to small electric

vehicle.
• Modular electric platform proposal with 48, 72, and 192 V system voltage and its

corresponding gear ratio requirements.
• Scalable battery pack configuration in purpose-built SEV.
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Fig. 18.2 Flow of work in
this chapter

• Powertrain behavior of the proposed SEV through driving cycle Indian Driving
Cycle (IDC), NEDC (New European Driving Cycle), Worldwide Harmonized
Light vehicle Test Procedure (WLTP).

The flow of the proposed work is given in Fig. 18.2.

18.2 Materials for SEV Chassis

Mass of the chassis is an integral part of the curb weight of electric vehicles. In the
past, chassis members are flexible. Now there is an increase in structural rigidity
that demands good structural stiffness and excellent material properties. Lowering
the weight of the chassis reduces inertia and simultaneously the performance of
the vehicle can be improved. Ladder chassis is used in heavy vehicles and space
frame (the tubular structure is preferred) is used in recent days. Chassis generally
designed to keep a 200 kg battery pack on the floor. The wheelbase of 1800 mm is
pre-determined to fix the length of the vehicle as 2700mm for quadricycle having two
seats. The width of the chassis is 1515 mm. It is made up of American Iron and Steel
Institute (AISI) 1020 and the weight of the chassis is 84 kg (CarlosGertz et al. 2014).
Stress analysis of the ladder frame is carried out using the finite element method.
Alloy steel is preferred again which has a yield strength of 620 Mpa. This chassis is
designed to carry 860 kg of load including motor, battery, passengers (Kristyadi et al.
2017). AISI 1018 is preferred for electric car chassis which has an ultimate strength
of 634 Mpa. Chassis is analyzed for the payload of 1.5 kN. Moreover, it withstands
70 kg of the load before the actual deformation occurs (Taufik et al. 2014). The
structural modifications in the chassis can be carried out by modifying the double
ladder in to single ladder. But it requires the suspension should be connected strongly
to the chassis made up of mild steel. One tonne of weight load applied on the carrier
of the electric vehicle which is intended to carry goods, 1200 N is applied to the
driver’s cabin, and 300 N is applied to the battery pack region (Arun et al. 2019).
Materials allocated for electric vehicle chassis can be steel, alloy steel, aluminum.
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Lightweight chassis requires the material should have high yield strength at the same
time low density. Aluminum is a recent entrant in the automobile industry where it is
used to make body panels, bumpers. Al 6061 T4, Al 6063 T4 can be used to design
the chassis for the electric vehicle. The factor of safety is pivotal in the sense of an
increase in the factor of safety increases the cost of productivity. Hence, generally the
factor of safety is kept between 1 and 2. If the factor of safety is low then deformation
of the chassis is likely to be high (Koumartzakis et al. 2017).

Quadricycles belong to L7E offers a minimum of 150 km range with 16 kWh.
When it comes to drivetrain, the requirements are as follows:

• Vehicle weight of less than 600 kg.
• Vehicle acceleration of 0–100 km/h in 10 s.
• Electric range more than 150 km.
• The energy efficiency of less than 80 Wh/km.

Based on this target, vehicle weight holds the key factor if there is a compromise
between performance and range. Carbon Fibre-Reinforced Plastic (CFRP) Al space
frame structure is used in the Epsilon quadricycle concept (Stein et al. 2016). While
selecting the alloy steels, the ultimate strength should be given more importance.
A vehicle that weighs 420 kg is designed in CATIA V5 R 18 and stress analysis
is carried out using structural alloy, magnesium alloy, and aluminum alloy. Out of
these three, magnesium weighs the lowest courtesy low density. It is observed that
the weight of the chassis downs by a factor of 4 when it is made of magnesium alloy
than steel. One hundred and seventy-five kilograms are allocated for the battery pack.
The factor of safety considered is 1.25 stress values are lesser in magnesium alloy
(Singh and Chauhan 2017).

Battery pack voltage is a major contributor in deciding the width of the battery
pack. Packaging issues are severe when the battery pack voltage is higher. Subse-
quently in SEV, the floor battery pack is tedious when the chassis structure is mono-
coque. This is one of the major obstacles for retro-fitment of an electric vehicle with
a floor battery pack. The modular design of the battery pack allows the battery pack
voltage can be scalable according to the vehicle requirements. The space frame struc-
ture is more flexible than monocoque hence it is always preferred for scalable battery
packs (Patel and Kumar 2017). Crashworthiness demands more strength from elec-
tric vehicle chassis in the event of a crash. High-performance composite materials
can be used as chassis materials (Wismans et al. 2011).

Some of the electric vehicles are dedicatedly designed for racing applications.
Shell Eco-Marathon is one such race where the electric vehicle is designed according
to the guidelines given in the Shell Eco-Marathon competition. At the rear end
AISI 9000 steel is used and Aluminum 6082-T6 series is preferred. Automatic Net
generation and Structural Analysis (ANSA) pre-processor is used in solving the finite
element model (Tsirogiannis et al. 2019).

Due to the increase of traffic in cities, shared mobility is touted as the successor
among personal vehicle usage. Recent advancements in shared mobility concepts
merged OLA with Mahindra for producing electric vehicles that can be used for
urban mobility. The modular vehicle weighs 500 kg. A 30 kW electric motor is used
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which has a peak power of 90 kW. Battery capacity is 4.62 kWh and has a voltage of
77 V (Maryniuk 2017). This chassis is benchmarked for the concept design in this
paper.

Hu-Go is a quadricycle which weighs 257 kg including batteries. Its energy
consumption is 51 Wh/km whereas Renault Twizy consumes 70 Wh/km though
placed in the same L7E category. With reduced weight, the battery capacity required
is just 5.1 kWh for a 100 km range. Space constraints can be addressed by mounting
the batteries on the floor (Tanik and Parlaktaş 2015).

18.3 Road Load Coefficients

Chassis dynamometer is an equipment used tomeasure the road load forces associated
with the vehicle prone to testing where simulation of actual road profile is also
possible. The results of this test give three coefficients say A, B, and C or in some
works of literature it is mentioned as F0, F1, and F2. Also, there will be deviations
in the vehicle specifications when the tests are carried out for getting type approval
and the tests carried out in an actual vehicle. Coast-down tests are performed in order
to measure car’s total load. The outcomes of the coast-down test is used to predict
the car’s fuel economy and later it can also be used for certification purposes. The
term road load can be termed as the force needed to propel at constant speeds from
neutral gear on a given flat road.

Driving cycles are used to quantify the car’s emission level and fuel consumption
on a roller test bench. This bench consists of a dynamometer that caters driving
experience applicable on a real road. The key aspect on roller test bench is that force
acting on the dyno (Fdyno) is not equal to the force acting on the vehicle (Fvehicle). The
real-time loads acting on the vehicle can be simulated by the rollers in a test bench.
Usually, the resistance of the car is taken as twice in order to include vehicle losses
(Norrby 2012).

18.3.1 Significance of Road Load Coefficients

The driving range of electric vehicles varies according to traffic conditions, driving
cycle, rolling resistance, aerodynamic resistance, slope angle, and wind speed. If the
car satisfies United Nations Economic Commission of Europe (UN ECE) 101 stan-
dards, then the vehicle is termed as a pure electric vehicle. Courant is the passenger
vehicle, based on the standard version of the engine ignition. Battery charging time
is 12–14 h. The economical speed to get 150 km range is 40 km/h, whereas the
maximum speed is 85 km/h (Gis et al. 2012). When the vehicle is tested for fuel
economy it is recommended to estimate the aerodynamic, gradient, rolling loads
associated with the vehicle. Failing to do so leads to a violation of the Environmental
Protection Agency (EPA) norms. Dynamometer settings are of two types. The first
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one deals with the estimation of road load forces under controlled test conditions. The
secondone involves the determinationof deviations betweenon-road tests and chassis
dynamometer tests. In other words, the second one encompasses the correction factor
to compensate for the deviations between actual and simulated ones (Determination
and Use of Road Load Force and Dynamometer Settings 2015). The fuel economy of
an electric vehicle can be enhanced by decreasing the weight of the vehicle. Rolling
resistance can be reduced by installing tires with lower rolling resistance coefficient.
The value 0.009 seems to be ideal but in practical 0.011–0.015. Aerodynamic resis-
tance can be reduced by reducing the coefficient of drag (CD). CD value of 0.25–0.3
seems to be perfectly aerodynamic one even though the cars whose CD is less than
0.25 is also available in the market (Kühlwein 2016).

Coasting the vehicle is possible using the vehicle’s kinetic energy. The equation
of motion for deceleration is given by

m · b · δ = −Fb (18.1)

where m is the mass of the vehicle (kg).
b is the deceleration (m/s2).
δ is the rotational inertia (1.03–1.04 times the mass of the vehicle).
Fb is the braking force (N).
The braking force is given by

Fb = Gv · f · cosα ± Gv · sin α + 1

2
ρCDA · v2 (18.2)

where Gv is the vehicle gravitational force.
f is the rolling resistance coefficient.
α is the slope angle.
ρ is air density (kg/m3).
CD is the aerodynamic drag coefficient.
A is the vehicle frontal area or projected area (m2).
v is the velocity of the vehicle (m/s).
When the vehicle is moving up the gradient, the gradient resistance is positive

and vice versa for moving down the gradient (Barta et al. 2018).
While predicting the range of electric vehicles, the accuracy is of prime impor-

tance. Simulation software is employed to estimate the vehicle performance, fuel
economy, and emissions tests. Such software is often used to reduce the cost instead
of building prototypes to carry out the tests. Those testswere performedonMitsubishi
i-MEV, BMW i3, Nissan leaf EV, and Ford Focus EV. The road load coefficients
of the same are estimated through chassis dynamometer tests and the results were
compared with the simulation of such tests performed in ADVISOR (Humphries
and Morozov 2016). Theoretical estimation of the coast down coefficients are also
possible with certain vehicle dynamics equations. Data acquisition systems are used
in coast-down tests. Acquisition errors along with errors in wind speed, road slope
are the reasons for poor accuracy in coast-down results (Preda et al. 2010). Fuel
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consumption is usually notified in terms of litres per 100 km and CO2 emissions
are given in grams per litre. While simulating the vehicle on a roller test bench,
vehicle speed is the key factor. This is performed based The road load curve gives
the measure of vehicle performance. Hence, the estimation of road load curve is
crucial in compliance with legislative norms (Kadijk 2012). Hence, there exists type
approval and realistic specifications of the test vehicle.

18.4 Modular Battery Pack Design

Battery capacity is not the only factor that influences the range of the electric vehicle.
In addition to that vehicle weight, the size of the electric motor also plays an instru-
mental role in determining the range of electric vehicles (Mruzek et al. 2016). Society
of Automotive Engineers (SAE) J1263 norms were followed while conducting road
load estimation tests. The atmospheric temperature should fall in the range of 5°–38°
C. Minimum five runs should be conducted and the weighted average is taken for
road load coefficients (Wishart and Diez 2015). The default driving cycle will be
Urban Dynamometer Driving Schedule (UDDS) and High Way Fuel Economy Test
(HWFET) according to SAE J1634. Dynamometer tests are conducted according to
SAE J1263 (Implementation of SAE J1634 1997). In this paper while estimating the
braking distances, thinking distance, and stopping distance is calculated at speeds
in 10 km/h increments (https://www.highwaycodeuk.co.uk/answers/what-is-the-sto
pping-and-braking-distance-of-a-car).

Most of the vehicles built today are of monocoque chassis structure, where the
body and chassis are unitized together. When mounting batteries on the floor, this
type of chassis is not recommended for SEV. Therefore, there is a need to propose
the front and rear mountable battery pack for SEV’s.

The modularization of battery packs is the need of the hour in the electric vehicle
segment. Themotors selected for an electric vehicle has unique voltage requirements.
Hence, to satisfy motor voltage, the battery pack should be scalable enough. Apart
from basic design requirements, the cost and the life of the battery pack are the other
parameters that decide the suitable battery pack. The battery pack should possess
better heat transfer characteristics. The influential parameters apart from heat transfer
are the design of the battery thermal management system and packaging architecture
(Arora et al. 2018). Hence, there is a need for suitable battery architecture which
supports the space available in SEV.

Lead–acid batteries are cheap and mature technology. Lithium-ion has several
advantages than lead–acid in terms of specific energy and energy density (May et al.
2018). Lithium-ion drives the battery market today extensively for electric vehicles
other than batteries for laptops, mobile phones.When it comes to the electric vehicle,
the range is the primary factor. Low cost and long life are the secondary factors
that drive in synchronous with electric vehicle promotion in urban mobility. The
willingness to pay ratio for the additional range is very low in India compared with

https://www.highwaycodeuk.co.uk/answers/what-is-the-stopping-and-braking-distance-of-a-car


452 S. Vignesh et al.

emerging countries. Because of space constraint and lower specific energy of lead–
acid and nickel metal hydride, they are not preferred in SEV’s. Hence, the potential
customers to support range, low cost, and higher specific energy are lithium–sulfur,
zinc-air. Cost-wise lithium–sulfur is cheaper than zinc-air.Metal-air batteries possess
the capability of catering higher range than current lithium-ion battery technology.
It is projected that lithium–sulfur seems to be an ideal replacement for lithium-ion,
whereas metal-air batteries are still in the developing stage (Cano et al. 2018). When
the electric vehicle is in use, the battery pack life deteriorates over a period. There
the discussion about the second use of batteries is valid. However, due to the lack of
literature about used batteries and its applications such as grid connectivity, stand-
alone houses the life cycle analysis is not enough to predict the best battery pack
(Bobbaa et al. 2018).

Battery performance is measured by the State of Charge (SOC), State of Health
(SOH), and the number of life cycles possible in the battery before it starts to degrade.
Cell-to-cell variations has to be analyzed since small changes exist in the cell that can
be identified easily by the BatteryManagement System (BMS) (Dubarry et al. 2018).
Gaussianmodel is available to predict the battery SOC, SOHwith a root mean square
value of 4.3%.NationalAeronautics and SpaceAdministration (NASA)Randomized
battery sheet is used for primary data about the battery datasets (Richardson et al.
2018). Zinc-air battery can be used as a secondary power source for lithium ion. It
has a longer life span than lithium ion (Sherman et al. 2018). Increasing the battery
capacity of a battery pack certainly reflects an increasedweight of the electric vehicle.
The energy economy can be expressed by the number ofWatt-hours required to travel
unit km. The economic vehicles were Renault Twizzy (67.8 Wh/km), Tazzari Zero
(87.9 Wh/km), and Renault Zoe ZE22 (93.6 Wh/km). Currently, Tesla Model S has
a longer range courtesy to 100 kWh battery pack which weighs 600 kg. The battery
packweight is almost equal to the curbweight of SEV.However, the energy consump-
tion of the Tesla Model S is 199.5Wh/km. Hence, the battery pack weight influences
the range of electric vehicles (Berjoza and Jurgena 2017). The battery chemistries
of lithium ion involved in automotive applications are Lithium Ferrous Phosphate
(LFP), LithiumNickel Cobalt Aluminum (NCA), LithiumNickelManganese Cobalt
(NMC), LithiumManganese Spinel (LMO), and Lithium Titanite (LTO). The promi-
nent chemistry in consumer applications is Lithium Cobalt Oxide (LCO). Out of the
various lithium chemistries, LFP and NMC have a good balance in terms of cost,
safety, specific power, specific energy, life, and performance. A 15 kWh battery
pack is common in India. The cost of a 15-kWh battery pack in 2018 is reduced by
65% when compared with the cost in 2009. Further, the infrastructure required for
charging the electric vehicle is in the development stage and hence while charging
the electric vehicle, a part of infrastructure costs are also added to the customer.
Research is still in progress, on reducing the Total Cost of Ownership (TCO) of elec-
tric vehicles (Dinger et al. 2010). Even though lithium-air has a higher theoretical
specific energy of 3458 Wh/kg, achieving this in practice is difficult. It is projected
that urban cars in 2020 will be having 675 kg curb weight, having a battery weight
of 175 kg which fuels up to 225 km. This equates to 500 kg weight is distributed
between BIW, Motor, Transmission system, and miscellaneous components in the
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electric vehicle. In developing countries, SEV’s play a pivotal role in shifting to elec-
tric mobility. Currently, lithium-air batteries have a lower depth of discharge of 1000
mAh/g and lithium–sulfur is closer to industrialization since the C-Rate matches
with lithium-ion (Lampic et al. 2016). The driving pattern of electric vehicles can
impact the range as visualized by a 30% decrement in energy consumption for the
NEDC driving cycle when the operating point is tilted towards the economy. Soon
lithium–sulfur is one of the battery packs which propel electric vehicles (Othaganont
et al. 2016).

To improve the range, battery pack design is the main factor. Employing a 24-
kWh battery pack in the electric vehicle for a 50 km daily commute is like investing
the surplus amount of energy into it. Hence, the appropriate size of the battery pack
proposed for the right purpose makes electric vehicles successful. In modularization,
the customer decides the capacity of the battery pack according to their commute
(Mruzek et al. 2014). In India, a study was conducted on electric vehicle road maps
and scenarios. The key findings include:

• Battery technology is gearing up for drastic improvement which involves cost
reduction and improved specific energy.

• Electric 2 wheelers and cars are comparable to conventional vehicles, but lack of
charging infrastructure is still a concern.

• Transport demand is expected to improve soon.
• Higher penetration of electric vehicles increases electricity demand (Shukla et al.

2014).

18.5 Energy Economy in Electric Vehicles

Electric vehicle range can also be referred as energy economy of the vehicle. When
the vehicle is being tested, the parameters such as pressure, temperature, and velocity
are influential in determining the fuel economy of the vehicle according to the stan-
dards published by SAE, ISO. The real-time ambience is completely different when
compared to the testing standards and testing conditions. In such cases, there is
a variation in the driving range is observed between the real-time conditions with
respect to the tested ones under controlled conditions. In order to predict the fuel
economy of the vehicle under such conditions requires an engineering model to be
proposed, especially for the controlled testing conditions. O. Karabasagolu et al.
used UDDS, US-06, HWFET, NYCC, and LA-92 driving cycles in order to predict
the fuel economy. (Karabasoglu and Michalek 2013). Specific energy consumption
of a four-seated passenger car lies around 84 Wh/km. Though the driving cycle is
varying with respected to the testing conditions, it will vary the energy consumption
of the vehicle. For a low-powered passenger car (power <10 kW), the range of 70–
95 km is obtained at various driving cycles with the maximum speed being 117 km/h
and usable battery pack capacity of 6.54 kWh (Saxena et al. 2020). In the case of
urban mobility, the range of 100 km is still hovering due to electrical accessories
usage consumption. Design criteria do matter a lot when it comes to low-speed or
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high-speedvehicle applications. Thus, the performance parameters such asmaximum
speed, torque, gradient, and vehicle acceleration varies according to the driving cycles
(Barlow et al. 2009). Chassis dynamometer offers testing at vehicle level and also it
caters a good validation by simulating the on-road conditions. Testing agencies do
follow different protocols for vehicle testing along with its validation (Type I test On
S.I. engines, CNG, LPG and diesel engine vehicles (Verifying the average tailpipe
emission) of gaseous and particulate pollutants 2018). Increment in battery capacity
will lead to increment in battery pack weight. The specific weight coefficient of the
battery pack is given by

K = mbatt

mEV
(18.3)

where, K is the specific weight coefficient,
mbatt is the mass of the battery pack (kg),
mEV is the mass of the electric vehicle (kg).
Renault Twizzy has specificweight coefficient of 67Wh/km,whereas TeslaModel

S has specific weight coefficient of 199Wh/km (Berjoza and Jurgena 2017). Driving
cycle testing time and distancewill have a significant call over CO2 emissions (Ciuffo
et al. 2017). World Harmonized Driving Cycle can be supported in having a common
driving cyclewhich shall be considered in all terrain and driving conditions (Tutuianu
et al. 2014).

A small electric vehicle having a weight of 800–900 kg is supported by a 30 kW
SRM having a peak torque of 110 Nm was explored by S. Kachapornkul et al.
(Kachapornkul et al. 2007). This paper closely follows the powertrain requirements
fixed by S. Kachapornkul et al. Since the speed requirement is different for various
driving cycles, SRM only fulfills the maximum speed criteria among BLDC, PMSM.
This led to the finalization of electric model having SRM with 15 kW nominal and
30 kW peak power requirements. Battery placement is often being front hood or
rear hood in SEV. Since the motor is mounted on the rear axle, the rear wheel drive
configuration is preferred in mass production. LFP cells of three layers (18,650)
shown in Figs. 18.1 and 18.2; 86.4 Ah, is placed in three layers under the front hood.
Considering an SEV, the maximum car width is having around 1.5 m of width for
battery pack placement. Driving cycles are altered using simulink platform where
the battery capacity of 13.264 kWh is usable from a pack capacity of 16.58 kWh.

18.6 Electric Vehicle Transmission

Electric vehicle is gaining much attention in the automotive industry. Majority of
the vehicles have single stage reduction ratio. The motors used in the vehicle have
the sufficient thrust to propel basic needs of an automobile. It is the transmission
system which makes the motor to operate in optimum speed and the vehicle speed
can be matched to meet the driving requirements (Hofman et al. 2016). Multi-stage
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transmission will improve the energy economy but the vehicle purpose has to be
clearly defined. It widens the range of electric vehicle operating zone. Transmission
system acts as torque amplifier for electric vehicles. Motor controller is of prime
importance in such a way that drivability can be improved (Zhou et al. 2012). IC
engines requires gear box to amplify the torque requirements since the torque is
comparatively low when compared with electric motors. Reduction ratio depends on
the vehicle application and road profiles. By 2030, it is forecasted as 41% of battery
electric vehicles will be on the road across the globe (https://www.ngevehicles.com/
ev-technical/driving-into-2025-the-future-of-electric-vehicles.html).

18.6.1 Background in Transmission System

Two-speed transmission systems are becoming popular recent days due to their
improved energy economy over single-speed one. Vehicle parameters such as mass,
drag coefficient, gradient, and frontal area are instrumental in determining the power
required by the motor. Battery pack defines the finite distance traveled by the vehicle
in between two successive charging. Two-speed transmissions have better energy
economy than single stage one. For small electric vehicles, single-speed transmis-
sion is enough to meet the driving requirements (Lu et al. 2017). Driving cycle
contributes a significant part to the vehicles energy economy. Economic Commis-
sion of Europe (ECE) R 15 is such a cycle defined for urban mobility has a maximum
speed of 50 km/h. Vehicle parameters can be fixed through driving cycle. The power
consumed by the motor for propelling the vehicle on a gradient requires the power
to be catered over a period of time. Hence, the motor should be capable of providing
the required thrust for a period of time. For small electric vehicles, it is better to
choose the motor with lower nominal torque and short time overloading (Prochazka
et al. 2015). Downsizing of the motor and battery pack can be possible only if
the vehicle have good transmission system. It indirectly correlates to the need of
multiple speed transmission system. Vehicle kerb weight is also one of the deciding
factors that assume the need of multiple speeds (Chander et al. 2018). Motors can
generate maximum torque at low speeds and it can propel the vehicle at rest with
ease than IC engine.Most of the small electric vehicles are coupled with single-speed
transmission. Two-speed transmission systems can improve the functionality of DC
motor-based traction system. Thus, the motor selection for small electric vehicle is
critical here (Mahala and Deb 2011). Small electric vehicles sales are quite high
in foreign countries like Japan, South Korea, etc. In small passenger cars segment,
Nissan leaf and Renault ZOE are popular. BMW is selling smaller electric vehi-
cles first before stepping in to SUV’s and sedans but Audi and Mercedes have their
own platform (https://www.ngevehicles.com/ev-technical/driving-into-2025-the-fut
ure-of-electric-vehicles.html). The automatic transmissions currently used in electric
vehicles include Automated Manual Transmission (AMT), Dual Clutch Transmis-
sion (DCT), and Continuously Variable Transmission (CVT). Optimization of gear
ratios can be done through Genetic Algorithm (GA) approach (Yin et al. 2017). For

https://www.ngevehicles.com/ev-technical/driving-into-2025-the-future-of-electric-vehicles.html
https://www.ngevehicles.com/ev-technical/driving-into-2025-the-future-of-electric-vehicles.html
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small electric vehicles, single-speed transmission is typical assumption. Multi-speed
transmission is not recommended due to increased weight and cost (Faid 2015).
Small electric vehicles have lower reduction ratio and torque from the motor is
maximum. This increases the size of the motor to a certain extent. In the same page,
increasing the reduction ratio to a larger value increases motor speed and power loss
also increases by a margin (Isobe et al. 2011). Mileage of electric vehicles ranges
from 110 to 480 km based on the battery capacity installed. In small electric vehi-
cles the space availability of keeping the batteries is low. Motor characteristics are
important in defining the reduction ratio of small electric vehicle. To ensure top speed
the reduction ratio of the vehicle is kept small and making the motor to run at its
maximum efficiency. The final drive ratio will be in the range of 1–4 for such small
reduction ratios (Xin and Chengning 2017). Higher the speed of the vehicle, it is
recommended to keep multiple gear ratios for the IC engine powered and electric
vehicles. If the purpose of vehicle is meant for urban mobility, then higher speeds
are not recommended. Hence, single-speed transmission is justifiable at this moment
(Parkinson 2016).

18.7 Motor Voltage and Transmission-Related
Optimization for SEV

In this paper, benchmarking is carried out on small passenger car. It is converted
to motor powered vehicle by defining the power required by the motor. Battery
calculations are performed by keeping the constraints of battery weight less than
150 kg and space availability in the front and rear boot. Retro-fitment is given higher
importance hence the battery pack has to be placed either at the front or at the back.
The motor voltage is varied for 48, 72, and 192 V operating system. Gear ratio is
changed accordingly by keeping the maximum torque of the motor to match with
Indian Driving Cycle requirements. Analysis is carried out for the small electric
vehicle moving on flat road as well as at a constant gradient of 5°. This value is
much higher than what is declared in the driving cycle. Even in driving cycles also
the maximum gradient is applicable for finite amount of time.

Motor selection is based on rated power and peak power required by the small
electric vehicle. Voltage is adjusted by matching the gear ratio with the driving cycle
requirements. It is followed by the analysis of instantaneous motor voltage, torque,
speed, and current for the driving cycle imposed. Battery pack is proposed for lithium
ion cylindrical cell having LFP chemistry. Weight of the battery pack is compared
for the motor voltages defined in this paper. Weight distribution is given higher
importance since retro-fitment is proposed.

The specifications of small gasoline passenger car are given below:

• Power = 9 kW
• Engine = 220 c.c. single cylinder
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• Fuel economy = 35 km/l for petrol and 43 km/kg for Compressed Natural Gas
(CNG)

• Kerb weight = 450 kg
• Max speed = 70 km/h
• Dimensions = 2752 × 1312 × 1652 mm
• Projected area = 2.16 m2

• Wheel base = 1925 mm
• Wheel track = 1143 mm
• Turning circle Radius = 3.5 m
• Front storage capacity = 60 L
• Center storage capacity = 95 L
• Rear storage capacity = 44 L
• CO2 emitted = 66 g/Km
• Tyre size = 135/70 R12 Tubeless.

For converting this benchmarkedvehicle to electric one, tractive effort calculations
are carried out.

18.7.1 Rolling Resistance

Fr = frmg cosα (18.4)

f r is rolling resistance coefficient of tyre;
g is acceleration due to gravity (m/s2);
α is road slope (rad);
Rolling resistance coefficient = 0.0136 × (0.40 × V2 × 10–7);
Coefficient of friction = 0.4 and 0.7 for wet and dry roads;
f r = 0.0137 for wet roads and 0.0139 for dry roads;
m = 719 kg;
g = acceleration due to gravity = 9.81 m/s2;
Rolling resistance = 0.0139 × 719 × 9.81 = 96.631 N.

18.7.2 Aerodynamic Resistance

Fair = 1

2
ρCd A f (v)2 (18.5)

ρ is the air density (Kg/m3);
Cd is the aerodynamic drag coefficient;
Af is the frontal area;
v is the vehicle speed (m/s);
Cd = 0.455;
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Af = 2.233 m2;
V = 13.88 m/s;
ρ = density of air = 1.21 Kg/m3;
Aerodynamic resistance = 0.5 × 1.21 × 0.455 × 2.233 × (13.88)2 = 118.422 N.

18.7.3 Gradient Resistance

Fg = mg sin α (18.6)

α = 13%;
Gradient resistance = 719 × 9.81 × sin (13%) = 859.158 N.

18.7.4 Road Load

max = Fx − Fr − Fair − Fg (18.7)

ax is vehicle longitudinal acceleration in m/s2;

Fx is the propelling force at wheels in N;
Fr is the rolling resistance;
Fair is the aerodynamic resistance;
Fg is the gradient resistance.
Propelling force at wheels = Fx

Fx = frmg cosα + 1

2
ρCd A f (v)2 + mg sin α + max (18.8)

18.7.5 Resistance Summary

Rolling resistance = 96.631 N.

Aerodynamic resistance = 118.422 N.

Gradient resistance = 859.158 N.

Acceleration resistance = 445.061 N.
For estimating the rated power of motor, rolling resistance, aerodynamic resis-

tance, and acceleration resistance is accounted. While computing peak power,
gradient resistance is also included.

Prated = (96.631 + 118.422 + 445.061) × 13.88 = 9.162 kW
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Ppeak = (96.631 + 118.422 + 445.061 + 859.158) × 13.88 = 21.085 kW

Based on the tractive effort calculations, it is observed that the rated power is
9.162 kW and peak power is 21.085 kW. This power will vary according to the
driving cycle considered. The motor selected should support the rated power and
peak power required by the vehicle.

18.7.6 Motor Selection

Switched Reluctance Motor (SRM) has wide speed range and high torque density.
It also has reasonable power density for small electric vehicle. SRM has different
configurations of stator and rotor poles. For 15 kW rated power, 6/4 and 8/6 config-
uration was considered in this paper. The peak torque of 8/6 is low when compared
with 6/4. Hence, when 8/6 SRM is employed in real driving conditions the peak
torque may not be sufficient to propel the vehicle under stiff gradients. Therefore,
SRM 6/4 configuration is considered in this paper. The specifications of SRM is
given below(Maryniuk 2017):

• No. of poles on Stator = 6
• No. of poled on rotor = 4
• Rated power = 15 kW
• Peak power = 30 kW
• Torque = 110 Nm
• Voltage = 192 V
• Speed = 10,000 RPM.

The driving cycle considered in this paper is Indian Driving Cycle. It is depicted
in the Fig. 18.3.

18.7.7 Gear Ratio Design

ωw = vw

r
(18.9)

where ωw is angular velocity of the wheel in rad/s;
vw is vehicle velocity in m/s;
r is wheel radius in m.
The angular velocity of the wheel is calculated instantaneously for Indian driving

cycle. Wheel torque is the product of tractive force and wheel radius. Hence, it is
given by

Tw = FT R × r (18.10)
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Fig. 18.3 Indian driving cycle for 2, 3 wheelers

where Tw is the wheel torque in Nm;
FTR is the tractive force in N;
r is the wheel radius in m.
Angular velocity of motor is given by

ωm = G × ωw (18.11)

where ωm is the angular velocity of the motor in rad/s;
G is the gear ratio;
ωw is the angular velocity of the wheel in rad/s.
Motor speed is calculated from the following equation:

Nm = ωm × 60

2π
(18.12)

where Nm is the speed of the motor in rpm.
Motor torque is given by

Tm = ωw × Tw

0.98 × ωm
(18.13)

Here, the gear efficiency is assumed as 98% and
Tm is the motor torque in Nm.
Motor Power can be calculated by

Pm = Tm × ωm (18.14)

Here, Pm is the motor power in Watts.
For calculating the motor voltage, stroke angle and Psi peak are required.

According the motor specifications, stroke angle is 0.5233 and Psi peak is 0.44.
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Table 18.1 Comparison of motor system voltage

Voltage (V) 48 72 192

Gear ratio 1.25 1.9 5

Maximum constant gradient (degree) 5 5 5

Motor peak power on flat road (kW) 2.5 2.5 2.5

Motor peak power on gradient (kW) 9.6 9.6 9.6

Motor torque on flat road (Nm) 42 28 11

Motor torque on gradient (Nm) 110 110 110

Motor current on flat road (A) 50 33.54 12.35

Motor current on gradient (A) 127.48 127.48 127.48

Hence, the motor voltage is given by

Vm = Psi peak × ωm

Stroke angle
(18.15)

Clearly, fromTable 18.1, variation inmotor system voltage doesn’t affect the rated
power and peak power consumed by the motor. If the system voltage is increased
then in order to support the driving cycle, gear ratio have to be increased. Maximum
constant gradient also doesn’t depend on system voltage but it has direct relationship
with motor torque and current. At level roads the scenario is different. The peak
values of motor torque and current are same when the system voltage is varied. At
lower voltages, increase in motor current increases the heat generation in the system.
Hence, motor insulation should be given properly. Motor current and torque has a
direct relationship between them. Even though motor is capable of providing high
torque, increase in motor current increases the heat generation.

18.7.8 Effects on Battery Pack

As the motor voltage and battery voltage are same, placing cells in series for 48, 72,
and 192 V system is applicable in small electric vehicle on both front and rear boot
space available; 192 V is the maximum voltage possible for a small electric vehicle
having width less than 1.5 m. Hence, the battery voltage also limited to 192 V.While
connecting the cells in parallel, front boot supports up to 94.5 Ah, i.e., keeping three
layers in the battery pack. In this system, the first layer consists of 40.4 Ah (15 cells
in parallel), second layer contributes 32.4 Ah (12 cells in parallel), and third layer
contributes 21.6 Ah (8 cells in parallel). The number of cells placed in parallel is
getting reduced as no. of layers in the battery pack got increased. This is due to the
phenomena of vehicle aerodynamics at the front.

At rear 216 Ah is possible with four layers of battery pack by keeping 20 cells
per layer. Tata Tigor has 216 Ah battery pack. But keeping 216 Ah battery pack at



462 S. Vignesh et al.

the rear boot increases the battery weight as well as it affects the vehicle dynamics
also. For retro-fitment purpose, keeping battery pack at the rear will change the drive
configuration. Hence, rear battery pack is not recommended.

18.7.9 Weight Analysis for Battery Pack

In this analysis, the battery considered is LFP 3.6 V 2.7 Ah cylindrical cell. Motor
voltage is varied and the projected battery weight is estimated is depicted in Table
18.2

For keeping battery pack at the front higher system, voltage is recommended to
get a decent range. If the battery pack is placed at the rear boot, then lower system
voltage is good otherwise the battery pack weight will increase and also weight
distribution is affected. Indian electric cars have low system voltage but they offer
a decent range through floor mounted battery pack. In retro-fitment, floor battery is
not recommended as it disturbs the existing monocoque chassis structure.

18.8 Battery Pack Selection and Optimization for SEV

Fitting a battery pack in small electric vehicle which will cater a range of 200 km
per charge is a challenging task considering the dimensions available for mounting
the battery pack. In retro-fitment scenario, the battery pack can be mounted at the
front end by taking care of vehicle aerodynamics and also the volume constraints
possessed by the front hood. The battery pack can also be mounted in the rear where
the free volume for fitting the battery pack is higher than the front hood. Focusing
on the vehicle drivetrain, electric motors can perform efficiently and also it won’t
affect the drivetrain dynamics of the electric vehicle. By assuming all the challenges
mentioned above, the battery pack canbe optimized in such away that it canfit various
motor operating voltages, battery form factors, and high energy density cells. The
motors considered for fitting in to SEV are BLDC, PMSM, SRM (8/6), and SRM

Table 18.2 Projected weight
of battery pack for motor
system voltage

Voltage (V) 48 72 192

Front capacity (Ah) 94.5 94.5 94.5

Front battery capacity (kWh) 4.536 6.804 18.144

Front weight (kg) 23.1 33 89.1

Rear capacity (Ah) 216 216 216

Rear battery capacity (kWh) 10.368 15.552 41.472

Rear weight (kg) 56 80 216
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Fig. 18.4 a Battery pack capacity. b Battery pack weight

(6/4). The batteries considered in proposing the battery pack are lead–acid, Nickel–
Metal Hydride, Lithium Polymer, Lithium–Sulfur, and Zinc-air. Based on the motor
and battery pack selected, the optimized configuration for front- and rear-mounted
battery packs which ensures a range of 200 km are given in the Fig. 18.4.

It is recommended to maintain the weight distribution of the SEV such that the
center of gravity affects are negligible. The above figure shows the possible battery
pack capacities which can be fitted in the SEV at front and rear ends. This also
includes the projected weight of the SEV.

18.9 Retro-fitment Versus Purpose Built SEV

The benchmarked small passenger car has the following dimensions:
Length = 2800 mm,
Width = 1500 mm,
Height = 1600 mm.
Concept chassis is designed in solid works and it is exported to ANSYS for stress

analysis. The concept chassis is depicted in Fig. 18.5
Volume available for battery mounting (L × B × H) = 2300 × 1300 × 200 mm.
For making the battery pack easily scalable, 12 V 35 Ah battery is considered.
The dimensions of the battery module are 175 × 104 × 165 mm and weight is

4.53 kg per module.
The maximum number of battery modules that can be mounted on the floor is 11

modules in series and 10 modules in parallel. Thus, the battery weight propels up to
500 kg on the floor. Here, the motor voltage is the key to designing scalable battery
packs. For example, if the motor voltage is 72 V, then six batteries must be placed
in series. Thus, by keeping ten modules in parallel, the battery rating reads 72 V
350 Ah and therefore the battery capacity reaches 25.2 kWh. The possibilities for a
scalable battery pack are discussed below. Each battery module of different battery
ratings is selected in such a way that it can be inserted in the floor space available.
The battery modules considered in this paper are given in Table 18.3. Data for each
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Fig. 18.5 Concept chassis
for purpose built SEV

Table 18.3 Battery modules considered in this paper

Voltage (V) 12 24 48 72 96 192

Length (mm) 175 342 290 367.9 280 94.5

Width (mm) 165 205 210 183.9 200 18.144

Height (mm) 105 75 100 65.2 180 89.1

Capacity (Ah) 35 35 35 35 35 216

Weight (kg) 4.53 9 7.3 9.8 18 41.472

Battery shell PVC PVC PVC PVC PVC 216

module is obtained from the website which is given after the reference section.
As discussed in Table 18.4, 35 Ah rating is kept constant in this paper because the

battery pack benchmarked was Mahindra e2o (210 Ah). In the specifications page
(Kept in Website, Reference section), 16 modules are used. Hence, the maximum
length of the battery pack is obtained when 8modules are kept parallel. Therefore, by
keeping 8modules of 35Ah each, 210Ah is obtained. Also, the various combinations
of scaling the battery pack within the dimensional limits must be addressed. In Table
18.2 voltage scaling is done by keeping the 12 V battery module. This calculation is
repeated for 24 V (shown in Table 18.5), 48 V (shown in Table 18.6), 72 V (shown
in Table 18.7), and 96 V (shown in Table 18.8).

Table 18.4 Battery module having 12 V 35 Ah rating

Voltage (V) 48 72 96 120

Number of cells in series 4 6 8 10

Number of cells in parallel 6 6 6 6

Max. projected weight of battery pack (kg) 108.72 163.08 217.44 271.8

Max. projected battery capacity (kWh) 10.08 15.12 20.16 25.2
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Table 18.5 Battery module having 24 V 35 Ah rating

Voltage (V) 48 72 96 120 144

Number of cells in series 2 3 4 5 6

Number of cells in parallel 6 6 6 6 6

Battery capacity for e2o (210 Ah) 10.8 15.12 20.16 25.2 30.24

Projected battery weight (kg) 108 162 216 270 324

Table 18.6 Battery module having 48 V 35 Ah rating

Voltage (V) 48 96 144 192 240 288 336

Number of cells in series 1 2 3 4 5 6 7

Number of cells in parallel 6 6 6 6 6 6 6

Battery capacity for e2o (210 Ah) 10.08 20.16 30.24 40.32 50.4 60.48 70.56

Projected battery weight for e2o (kg) 43.8 87.6 131.4 175.2 219 262.8 306.6

Table 18.7 Battery module having 72 V 35 Ah rating

Voltage (V) 72 144 216 288 360 432

Number of cells in series 1 2 3 4 5 6

Number of cells in parallel 6 6 6 6 6 6

Battery capacity for e2o (210 Ah) 15.12 30.24 45.36 60.48 75.6 90.72

Projected battery weight for e2o (kg) 58.8 117.6 176.4 235.2 294 352.8

Table 18.8 Battery module having 96 V 35 Ah rating

Voltage (V) 96 192 288 384 480 576 672 768

Number of cells in series 1 2 3 4 5 6 7 8

Number of cells in parallel 6 6 6 6 6 6 6 6

Battery capacity for e2o (210
Ah)

20.16 40.32 60.48 80.64 100.8 120.96 141.12 161.28

Projected battery weight for e2o
(kg)

108 216 324 432 540 648 756 864

Weight-based optimization is carried out from the possible combinations of the
battery pack with scaled voltage. The threshold weight of the battery pack is kept
at 200 kg and tolerance is kept as ±50 kg. The various battery combinations with
scaled voltage are shown in Tables 18.9 and 18.10.

While selecting the chassis materials, the factor of safety is kept at 5. Hence, the
designed chassis can withstand 1000 kg of battery pack before failure. Initially, the
maximum possible battery voltage is fixed from the calculations shown above. It is
followed by the chassis materials considered in ANSYS is given in Table 18.11.
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Table 18.9 Battery optimization for 200 + 50 kg

Voltage (V) 12 24 48 72 96

Individual module capacity (Ah) 35 35 35 35 35

Max battery pack voltage (V) 96 96 240 288 192

Battery capacity (Ah) 210 210 210 210 210

Projected battery capacity (kWh) 20.16 20.16 50.4 60.48 40.32

Projected battery weight (kg) 217.44 216 219 235.2 216

Table 18.10 Battery optimization for 200 − 50 kg

Voltage (V) 12 24 48 72

Individual module capacity (Ah) 35 35 35 35

Max battery pack voltage (V) 72 72 192 216

Battery capacity (Ah) 210 210 210 210

Projected battery capacity (kWh) 15.12 15.12 40.32 45.36

Projected battery weight (kg) 163.08 162 175.2 176.4

Here, the 96 V battery is not considered because the weight difference is too large
based on the given boundary conditions. From the upper boundary, it is clear that the
battery voltage scaled from 12 to 288 V and for lower boundary, the battery voltage
scaled from 12 to 216 V. This voltage projection is applicable for the dimensions
considered in designing the SEV. The proposed battery pack can be scaled for sedans,
SUV’s, etc., where the length and width of the volume available for mounting can be
improved based on their dimensions. Thematerials considered for structural analysis
is given in Table 18.11 where the upper and lower boundaries of battery pack is given
in Tables 18.12 and 18.13.

18.9.1 Boundary Conditions

Fixed support = Bottom boundary of the chassis.
Force = 10,000 N (on the support bars for mounting the battery pack.
Output = Total deformation (mm) and Equivalent stress (Mpa).
The weight of the chassis obtained from ANSYS 2019 R1 is shown in Fig. 18.6.

The results obtained from ANSYS while substituting the boundary conditions are
shown in Fig. 18.7 and Fig. 18.8. Deformation and structural analysis of Al 6082 T6
and Mg alloy were shown in Figs. 18.9, 18.10, 18.11 and 18.12, respectively.

Based on the structural analysis in ANSYS, the weight of the chassis is taken.
Before doing the weight distribution, the assumptions considered in this analysis are
given below.

• BIW weight (Wb) = 100 kg
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Table 18.12 Upper boundaries of the optimized battery pack

Chassis 12 V 24 V 48 V 72 V 96 V

Steel 488.05 486.61 489.61 505.81 486.61

Alloy steel 485.94 484.5 487.5 503.7 484.5

Al 6082 T6 411.954 410.514 413.514 429.714 410.514

AISI 9000 477.152 475.712 478.712 494.912 475.712

Mg alloy 403.07 401.63 404.63 420.83 401.63

Al 6063 T4 415.344 413.904 416.904 433.104 413.904

Al 6061 T4 415.845 414.405 417.405 433.605 414.405

AISI 1018 490.17 488.73 491.73 507.93 488.73

Table 18.13 Lower boundaries of the optimized battery pack

Chassis 12 V 24 V 48 V 72 V

Steel 433.69 432.61 445.81 447.01

Alloy steel 431.58 430.5 443.7 444.9

Al 6082 T6 357.94 356.514 369.714 370.914

AISI 9000 422.792 421.712 434.912 436.112

Mg alloy 348.71 347.63 360.83 362.03

Al 6063 T4 360.984 359.904 373.104 373.304

Al 6061 T4 361.485 360.405 373.605 374.805

AISI 1018 435.81 434.73 447.93 449.13

Fig. 18.6 Chassis weight comparison for purpose-built SEV

• Motor weight (Wm) = 40 kg
• Miscellaneous (WM) = 10 kg
• Transmission (Wt) = 10 kg.

WBody = Wb + Wm + WM + Wt (18.16)
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Fig. 18.7 Total deformation applicable to various chassis materials for SEV

Fig. 18.8 Equivalent Stress applicable to various chassis materials for SEV

Fig. 18.9 Total deformation of the concept chassis applicable to SEV
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Fig. 18.10 Equivalent stress of the concept chassis applicable to SEV

Fig. 18.11 Total deformation of the concept chassis applicable to SEV

where Wb is the BIW weight of the electric vehicle (kg).
Wm is the motor weight (kg).
WM is the miscellaneous weight (kg).
Wt is the transmission weight (kg).
Hence, the weight to be kept constant is 160 kg. In addition to this, optimized

battery pack weight and chassis weight are added together.

Wk = WBody + WChassis + Wbattery pack (18.17)

where WK is the curb weight of the electric vehicle.
WBody is the body weight (kg).
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Fig. 18.12 Equivalent stress of the concept chassis applicable to SEV

W chassis is the chassis weight (kg).
Wbattery pack is the battery pack weight (kg).
Based on the above design of experiments for the upper and lower boundary, the

chassis should be made up of Al alloys and magnesium alloy. The lowest possible
curb weight of the chassis for the upper boundary of the battery pack is 401.63 kg for
magnesium alloy and for aluminum alloys the curb weight varies from 410 to 435 kg.
When the lower boundary of the battery pack is considered, the lowest possible curb
weight of chassis is 347.63 kg and for aluminum alloys, it varies from 356 to 375 kg.
For SEV upper boundary of the battery pack capacity is quite high. Even though
space is available at the floor for mounting the battery pack, a battery capacity of
more than 20 kWh is not recommended. Hence, even in lower boundary also inserting
48 and 72 V modules are not recommended. The possible battery capacity which
meets the requirements of SEV is 15.12 kWh from the lower boundary of the battery
pack. This battery capacity is at par with Mahindra e2o, Tata Tigor, MAHLE Mahle
Efficient Energy Transport (MEET) vehicles. Battery pack weight varies from 162 to
163 kg which is well inside the limit of 200 kg. Therefore, the lowest possible curb
weight of the proposed SEV is 347.63 kg. Adding the passenger weight of 300 kg
(4 passengers, each 75 kg) and payload of 20 kg, the gross weight of the proposed
SEV is 667.63 kg. The curb weight of the IC engine variant is 451 kg. Hence, using
Mg alloy chassis 22.93% weight reduction (curb weight) is possible. For aluminum
alloys, it works out to be 16 to 21%.

18.10 Discussion on Road Load Coefficients

The SEV proposed in this paper will have the following specifications shown in Table
18.14.
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Table 18.14 Specifications
of SEV

Kerb weight (kg) 450

Pay load (kg) 20

Gross Vehicle Weight (kg) 750

Motor power (kW) 15 (SRM, 6/4)

Torque (Nm) 110

Gear ratio 6.6:1

Maximum speed (km/h) 80

Gradient 15° at 40 km/h

Battery 192 V, 86.4 Ah (LFP)

The road load coefficients obtained from previous literature for small cars are
given below. The force experienced by the vehicle during coasting down test is given
by

F = A + Bv + Cv2 (18.18)

where F is the Road load force in N.
A, B & C are the road load coefficients.
v is the vehicle velocity in m/s.
Then the power consumed by the electric vehicle in coasting is given by

P = F × v (18.19)

where P is the power consumed in watts.
F is the Road load force in N.
v is the vehicle velocity in m/s.
The energy stored in the battery pack is exhausted after a certain amount of time

say the operation of the electric vehicle. The time can be calculated by

t = Battery Capacity(kWh)

P(kW )
(18.20)

where t is the time taken by the vehicle to exhaust full of its energy in hours.
Distance traveled by the electric vehicle is estimated by

D = v × t (18.21)

where D is the distance traveled by the electric vehicle in km.
v is the vehicle velocity in m/s.
t is the time taken by the electric vehicle to exhaust its full energy in seconds.
The road load coefficients vary according to the vehicles tested in the chassis

dynamometer. The values given by the EU, SAE, and Korres et al. are given in Table
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Table 18.15 Road load
coefficients

Coefficients EU SAE Korres et al.

A 122.2 120.4 169.6

B −0.443 −0.207 5.12

C 0.442 0.436 0.2869

18.15. Tests were conducted on a small electric car whose gross vehicle weight
ranging from 750 to 950 kg. The proposed SEV falls in the bracket and hence the
road load coefficients are compared in range estimation. The vehicle considered by
Korres et al. has a curb weight of 831 kg, a maximum speed of 85 km/h and a range of
150 km. The range obtained when substituting the Korres et al., EU, and SAE values
of road load coefficients in Eqs. 18.1, 18.2, and 18.5–18.8 is shown in Figs. 18.13,
18.14 and 18.15, respectively.

The distance covered by the electric vehicle designed byKorres et al. is depicted in
the figure. It is observed that a 200 km range is possible only when the vehicle speed

Fig. 18.13 Distance covered by the SEV under various speeds

Fig. 18.14 European Union coasting range applicable to SEV
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Fig. 18.15 Distance traveled in coasting test by SAE applicable to SEV

is between 30 and 35 km/h. Urban driving requires such speed ranges, especially
in traffic conditions. While cruising the vehicle above 60 km/h the range drops to
less than 150 km which seems to be realistic considering the battery pack provided
for Mahindra e2o. The range provided by the manufacturer is 140 km for a 15-
kWh battery pack. Generally, the usable energy capacity is always less than battery
capacity. Assuming the usable battery capacity is 80% of total battery capacity, the
usable capacity of the SEV proposed is 13.264 kWh, whereas, for Mahindra e2o,
it is 12 kWh. The specific energy consumption for SEV when moving at speed of
30–35 km/h is 15.078 km/kWh and for e2o it is 11.667 km/kWh.

Euro 5 gasoline car is tested in chassis dynamometer and the coast down data for
the same is given in Table 18.16.

Sample 5 is a small passenger hatchback gasoline engine car that meets Euro 5
Norms. Though the curbweight is higher than 1000kg the road load coefficient values
particularly the realistic one resembles the values declared by EU and SAE. The only
change in value is the B coefficient which directly influences rolling resistance and
aerodynamic resistance of the vehicle. A and C values are almost in the range when
compared with the EU and SAE. From Fig. 18.16, a range of 200 km can be attained
if the speed of the vehicle is in the range of 50–60 km/h (or) at an average speed of
55 km/h. This scenario is valid for a Realistic case where the actual road load forces
will act on the vehicle. If the least squares fit method is implemented to estimate the
coefficients after the completion of the coast down test, the average speed should be
60 km/h to obtain a 200 km range. Generally, the user ends up with 1 equation and
three unknowns, therefore, the least squares fit is implemented to get the solution.

Table 18.16 Hatchback A
segment coast down data

Sample 5 Type approval Realistic Least squares fit

A 86 123 114

B 0.612 1.008 0.3861

C 0.41472 0.41472 0.0281
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Fig. 18.16 Comparative distance covered by the proposed SEV under various coast down data

For getting type approval, the vehicle should be tested in ideal conditions, i.e., the
vehicle will not experience the same in real driving conditions. In this test, the vehicle
speed can reach up to 70 km/h for a range of 200 km. Based on the three cases for a
sample, it is observed that maximum speed should be 55–70 km/h. This makes sense
that the proposed SEV has maximum speed of 80 km/h will get a range of 200 km
provided the weight of the SEV should be less than weight of Sample 5 and weight in
the case of Korres et al. The curb weight of various models considered in this paper
is shown in Fig. 18.16.

18.10.1 Model Validation

Here, the concept of the coast downmathematics empirical relationships was consid-
ered. The empirical relationships have a close correlationwith vehicle dynamics. The
expression of the vehicle deceleration during coast-down can be presented as a final
function of speed is given by

[
mg( f0 + f1v) cosα + mg sin α + 1

2ρCd AV 2 + R f0 + R f1v
]

map
= A + Bv + Cv2

(18.22)

where A = [mg( f0 cosα+sin α)+ 1
2 ρCd AV 2+R f0]

map
.

B = [mg( f0 cosα)+ 1
2 ρCd AV+R f1]

map
.

C = [ 1
2 ρCd A]
map
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Table 18.17 Braking results Speed (km/h) Distance (m) Total stopping
distance (m)

Kinetic energy
(J)

80 35.99 53 177530.864

70 27.55 42 135922.067

60 20.24 32 99861.111

50 14.05 24 69347.993

40 8.99 17 44382.716

30 5.06 11 24965.277

20 2.24 6 11095.679

10 0.56 2 2773.919

0 0 0 0

map = m × δ (18.23)

δ = 1.03 to 1.04
Rf 0 is the drive train resistance at low speeds.
Rf 1 is the increasing rate with the speed of resistance v.
f 0 = 0.0076.
f 1 = 0.2
α = 0◦ for flat roads.
While braking the vehicle, the kinetic energy at the wheels can be stored to the

battery pack via regenerative braking concept. The braking distance of the vehicle
moving at different speeds is given in Table 18.17.

After that, the power absorbed in the braking is estimated and the range calculated
through the braking concept is depicted below. Referring to Fig. 18.17, themaximum
speed range should be between 45 and 50 km/h during braking.

Fig. 18.17 Braking energy of the proposed SEV
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18.11 Performance Analysis for SEV

Based on SEV parameters, the peak power and nominal power required by the motor
is calculated from vehicle forces which is shown in Fig. 18.18.

The rated and peak power are computed at a speed of 50 km/h in the calculation.
The maximum speed of the quadricycle is 70 km/h (Wismans et al. 2011). Referring
to Fig. 18.18, the rated power is around 12 kW and the peak power is around 27 kW.
Considering the maximum losses as 2 kW (Patel and Kumar 2017), the rated power
should be 15 kW and the peak power should be 30 kW. Hence, through suitable gear
reduction methods, 15 kW rated SRM is selected. The design of switched reluctance
motor of 6/4 configuration is carried out according to the procedure (Patel andKumar
2017; Tsirogiannis et al. 2019).

18.11.1 Specifications of Switched Reluctance Motor 15 kW
(Patel and Kumar 2017)

Outer diameter of stator = 220 mm
Outer diameter of rotor = 116 mm
Stator pole width = 33 mm
Stator pole height = 17 mm
Rotor pole width = 33 mm
Rotor pole height = 16 mm
Shaft = 20 mm
Stator = 24 kg
Rotor = 9 kg
Accessories = 5 kg
Total weight of motor = 38 kg
Power output = 15 kW including losses

Fig. 18.18 Power consumed
by SRM 6/4 for the proposed
SEV
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Speed = 1500 rpm
Torque = 111 Nm (calculated)
Torque = 100 Nm (expected after ripple losses).

18.11.2 Motor Losses

The losses are Copper loss, Iron loss, and windage loss.

q = 4
√
3T

BKπD2L
(18.24)

where T is the output torque from the motor in Nm B is the magnetic flux density in
Wb/m2.

K is the constant which defines the saturation factor of the motor. For fully
saturated condition K = 0.75.

D is the outer diameter of the stator in m.
L is the length of the stator (or) stack length in m.
q is the electric loading.

Ipeak = qπDi

6Nph
(18.25)

where Di is the inner diameter of the rotor in m.
Nph is the number of turns per phase.
Ipeak is the stator peak current in A.

Irms = Ipeak√
m

(18.26)

where m is the number of phases (usually for SRM m = Stator poles/2).
I rms is the rms current in A.
For estimating the Copper loss (Pcu).

Pcu = 3I 2rmsR (18.27)

where Pcu is the copper loss in W.
R is the internal resistance in the motor in ohms.
The iron loss and winding loss is kept constant as 100 W and 5 W, respectively.
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18.12 Performance Parametric Evaluation for SEV

The SEV’s are intended to match the performance of urban mobility requirements.
However, in particular, the IndianDrivingCycle for three-wheelers is consideredwith
constant gradient of 10.2° and 15°. Since, the benchmarked vehicle belongs to quadri-
cycle, the three-wheeler driving cycle justifies the power requirements regarding
lower limits. Also the simulation is being performed with NEDC for benchmarking
the upper limit. Recent trends show that Switched ReluctanceMotor with 6/4 config-
uration provides 110 Nm torque at a peak power of 30 kW justifies Indian Driving
Cycle with 15° gradient and also NEDCwithmaximum speed of 100 km/h (till phase
2 and some short range in phase 3).

Referring to the Fig. 18.19, the proposed SEVwill match with IDCwith top speed
being 42 km/h. Urban mobility is altogether a different scenario where start and stop
become the mandatory. 580 kg is the kerb weight of the vehicle benchmarked from
22 (Tanik and Parlaktaş 2015). To overcome range anxiety, the vehicle weight along
with the battery capacity needs to be refined in such a way that the performance
of the vehicle remains unaltered. Modern SOC estimation algorithms do prefer the
datasets associated with vehicle testing parameters. Real-world test data is extremely
important to benchmark a vehicle for its subsequent steps on electrification and
testing protocols (Sankaran et al. 2020; Scheubner et al. 2019; Mashhoodi and Blij
2021; Petersen et al. 2019). The specifications of the proposed SEV for retro-fitment
purpose is shown in Table 18.18.

The simulations performed in MATLAB/Simulink and mathematical formula
from CarlosGertz et al. (2014) is used for validation. The distance traveled by the
PHEV in full electric mode is given by

SAER = ZknCD (18.28)

where SAER is the distance traveled by the Electric vehicle in miles.
Z is the battery swing window (Actually it resembles initial SOC of the battery,

Z = 0.8).

Fig. 18.19 Power consumption of the proposed SEV for a gradient of 10.2° (left) and 15° (right)
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Table 18.18 Specifications of proposed SEV

Electric motor Switched reluctance motor

Motor rated output power (kW) 15

Motor peak output power (kW) 30

Motor peak torque (Nm) 110

Battery pack output voltage 192

Battery current capacity 86.4

Battery chemistry LFP

Theoretical battery pack capacity (kWh) 16.58

Usable battery pack capacity (kWh) 13.264

Top speed (km/h) 50

Final drive reduction ratio 8.8:1

Wheel diameter (mm) 493

Expected range (km) 200

Motor weight (kg) 50

Battery weight (kg) 80

Miscellaneous (kg) 40

Payload (kg) 20

Expected weight of BIW, seats, Instrumentation panel, wheels (kg) 492

k is the total battery capacity in kWh.
nCD is the fuel economy from simulation (miles/kWh) (Fig. 18.20).
Powertrain performance parameters were estimated in Simulink simulations.

Driving cycles are altered to analyze the motor and battery pack performance.
Figure 18.21 shows the sample output of EV reference application in Simulink.

Usually, city-type driving cycle caters a range over 200 km. Artemis motorway
150 and HWFET were also simulated by keeping the boundary conditions constant.
Driving conditions are really important in electric vehicle range prediction. The

Fig. 18.20 Electric vehicle reference application from MATLAB/Simulink
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Fig. 18.21 Summary of results for the performance simulation of SEV

retro-fitted SEV is compared with MIA electric car and its specifications are shown
in Table 18.19.

18.13 Conclusion

SEV requires a minimum range of 200 km in such a way that it can potentially act
as an alternative to taxi’s/cabs in urban mobility. The advantage of SEV can be of
lower vehicle size as compared to a car. Since the SEV considered in this research
is benchmarked from a quadricycle, the power to weight ratio can be quantified as
23.96 kg/kW. An SEV to be classified under WLTC cycle 1 requires minimum of
22 kg/kWand it should be able to sustain the speeds of 65 km/hr. Preferring SRMover
BLDC, PMSM propels the proposed SEV to a maximum speed close to 100 km/hr.
In retro-fitment scenario, fitting the battery pack in the front and motor at the rear,
augurs well for maintaining stability in drivetrain dynamics and also the effective
vehicle center of gravity. Lithium-ion cylindrical cells are preferred for retro-fitment
case. If the SEV is designed from scratch, it can be able to accommodate the battery
pack on floor. Pouch type of lithium cells can be fitted effectively on the floor which
is capable of holding the battery pack weight of 200 kg in purpose built design of
SEV. Also the reports on stress analysis states that aluminum alloys can be used as
chassis materials for roll cage-type structure. Based on comparative study, the retro-
fitted SEV performs close to the top SEV’s benchmarked across the globe. In terms
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Table 18.19 Comparison of
proposed vehicle with MIA
electric

Properties MIA electric (Norrby
2012)

Proposed vehicle

Dimensions (mm) 3190 × 1640 × 1550 2752 × 1312 ×
1652

Wheel base (mm) 1960 1925

Turning radius (m) 4.3 3.47

Number of seats 4 4

Battery type LFP NCA

Nominal voltage
(V)

76.8 192

Battery energy
(kWh)

12.3 17.23

Battery mass (kg) 145 75

Kerb weight (kg) 850 560

Gross weight (kg) 1200 900

Motor type Asynchronous Asynchronous

Motor Induction Switched
reluctance

Motor power (kW) 10 9.38

Motor peak power
(kW)

18 21.3

Motor torque (Nm) 65 110

Gear box Single speed 8:1 Single speed 6.6:1

Body structure Cold rolled steel
closed sections
And sheet steel
joined by welding

Advanced high
strength steels

NEDC vehicle
range (km)

125 198.42

Specific energy
consumption
(Wh/km)

96 86.88

Maximum speed
(km/h)

100 96.54

of performance, NEDC driving cycle up till phase 2 is applicable which guarantees
a minimum speed of 80 km/hr to sustain in NEDC. In Transmission part, SRM
motor having 6/4 configuration has supply voltage of 192 V and hence considering
the retro-fitment and purpose built scenario, lithium-ion cylindrical cells with NCA
chemistry is preferred for 200 km range.

Retro-fitted vehicles can be preferred when the vehicle population is high before
vehicle electrification. However, the existing vehicles do have space constraints to be
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addressed by the retro-fitment kit supplier or an organization to come up with poten-
tial solutions whichmakes sense to vehicle electrification. The purpose-built vehicles
make sense where the scalable battery packs are given the preference considering
range anxiety and better control over weight distribution along with modifications in
the chassis. Hence, the purpose-built vehicles can be preferred when there is a new
product development which has to be started from scratch. Based on the analysis
carried out in this chapter, the SEV has plenty of benefits to the urban mobility users
when it is nurtured properly to cater the demands from shared mobility, vehicle elec-
trification plans from the government and achieving the sustainability development
goals. From the scalable battery pack configuration, the capability of V2G can be
addressed for supporting the electricity grid when the vehicle is idle. Overall, the
growth of SEV can redefine the electric mobility in all facets towards improvement.
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Chapter 19
Performance Analysis of 400 kWp
Grid-Connected Rooftop Solar PV
System for Technical Institute

Ravindra M. Moharil, Prakash S. Kulkarni, Pranay S. Shete,
and Prasad B. Joshi

Abstract In the National Development Council (NDC), India decided to enhance
the renewable power share by 40% to its installed capacity by 2030. Indian govern-
ment has 40 GW rooftop solar installation planned by 2022. Solar energy received
by India varies from 4 kWh/m2 during rainy season months to 7 kWh/m2 during
summer season with total sunny days of 300 per year. In 2015, Maharashtra Energy
Regulatory Commission (MERC), Maharashtra state of India, permitted Rooftop
Solar PV (RTSPV) system power to be connected to the distribution grid through
net-metering. Industrial and commercial sectors preferred to install the SPV panels
either on rooftop of building or on barren land in the premises. Various economic
models of RTSPV are in place. Availability of solar energy and electricity require-
ments for academic institutions are coinciding with one another, which eliminates
the storage requirement. Technical institutes require a large amount of power as
compared to Science and Art institutes. The Maharashtra State Electricity Distribu-
tionCompanyLimited (MSEDCL), a distribution licensee inMaharashtra is charging
an educational institute as per the tariff of HT consumer-Public Services category. As
per policy of cross-subsidy, tariffs are on a higher side for the institutes. To reduce the
financial burden of electricity bills, solar energy is the best option for these institutes.
Variation in power generation by RTSPV occurs due to daily and seasonal variation
of solar radiation. RTSPV generates active power only which results in different
demand characteristics than the customer using grid supply only to meet the existing
load. In this chapter, the performance analysis of a 400 kWp grid-tied RTSPV plant
for the last 4 years is presented, and various challenges and issues related with inter-
connection of RTSPV to distribution grids are discussed. Study of system reveals that
all solar power generated is consumed in the institute on all working days only on
weekends and holidays export of power took place. The active power consumption
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is reduced to more than 50% but the reactive power required has increased. It was
found that the payback period is low for net metering as compared to gross metering.

Keywords Rooftop solar photovoltaic System (RTSPV) · Distributed Generation
Resources (DGR) · Solar Radiation (SR) · Percentage grid penetration level · Life
cycle cost · Net metering · Gross metering · Payback period

Nomenclature

AMC Annual Maintenance Cost
CEA Central Electricity Authority
DISCOM Distribution Company
LCC Life Cycle Cost
MERC Maharashtra Energy Regulatory Commission
NDC National Development Council
RES Renewable Energy System
SNA State Nodal Agency
THD Total Harmonic Distortion
APFC Automatic Power Factor Controller
DGR Distributed Generation Resource
IMD Indian Meteorological Department
LCOE Levelized Cost of Energy
MSEDCL Maharashtra State Electricity Distribution Company Limited
O&M Operation and Maintenance
RTSPV Rooftop Solar Photovoltaic
SPV Solar Photovoltaic

19.1 Introduction

Remarkable reduction in solar photovoltaic (SPV) panel cost during the last few
years, the world is joining the period of cost competition of solar electricity with
conventional electricity tariffs in many countries. Indian government has declared
ambitious targets of installing 100 GW of SPV power with 40 GW through rooftop
systems. State nodal agencies (SNA) and Distribution Companies (DISCOM) are
trying to implement rooftop solar photovoltaic (RTSPV)with the help of solar rooftop
project developers (National Solar Mission 2016). Manoj Kr. Behera et al. presented
different forecasting models by several researchers for different RES. For devel-
oping these models’ researchers, we use different meteorological parameters either
in time series or statistical form. The availability of resources is predicted by devel-
oping suitable algorithms with removal of meteorological inconsistency for planners
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to design the suitable system (Behera et al. 2018). Moharil and Kulkarni in their
paper mentioned that the output from RES is site-specific and depends on various
weather parameters. It is difficult to guess the correct amount of power from these
RES. Proper forecasting methodology helps in designing a suitable system with
minimum imbalance between supply and demand and gap (Moharil and Kulkarni
2010). Mehmet Yesilbudak et al. explained how system operators and power system
planners use these SPV power forecasting models as tools to manage the solar PV
plants effectively and efficiently in their paper (Yesilbudak et al. 2018). Mandi in
his paper described the solar photovoltaic plant of 500 kW installed at university
campus of REVA and calculated pay back period and lifetime cost of the plant. He
has also calculated specific energy generation of the plant and reduction in carbon
emission (Mandi 2017). Nallapaneni Manoj Kumar et al. in their paper mention
the design considerations and component selection and provided online monitored
data for 95 kWp on grid PV systems and provided simulated energy performance
results (Manoj Kumar et al. 2018). Wiles in his paper mentions that for better perfor-
mance of SPV installations, it is necessary to select the location by using locating
tool software and follow instructions given in users manual while installing compo-
nents like PV modules and inverter. Good workmanship and adoption of National
Electric Code helps in further improvement in performance (Wiles 2006). Yi. Guo
et al. in their paper addresses the RTSPV economics for electric vehicle parking area
site generation for renewable energy. Stochastic approach is used for considering
uncertainty of solar energy and model predictive control (MPC) methodology for
charging of electric vehicles is used for day ahead time scale pricing (Guo et al.
2016). Ahmed Ouammi in his paper presented a vehicle to building (V2B) model
with the Team of Cooperating Microgrids (TCM) to lower the maximum loads with
operational flexibilities of EV. MPC is used for optimal operational control of each
microgrid. Presented the case study, which achieves reduction in peak load from 67
to 94% for a team of four microgrids by TCM approach (Ouammi 2021). Suresh
Singh et al. in their paper done the comparative assessment of two photovoltaic
plants technologies at the same location connected to the grid. Various performance
parameters are compared. They have discussed various operation and maintenance
issues also. They found that for comparison normalized performance indicators like
specific yield and performance ratio are useful (Singh et al. 2014). Mahesh Kumar
in his paper considered the interconnection issues of the SPV system with the main
grid considering two d-q synchronous frames of reference (α–β and dq0) for various
faults on the main grid and variation of THD for it (Kumar 2020). Ayompe et al. in
their paper presented results of monitoring the RTSPV system for high-rise building
in Dublin, Ireland, calculated yield parameters and compared average daily final
yield with the results of the other countries (Ayompe et al. 2011). Sharma and Goel
in their paper mention findings on the grid-connected solar photovoltaic system of
11.2 kWp (Sharma and Goel 2017). K. C. Rout and P. S. Kulkarni in their paper uses
PVsyst V6.84 software for the design of proposed 2 kW RTSPV system in Odisha
and demonstrated reduction in carbon emission, available energy, used energy, and
excess energy for residential customers (Rout and Kulkarni 2020). Arun Kumar
Behura et al. in their paper presented the case study of RTSPV at VIT, Vellore, using
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PVSyst V6.70 software. Cost analysis with payback period is presented for two
different designs with yield factors. They have also carried out the shading analysis
and shading losses (Behura et al. 2021). Abhiram S. et al. in their paper focuses on
impacts of 30 kW grid-tied RTSPV on secondary distribution systems and studied
power quality issues with and without hybrid filters and suggested for installation of
harmonic filters to maintain THD within limit (Abhiram et al. 2018). Chandrakant
Dondariya et al. in their paper did the feasibility assessment of grid-connectedRTSPV
using different simulation software like PV*SOL, PVGIS, Solar GIS, and SISIFO.
Analysis indicates that PS*SOL found suitable which is fast in operation, easy to
use, and reliable as compared to other software (Dondariya et al. 2018). Subhasis
Panda et al. in their paper analyzed PV renewable energy from demand side manage-
ment perspective and presents different measurement index. They demonstrated that
adaption of large-scale PV into the system changes load curve from spikes to smooth
demand during peak period (Panda et al. 2020). Omkar K. et al. presented perfor-
mance evaluation of 50 kWp RTSPV at educational institute based on IEC standard
61724 performance parameters (Omkar et al. 2015). M. Chakravarthy et al. in their
paper presented the journey of a 200 kWp SPV plant from design to installation
and operation at Vasavi College of Engineering, Hyderabad, India. Papers mainly
present the sizing of different equipment like SPVmodules, inverters,MCCB, cables,
etc. They also discussed causes for poor performance and suggested solutions for
them (Chakravarthy et al. 2015). Ramkrishna Kappagantu et al. presented RTSPV
in smart grid project of Puducherry, India focusing on awareness of people for new
technology, doing survey of availability of roof, consumption pattern, impact of
government policies, and users experience (Kappagantu et al. 2015). Yash Sharma
et al. in their paper presented the technical and economical analysis for the 300 kW
RTSPV system installed at Rajasthan Technical University, Kota, India. Simulation
is done before the installation of the system. It is concluded that high-power rating
modules reduces Levelized cost of electricity (LCOE) compared to the lower power
rating modules for the same system load (Sharma et al. 2019). Sandhya Prajapati
and Eugene Fernandez proposed a RTSPV installations at commercial buildings
for the Electric Vehicle (EV) battery charging and load in commercial building. If
the charging time of EV is matched with solar power availability, then it will be
more economical and efficient as compare to residential EV charging system, where
solar power availability and EV battery charging times are different (Prajapati and
Fernandez 2019). Shipla N. and Sridevi HR in their paper carried out the design
and study of economical aspects of grid-connected PV system for an educational
campus. A comparative study is done for an on-grid and off-grid PV system. Off-
grid system uses PV-DG (Diesel generator) system. Proper sizing of battery bank
with on-grid PV system is more efficient and economical as compared to the off-grid
PV-DG for the same load (Shilpa and Sridevi 2019). Bibhu Padarbinda Mohanty and
Moningi Srivalli designed the RTSPV by using System Advisor Model (SAM) and
Solar Edge Software. Different operating and weather parameters are used for this
designing and optimization of the output of RTSPV system (Mohanty and Srivalli
2020). Rittick Maity and Mobi Mathew in their paper studied the effect of tracking
on the power generation of a rooftop PV system with the help of PVsyst simulation
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software. Authors modeled the SPV for monocrystalline, polycrystalline, and amor-
phous silicon panels. It was observed that double-axis tracking improves the energy
yield of the RTSPV (Maity et al. 2018).

This chapter consider the system with a connected load of 927 kW, Contract
demand of 700 kW, and RTSPV capacity of 400 kWp. The RTSPV system was
installed in April 2017. For performance analysis various instruments like thermo-
graphic imager, power quality analyzer, etc., are used in addition to routinemeasuring
devices. The details of various causes for reduction in the efficiency of the plant and
methods for its improvement through proper maintenance are described. Further,
economic analysis is carried out to derive the benefits of netmetering. Calculations of
payback period, net present value, life cycle cost, etc., are determined.Various system
parameters like solar fraction, final yield, PVpenetration percentage, capacity utiliza-
tion factor, performance ratio, active/reactive power demand ratio, etc., are used for
performance analysis. This case study helps in understanding daytime peak loads
management by DISCOM and also discusses how RTSPV plants help in demand
response issues with indirect benefits due to installation of RTSPV.

19.2 SPV Performance Monitoring Guidelines

Bureauof IndianStandards has published the photovoltaic systemperformancemoni-
toring guidelines as IS/IEC 61724:1998, which is discussed in following paragraph
and represented in Fig. 19.1.

To monitor the performance of SPV panel, IS/IEC-61724:1998 is used which
has listed various meteorological and electrical parameters to be measured. Two
types of irradiance data are recorded, one inclined inline with position of array for
performance of the system and on horizontal plane to compare with different location

Sun
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Fig. 19.1 Measurement parameters to be selected for monitoring suggested by Bureau of Indian
Standards IS/IEC-61724:1998) (Bureau of Indian Standard 2010)
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data. Ambient air temperature is measured with temperature sensors located in solar
radiation shields. Wind speed is measured at the location of panels to consider the
effects on structures of solar panels. Temperature sensors are connected on the solar
panel module back surface to know the array conditions. Voltage and current on
PV panel side and converter side are measured with sampling interval between 1
and 10 min. DC power is measured using DC wattmeter and AC power is measured
through power sensors which take care of power factor and harmonics. Recording
interval of this data is on hourly basis (Bureau of Indian Standard 2010).

19.3 CEA Grid Code

Central Electricity Authority on 7th October 2013 declared the Technical Standards
for Connectivity of the Distributed Generation Resources (DGR) to the grid. The
salient features of it are mentioned below:

• Planning, design, construction, reliability, protection, and safe operation of the
equipment in the plant is the responsibility of the plant developer.

• Providing the facility for data storage and data communication is with the
developer.

• Interconnection facilities and interconnection points with required modifications
in existing systems are to be verified by appropriate licensees.

• Maximum net capacity of DGRwill be based on capacity of the electric system to
which it will be connected and will be finalized after considering the imbalance
it will cause, affecting power quality and safety of equipment.

• Before connecting the system to the grid, it is necessary to measure DC current
injection, harmonic current injection, and flickers are also to be measured. After
installation also once in a year, above measurements are to be done and Flickers
should be well below IEC 61000 Standard.

• Single-line diagram of the plant is to be prepared and displayed at the proper
location.

• IEEE519 limit of current injection should not be crossed by anygenerating station.
• At the interconnection point dc current injection should not be greater than 0.5%

from DGR of the full rated output.
• Automatic synchronization device should be available at every DGR. If DGR has

inverters with inherently built-in synchronizing devices, then no separate device
is required.

• Electronic or electromechanical control circuit breaker shall be available with
three-phase generators.

• Following protection are to be provided for DGR:

– Overvoltage protection if voltages cross the voltage upper limit of 110% of
rated voltage and under-voltage protection if the voltage drops down below
the 80% of rated capacity. Fault clearing time may be up to 2 s.
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– Over frequency protection if frequency crosses 50.5 Hz frequency and under-
frequency if frequency falls below 47.5 Hz with clearing time limited to 2 s.
Authorities may prefer the narrower range of operation if desired.

– Energization of the circuit should be stopped for any faulty circuit by anyDGR.
– Reconnection of DGR will be allowed only after confirming that the voltage

and frequency of incoming DGR is within limits and with stable parameters.
– Unintended islanding of DGR is to be prevented.

• Following conditions must be satisfied by generating station equipments:

– Any circuit interrupting device should be capable of interrupting maximum
available fault current at the site.

– DGR devices safety and reliability should be such that failure of a single device
should not affect the performance of a complete system. Sufficient redundancy
is to be provided in the plant.

– 220% of the rated voltage at the interconnection point should be withstood by
a paralleling device of DGR.

– Voltage fluctuation more than ±5% at the point of interconnection of DGR
shall not occur after synchronization of the system with the grid.

– Provision of the switch is to be made to manually isolate the DGR and the
electricity system.

• Distribution licensee may ask the developer of DGR to provide the facility
for visible verification of the plant by providing proper indicators to represent
ON/OFF of the plant.

• Easy and convenient access to distribution licensee’s personnel should be available
(Central Electricity Authority (Technical Standards for Connectivity to the Grid)
2013).

19.4 Solar Radiation Data Modeling

The hourly output of a PV generating unit varies with time. India is a tropical country
with latitude lying between 7° and 37° N. It receives an annual average intensity of
solar radiation between 4.63888 and 8.12777 kW/m2/day. There are around 300 clear
day skies, indicating reception of full solar radiation.

On clear days, there is a cycle symmetrical about solar noon. Solar radiation
received on the earth’s surface is dependent on (a) duration of day length which
depends on different geographical factors, (b) turbidity in the air, (c) solar elevation
at noon, and (d) type of cloud, percentage of cloud coverage, and content of water
vapour in the air. Moisture contents in the air matters much during absorption of
solar radiation and varies the amount of direct or beam and diffuse or scattered solar
radiation received on the earth’s surface. Summation of beam and diffuse radiation
gives the value of global radiation.

Every solar radiation monitoring station measures all the three types of radiations
mentioned above by using various instruments. Indian Meteorological Department
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(IMD) is an agency of theMinistry of Earth Sciences of the Government of India, and
is accountable for meteorological observations, weather forecasting, and seismology
in India. IMDmeasures different weather parameters like ambient temperature, wind
speed, and direction and relative humidity at its station and publishes it as the statis-
tical information. These parameters also matter for solar radiation availability on the
solar panels. The graph is plotted between time in hours on X-axis and output radia-
tion in kWh/m2. Time is plotted from 5th hour of a day to 20th hour (frommorning 5
a.m. to evening 8 p.m.). Graph is plotted as shown in Fig. 19.2 for 15 December 2018
and 22 July 2018. December being the month of winter season, the smooth variation
is observed from morning 7 a.m. to 6 p.m. Midday values are higher and maximum
output reaches 2.36 kWh/m2 as shown in Fig. 19.2(a) On the other hand, the second
graph represented in Fig. 19.2(b), which was plotted for 22 July has a very erratic
nature as it was the month of the rainy season and the cloudy weather remarks were
observed throughout the day. Also, there is a very drastic fall in output from 2 to 3
p.m. and after that output continues to be less which was due to the rainy weather
remarks from 3 to 5 p.m., which directly affects the output.

The solar radiation seasonal variation analysis is shown inFig. 19.3,which is based
on 10 years data collected from IMD, Pune from January 2009 to December 2018.
Here, average output variation for the rainy, winter, and summer seasons is plotted
against time. The graph clearly shows the seasonal variation with less average values
in the rainy season than winter and summer seasons as the number of cloudy days
are more in rainy season. The day length is more in the summer season as compared
to winter season, which is represented by elongated graphs over time duration for

Fig. 19.2 Hourly global
solar radiation on clear day
and cloudy day
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(a) – Rainy season variation in Solar Radiation 

(b) – Winter Season variation in Solar Radiation

(c) – Summer season variation in Solar Radiation 

Fig. 19.3 Seasonal variation of Solar radiation at the site
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Fig. 19.4 Daily solar radiation received in different months at Nagpur

summer and rainy seasons.Daily average solar radiation in summermonths is varying
from 5.114 to 5.95 kW/m2/day. Daily average solar radiation in the winter season
is varying from 3.63 to 4.35 kW/m2/day. Day temperature of Nagpur in the winter
season is in the range of 25–30 °C and 40–45 °C in the summer months. The effect of
temperature was observed on power output of solar PV panels during these months.

The monthly variation of solar radiation received on the earth’s surface at Nagpur,
which is located at latitude 21.0929° N and longitude of 78.98° E is represented in
Fig. 19.4.

19.5 Site Details and Infrastructure Developed

The institute, Yeshwantrao Chavan College of Engineering (YCCE) is located in
Nagpur, Maharashtra, India. The solar photovoltaic panels are installed on roofs
of various buildings of the institute. Total roof coverage by PV panels is 2590.98
m2. Figure 19.5 represents the google map of the institute representing installed
solar panels. These panels were functional from April 2017. Figure 19.6 represents
the predicted and power generated from date of installation to till date. It can be
observed that the rainy season months are with low power generation, whereas the
highest power generation took place in the summer month May, this is due to higher
day length and more intensity of the beam radiation. For months of October andMay
the generation is very close to expected demand. In the month of April 2017, the
variation in expected and generated power is large due to the teething problems of
the system. Smooth power generation started from May 2017 onwards. Failure of
the grid is not an issue for the institute as it has 11 kV express feeder benefit. The
variation of the generated power with respect to expected power is in the range of
±20% except for a few months.

The plant rated capacity is 400 KWp. It is distributed on four different buildings
with 100 kWp capacity on each. Each building has 334 panels of multi-crystalline
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Fig. 19.5 Google map representing solar panel installation on various buildings at YCCE
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Fig. 19.6 Solar generation in various months over the years from date of installations

silicon PV modules of 300 Wp each. These panels are connected to two inverters of
50 kW each. The DG set backup is provided to take care of lighting load. Details of
Solar PV panel and inverter are given in Annexure. Figure 19.7 represents installed
PV panels on the science department building of the institute.

19.6 Analysis of Solar PV System and Load Profile
of Institute

Table 19.1 represents the connected load of different buildings of the institute. The
institute starts its functioning from9 a.m. to 4 p.m.with a lunch break from12 noon to
1 p.m.Administrative departmentworks from10 a.m. to 5 p.m. Figure 19.8 represents
the typical load curve of the institute. This load curve is plotted for the actual load on
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Fig. 19.7 Solar photovoltaic panels installed on Science Department Building of institute

Table 19.1 Building-wise load distribution of institute

Building Total load (W) Building Total load (W)

Science Department
Building

24,088 IT Department Building 35,362

Mechanical Department
Building

32,497 Civil Department Building 48,948

Administrative Block 73,028 Central Computing Center 88,737

Electronic Department
Building

79,262 EP & CT Department Building 110,914

Mechanical workshop 21,320 Auditorium Building 16,680

Canteen 7424 Pump load and Machine 210,740

Total campus load/connected load = 749000 W (749 kW)
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Fig. 19.8 Typical load profile of the institute on Thursday 18 January 2018
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Thursday, 18 January 2018. Pump load is normally operated in the morning hours
from 4 to 7 a.m. Teaching learning process begins from 9 a.m. onwards. From 4 to
5 p.m., only administrative office load is present; 5 pm onwards only essential street
lighting, building lighting, and hostel load are present. When we compare the solar
radiation curves for all the seasons shown in Fig. 19.3 and the load curve in Fig. 19.8,
it is found that the power output of solar PV can supply the power requirement of
the institute load.

Figure 19.9 represents the active power import from the distribution company
before and after installation of RTSPV. It can be observed that the kWh has reduced
to 50% for almost all months after installation of panels.

Table 19.2 represents the reactive power demand in kVARh lag, before and after
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Fig. 19.9 Change in the active power import before and after installations of SPV panels

Table 19.2 Reactive power
kVARh lagging drawn from
distribution company

Month of the year KVARh lag consumption

Before After After APFC
installation

Jan 2240 6768 2100

Feb 2320 9415 2230

Mar 3323 11,699 2230

Apr 6423 9643 2300

May 6375 11,956 3750

Jun 3461 8655 1000

Jul 7949 15,831 1095

Aug 7430 13,518 2220

Sep 5177 13,531 1325

Oct 10,246 21,294 1260

Nov 1611 4111 820

Dec 1977 6046 365
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installation of RTSPV panel. The reactive power demand has increased to 1.5 times
for April to 4.1 times in the month of February. Rise in reactive power demand is
highest for winter season and lowest in summer season. It can be observed that the
reactive power demand has increased after the installation due to reactive power
drawn from the supply by inverter and increase in harmonics due to solar power
inverters. Even the power factor has reduced as active power demand has reduced
but reactive power demand remains the same for load connected. To compensate
for this reactive power demand, an automatic power factor controller (APFC) was
installed in the control room with a capacity of 60 kVAR in addition to earlier fixed
capacitors of 100 kVAR. APFC installation has reduced the reactive power demand
in large amounts which is now well below before installation of RTSPV.

Figure 19.10 represents the change in kVAdemand before and after the installation
of RTSPV. It can be observed that kVA demand has reduced with the variation from
38% in February to 78% in Junemonth. Figure 19.11 represents the bill demanded by
the distribution company for 2016, before the installation of RTSPV and for 2019,
after installation of RTSPV. The per unit charges for consumption is Rs. 9.10 for
year 2016 and Rs. 9.70 for year 2019. The drop in bill demand varies from 9% for
September to almost 60% in the month of February.

Table 19.3 represents the variation in solar panel voltage (Vpv), solar panel current
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(Ipv), inverter side voltages (VL1–VL3), and currents (IL1–IL3) and reactive power
drawn from the grid when active power from solar panel is varying.

After observing the different parameters, line voltage, and currents from the output
side of the inverter are balanced. The reactive power requirement for the inverter rises
with the increase in the power output from the inverter.

Solar Fraction = Energy Provided by Solar generation system

Total Energy required by the institute
(19.1)

Final Yield = SystemEnergy Output

System rated power dc
(19.2)

Reference Yield = Total inplant solar insolation (HT in
kWh
m2 )

Reference irradiation
(
1kWh

m2

) (19.3)

Performance Ratio = Actual reading of plant output in kWh

Calculated, nominal plant output in kWh
(19.4)

Capacity Utilization Factor = Actual Energy Output of PV system

(No. of Hours inmonth) · Rated power
(19.5)

Percentage Grid Penetration Level = Solar Energy Exported

Solar Energy Generated
· 100% (19.6)

The various performance parameters are as given below and represents in Table
19.4. The solar fraction is varying from 0.51 to 0.84 indicating that more than 50%

Table 19.4 Performance parameters of solar generation system

S. N Month Solar
fraction

Final
yield

Reference
yield

Performance
ratio

Capacity
utilization
factor

% Grid
penetration
level (%)

01 Jan 0.74 1.21 3.94 0.87 0.190 32.77

02 Feb 0.79 1.21 4.51 0.92 0.241 45.82

03 Mar 0.75 1.23 5.11 0.90 0.252 67.52

04 Apr 0.63 0.93 5.76 0.78 0.222 22.36

05 May 0.67 0.93 5.95 0.77 0.222 30.18

06 June 0.72 1.13 4.70 0.70 0.219 25.27

07 July 0.51 1.22 3.69 0.88 0.179 18.47

08 Aug 0.60 1.39 3.86 0.92 0.215 18.76

09 Sep 0.74 1.36 4.70 0.71 0.264 10.79

10 Oct 0.73 1.32 4.60 0.95 0.243 34.66

11 Nov 0.84 1.05 3.95 0.83 0.171 54.19

12 Dec 0.70 0.98 3.63 0.88 0.142 44.19
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energy need of institute is satisfied by RTSPV. Final yield is varying from 0.93 to
1.39, which indicates satisfactory performance. The values of performance ratio is
varying from 0.70 to 0.95, which indicates the power loss is taking place due to
temperature rise in summer seasons and better PR values for winter season. Capacity
utilization factor indicates variation from 0.171 to 0.264, these calculations are based
on (24 h × days of month). Percentage grid penetration level indicates that lowest
grid penetration took place in September and highest penetration in the Month of
March.

19.7 kWh and kVA Billing

In kWh billing, only active power consumption is charged and no charges for reactive
power consumption. To reduce reactive power demand from consumer, power factor
incentives and penalty are levied if power factor falls below 0.9 lagging. The highest
incentives are available for maintain unity power factor. If customers draw leading
power factor power, it is ignored by distribution company, which tempts customers
to overcompensate during lean period by using fixed capacitors which is harmful for
both distribution company and customer. Some customers used hybrid compensation
of fixed and switch capacitors using automatic power factor controller.

kVAh = √√
(kWh)2 + (kVARhlag + kVARhlead )

2 (19.7)

True Power factor = (displacement power factor) · (distortion power factor)

True Power factor = cos∅i
1

√
1 + (THD)2

(19.8)

In kVAh billing, the customer is charged on the customer’s kVAh consumption.
Customer has to maintain the power factor to unity for optimum kVAh value. Equa-
tion (19.7) is represented the calculation of kVAh. Equation (19.8) represents the
effect of THDon true power factor. In this billing, no separate pf incentive is awarded.
Computation of kVAh is affected due to harmonics as calculation is the rms values
of parameters. The distortion power factor increases with the increase in harmonics,
reduces true power factor, and increases kVAh consumption.

19.8 Maintenance and Audit of Solar PV Panels

Smooth functioning of solar PV panel and associated circuitry is possible by proper
maintenance of it. It also enhances output from solar PV panels over the years.
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Following are few tips to be followed for better performance of RTSPV system
(Bureau of Indian Standard 2010):

• Regular visual inspection of the RTSPV for physical wellness of the panels.
• Solar cells and PV panels cleaning on a fortnightly basis with water.
• Thermal scanning of all thermal based components.
• Measurement of electrical parameters on ac and dc side of the solar system.
• Measurement of earthing resistance of solar system and electrical system.
• Collection of real-time data and its comparison with manufacturer’s product

catalogue on a consistent basis. Deviations may be analyzed.
• Timely performance of critical and non-critical repairs.
• Management of inventory and spares.
• Identifying and tracking key performance indicators for best performance.
• To check the interconnections of solar panels and electrical terminals for possible

damages due to open to sky conditions.

Guidelines for doing the audit of Solar PV panels installed as per IS/IEC
61724:1998:

• To check the availability of various drawings/diagrams/manuals necessary for
operation and maintenance of plant.

• Schedule ofModule cleaning. To check the record keeping of solar panel cleaning.
• To check the availability of the operation and maintenance manual.
• To check the availability of design documents for panel mounting structure.
• To check the module connection integrity with tong tester.
• Tocheck the junction/string combiner boxes condition (electrical and safety aspect

both).
• To inspect mechanical integrity of mounting structures (Visual inspection).
• Checking fuse and cable connections
• String currents with the help of Clamp meter.
• To verify the Voc and Isc of an individual panel with a data sheet of manufacturer.
• To measure output power from inverter.
• Use of thermal imager to check:

– To detect string faults with hot spot images.
– Damages in the solar module
– Heat loss and temperature rise issues in inverters.

• To reduce the downtime and early fault detection, cable fault locator may be used.
• Power Analyzer to check Solar PV system as per IEC 61,000 for

– voltage flicker.
– Harmonic variation, Voltage fluctuations, etc.
– No DC current injection at interconnection point.

• Meter reading at point of coupling for various parameters.
• To check the labelling of different components.
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(a) Corner dirt collection (b) Dirt spot on SPV panel 

Fig. 19.12 Thermal imaging of solar PV panel

• To check the various protective devices used in the system (overcurrent,
overvoltage/under-voltage relay, residual current, surge and lightning protection,
etc.)

• To check the earthing, insulation, and islanding condition of the system.
• To check the solar radiation recorded in the system with a solar radiation

measurement device.

Figure 19.12(a) shows the thermal image of a solar PV panel. Here, the cold
temperature is 15.72 °C and temperature at various locations on temperature indicates
that at the corner of the panel the temperature is around 48.38 °C as compared to
temperature at other spots as 36.12 °C or 36.26 °C. The reason for having higher
temperature at the corner is becauseof depositionof dust at the corner. Figure 19.12(b)
represents the spot of dirt at the middle of the panel. The spot has a temperature of
50.0 °C and cold temperature is 46.3 °C. It represents sticking dirt on the panel which
did not get removed in water cleaning. After observing such a hot spot on the panels,
it is the responsibility of the maintenance team to clean it with special efforts so that
the corresponding part of the panel will not get permanently damaged.

19.9 Net and Gross Metering

Maharashtra state government has approved the net metering policy for indi-
vidual customers through the MERC (Net Metering for Rooftop Solar Photovoltaic
Systems) Regulations, 2015. The institute net meter billing is done as per this policy
document. For 11 kV customers it is permitted to connect a RTSPV up to 1 MW but
not more than its sanctioned load. Institute has a sanctioned load of 700 kVA and
permission to install 100% of the sanctioned load, i.e. 700 kVA RTSPV. Considering
the shadow free area, four buildings are identified for installation with a 100 kWp
RTSPV system on each building considering availability of rooftop space. The total
installed capacity is 400 kWp.
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Following points from the policy are to be noted:

• High tension consumer is allowed to connect RTSPV to a low-tension busbar and
the net meter is necessary to be connected to the high tension side of the consumer
transformer.

• It is permissible to install RTSPV at different locations within the same premises.
• Safe operation of RTSPV with proper maintenance and necessary updates in

hardware and software is the responsibility of the consumer.
• Renewable generation meters are to be maintained by distribution licensees.
• Islanding prevention for grid-connected solar inverter is to be ensured as per IEC

61000/IEEE 519 standards.
• Before injection of power into the grid, it is necessary to properly filter out

harmonics and other distortions by connecting suitable filters at the inverter end
so that only good quality power will be injected into the grid.

• IEEE 519 standard is to be followed for the presence of harmonic voltage and
current penetrated into the grid. All meters should have advanced metering
infrastructure (AMI) with RS 485 communication port.

• Before net metering if the consumer is billed as per time-of-day metering. After
net metering also his consumption and generation are to be measured as per the
time-of-day metering.

• Bill raised by the distribution licensee should include the following:

– Renewable energy generation recorded by renewable energy generation meter.
– Details of unit’s consumption on time-of-day basis.
– Active and lagging and leading var consumption during the billing period.
– Number of units exported to distribution company, Number of units banked by

distribution licensee and number of units adjusted against the solar generation
units.

– Number of units adjusted against renewable power obligations.

• If exportedunits aremore than the importedunits then after adjustment of imported
units remaining units will be banked by distribution licensee and its settlement
will be done at the end of financial year.

• If the imported units are more than exported units then the distribution licensee
can raise the bills for units remaining after adjustment of exported units. Customer
has to pay the bill before the due date.

• Payment for all the banked units in the financial year with distribution licensee
will be calculated and adjusted in the first bill of the new financial year as per the
tariff approved by the regulatory commission.

• For the time-of-day meter consumer, solar unit generation will be adjusted first in
the same time zone. Excess unit generation will be adjusted in the off-peak period
zone or banked considering generation is in the off-peak period (MERC 2015).

Institute installed its RTSPV system in April 2017. From installation till date, the
number of units generated from RTSPV is 27,84,586 units. Out of these 10,44,050
units were used by the institute, 8,70,268 were exported out of that 77,651 units were
adjusted, and 7,92,617 units were banked.
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Presently, the distribution company has connected net meter and charges the
number of units consumed at the average rate of Rs. 9.41 and purchases the solar
energy generated at rate of Rs. 3.5. Considering this, saving due to solar installation
is Rs. 9.41 × (10,44,050 + 77,651) + Rs. 3.5 × 7,92,617 = Rs. 1,33,29,352/- If in
place of net metering if gross metering is used, then whole solar power generated
is purchased by MSEDCL, a distribution licensee at Rs. 3.50, which pays (Rs. 3.5
× 27,84,586 units = Rs. 97,46,051/-. Hence, the institute will be at loss if gross
metering is done to the tune of Rs. 35,83,301/-.

19.10 Life Cycle Cost of RTSPV and Tariff Decision

Regulatory bodies in India, has following guidelines for doing the calculations of
life cycle cost and there on the tariff for the respective resources. Following points
are to be noted for the RTSPV system calculations:

To start any renewable project requires huge funding, which normally raises
through debts, equity, loan amount, etc. Regulatory commission has sanctioned a
single part tariff with considerations for interest on loan and working capital, returns
on equity fund and debentures, depreciation amount for developer on his own invest-
ment, O&M expenses, etc. Levelized-based tariff is decided for this. The must run
priority is given to all renewable projects indicating that all the renewable energy
generated from the plant will either be consumed by the customer or may be exported
to the distribution licensee.When the capital cost of a renewable plant is to be consid-
ered then it includes the land cost if it is to be exclusively purchased for development
of the project. In case of RTSPV, land cost investment is not required. But funds are
required for infrastructure modification, plant and machinery purchased. Pre- and
post-operative expenses of the project are also considered as a part of capital invest-
ment. Regulatory commission permitted for 70:30 debt: equity ratio while deciding
tariff. Though the life span of project is 25 years, loan tenure is permitted up to
12 years only. Loan repayment schedule is to be considered from the first year of
commercial power generation from the plant. For the first 12 years, depreciation
rate of 5.83% is applicable and remaining amount will be spread over the useful life
of the plant. For receiving carbon credits/renewable energy, purchase–sale obliga-
tions or any other matter related with clean energy development must be initiated
by the developer. While determining tariff if the developer is getting benefits like
generation-based incentive, accelerated depreciation, additional depreciation, it will
be considered. Failure of renewable projects to generate guaranteed power needs
to compensate for under-generation units by paying 75% of approved tariff. Excess
generation than guaranteed power will be rewarded distribution licensee at the rate
of 75% of tariff for excess generation.

Table 19.5, represents the costing for capital equipment. The interest rate is consid-
ered here as 8% and inflation rate 5%. The life of solar PV is considered as 25 years.
The present worth of capital cost as
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Table 19.5 Equipments needs capital investment

S. N Name of equipment Unit cost (Rs.) No. of units Total cost in lakhs

01 Solar panels, 300 Wp, 36 V Rs. 16,500/- 1336 220.44

02 Inverter, 50 kW Rs. 6,25,000/- 08 50.00

03 Module mounting structure 36.00

04 Control structure 24.00

05 Cables, lightning arrestors 04.00

06 Transportation and logistic 08.00

07 Installation charges 22.04

Total capital cost 364.48

Present Worth = So = C0

(
1 + f

1 + i

)n

= 180.2238620 Lakhs

Replacement cost = So
(1 + i)n

= 26.3159Lakhs

Maintenance Cost = AMC ·
(
1

i
·
(
1 −

(
1

(1 + i)n

)))
= 25.619Lakhs

The maintenance cost permitted by regulatory authority is 0.006 or 0.6% of the
capital cost. The depreciation cost is considered for the first 15 years only as per the
directives of regulatory authorities. To clean the solar panels energy is required. It is
assumed that 200 units per month are required to clean the panels. Energy cost and
scrap cost is assumed as zero.

Average Energy Generated per year = 676358.5 units

No. of units used for cleaning panels per year = 200 × 12 = 2400 units

Total units to be used for billing

25 years = (676358.5 − 2400) · 25
= 16848962.5 units

Considering the inflation and interest rate, the revenue generation from RTSPV
at present rate of Rs. 9.65 per unit is

Total revenue generation = 16848962.5 ·
(

(9.65) ·
(
1.05

1.08

)25
)

= 803.96856 Lakhs
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Considering above factors the Life Cycle Cost (LCC) is calculated as (Abu-
Rumman et al. 2017):

LCC = Capital Cost + Replacement Cost + Maintenance Cost + Energy Cost − ScrapCost

LCC = 180.223686 + 26.3159 + 25.619 + 0 − 0 = 232.158762 Lakhs

Levelised cost of energy (LCOE) = Life Cycle Cost (LCC)

Life Cycle Energy Produced (LCEP)

LCOE = 232.158762

803.96856
= Rs.0.2887

Pay back period = Levelised Capital Cost over 25 years · 25
Total levelized Revenue generation in 25 years

= 180.2238620 · 25
803.96856

= 5.6042 years

The above calculations have been carried out considering net metering. If all the
generated units are purchased by the distribution company under gross metering at
the rate of Rs. 3.5 per unit, then

Total revenue generation = 16848962.5 ·
(

(3.50) ·
(
1.05

1.08

)25
)

= 291.5948152 Lakhs

LCOE = 232.158762

291.5948152
= Rs.0.79616

Payback period = 180.2238620 · 25
291.5948152

= 15.45157 years

19.11 Conclusions

Institute installed RTSPV 4 years ago in April 2017. This chapter has analyzed the
performance of RTSPV. Solar power generation and load curve are matching with
one another. It was found that the active power drawn from the distribution company
reduced to halved, similarly kVAhas also reduced but the reactive power requirement
increases. Installation of APFC brought down the reactive power demand also. Most
of the times the exported power is adjusted with imported power and banking of
power takes place during the vacation period only. Installation of RTSPV helps
the institute in reducing bills. When the overall kWh consumption is reduced, other
charges like wheeling charges, electricity duty, etc., also reduces. Energy bill charged
by distribution licensee reduces in the range of 8–60% for various months. Grid
penetration percentage varies from 10 to 60%. Though regular cleaning is done,
some dirt was not removed, and special efforts are needed to remove them and save
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the panel from hot spot and damage. It was observed that net metering is beneficial to
customers as compared to grossmetering. Paybackperiod for netmetering is 5.6 years
as compared to gross metering which is around 15.45 years. For further expansion
in load, there is no need to take the additional sanction of load from the distribution
licensee asmaximumkVAdemand has already dropped due to installation of RTSPV.

Annexure I

A-1 Solar panel and inverter specifications

Solar panel specification Inverter specifications

Watt 300 W-peak Type of inverter Grid tie solar inverter

Voltage 36.6 V Model No RPI-M 50A

Current 8.2 A AC capacity of
individual Inverter
(KW)

50 kW

Type Multi-crystalline No. of inverters
installed

8 No

Efficiency 14.3%

Temperature 25 °C

Dimensions (mm) 1955 × 992 × 38 mm
Area of single panel =
1939.36 m2

Tilt angle (slope) of
PV Module

18° Total AC capacity of
inverter (KW)

400 KW

Mounting Fixed type No. of phases 3-ϕ
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Chapter 20
Design, Development, and Simulation
Modeling of Hybrid Electric Vehicles
Incorporating with BLDC Drive

Mohan P. Thakre and Nitin Kumar

Abstract Electric vehicles (EVs), including Battery Electric Vehicles (BEVs),
Hybrid Electric Vehicles (HEVs), Plug-in Hybrid Electric Vehicles (PHEVs), and
Fuel Cell Electric Vehicles (FCEVs), have recently become more common in the
transportation sector. As the current fashion shows, the electrical transportationmode
is most probably going to replace the internal combustion engine (ICE) vehicles in
coming days. EVs have a notable influence on electrical power systems and other
related sectors and also on environment. The current power sector can suffer enor-
mous instability with high EV integration with the electric grid; however, with proper
coordination and management, smart grid concept can be successfully implemented
with EVs playing a major role. There are also opportunities for enormous economic
consequences, as EVs can dramatically lower the greenhouse gas (GHG) emission
levels emitted by the transportation vehicles. Though there are some significant
barriers for EVs to resolve before functionalizing internal combustion engine vehi-
cles. Industrial motor drives mainly concern with operations at motor base speed.
Electric vehicle motor drives deal with operations that require sudden start and stop,
low-speed operations, and base speed operations as well. The system should meet
the objective of variable speed, variable torque applications like Electric Vehicles
(EVs). As per studies, brushless direct-current (BLDC)motor is found to be a suitable
motive element for EV application based on its suitable torque speed characteristics.
In medium-sized electric vehicle, BLDC motor drive that is fed by a rectangular
A.C. supply has shown much promising results than other types of motors. Perma-
nent magnet brushless D.C motor drive is a perfect choice to be utilized in the
EV propulsion system, with benefits such as removal of the brushes, capability to
generate higher torque than other motors operating at the same voltage and current
magnitudes, high efficiency, and power density. Since BLDC motor has been used
widely in automotive, it is tested for simulation profiles and then is integrated in the
HEV systemmodel in MATLAB Simulink. The fuel economies also showed that the
combination of selected motor and engine is efficient and has very high potential in
market.
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20.1 Introduction

In modern years, electric vehicles (EVs) have been getting popular, and there are
several reasons for all of this. The most significant is their endowment to reduction of
emission of GHG levels. As per the United States Environmental Protection Agency
(EPA) in 2018, the transportation sector generated the largest share of GHG emission
accounting to about 28.2% of the total GHG emissions (Yong, et al. 2015; Camacho
and Nørgård 2014; Chowdhary and Thakre 2020). EVs, with plenty of usage in
the transport sector, have been intended to reduce a certain estimate, but that isn’t
the sole justification to revive this century-old, just before idea as commercially
convenient and feasible product. The electric vehicles (Camacho and Mihet-Popa
2016; Marchesoni and Vacca 2007) are quiet, simple in maintaining, and therefore
have no fuel costs associated as compared with traditional vehicles. It is also very
useful as an urban means of transport. EVs do not utilize any stored energy or affect
any emissions even during idling state, it would be responsible for frequent starting
and stopping, offers the required torque from starting, but do not necessitate the
excursions to the gas or petrol stations (Schaltz et al. 2008; Kramer et al. 2008;
Gao and Ehsani 2010). Neither does it relate to any kind of smog that makes the
environment highly polluted. EV has low infrared and silent operation and thus it is
viable for military usage as well. Electrical sector is estimated via a varying phase
in which non-conventional energy sources have been gaining importance. A next
century power grid (Thakre et al. 2020; Miller et al. 1997; Un-Noor et al. 2017; Kim
and Kum 2016), named the smart grid, is gaining momentum with EVs, considering
them to be a vital contributor to the smart grid consisting of advanced grid systems
and renewable generators. Because of these advantages it has led to a recommenced
interest and growth throughout this transportation mode.

The concept of driving a vehicle using electric motors came to light after a series
of development in direct-current (DC) motor and rechargeable batteries to operate
them at high efficiency (Chan 2002). The first commercial EV was an electric taxi
introduced in New York back in 1897. After few years, EVs were 28% of the total
vehicles. But the ICE type (Grunditz and Thiringer 2016; Yilmaz and Krein 2013;
Nakadachi et al. 2013) vehicle gained momentum later on and soon conquered the
automotive sector market by becomingmuchmore advanced with very low oil prices
andEVswere lost into forgetfulness. TheGeneralMotors’EV1conceptwas launched
in 1996 which (Miller 2006; Kim et al. 2008) emerged as a resurrection chance
for EVs. Other leading car manufacturers such as Ford, Toyota, and Honda also
produced their own EVs. One of the highly successful commercial HEV Toyota
Prius was launched in 1997 in Japan (Gao et al. 2005); about 18,200 units were sold
in the very first year of its manufacturing. Currently, there are almost no such EVs of
the twentieth century, however being an exception could be the Toyota Prius which
continues to be strong in a better and more advanced manner. Now Tesla Model
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Fig. 20.1 Key component and their contribution to overall EV system

S, Chevrolet Volt, and Nissan Leaf are dominating the automotive market (Guntuk
et al. 2019; Thakre et al. 2020), while BYD Auto Co., Ltd. China has taken over
the Chinese market. A combination of various subsystems can be visualized as EV.
These subsystems cooperate with one another to run the electric vehicle, and various
mechanisms are used to run the subsystems (Chau and Chan June 2008). Figure 20.1
shows the decisive components of EV and their contribution to the overall system.
Several components have to run considerablywith one another as compared to others.
The combined functions of all these subsystems operate an EV.a

20.2 Electric Vehicles (EV)

20.2.1 Types of Electric Vehicle (EV)

EVs run on electrical propulsion, or an internal combustion engine (ICE) can work
with them. EVs working on batteries only as the power source are the basic type of
EV; however, there are other EV types as well which utilizes other energy sources.
These can be termed as hybrid electric vehicles (HEVs) (Gao and Ehsani 2010; Shah
et al. 2010). The International Electro technical Commission’s Technical Committee
69 has stated that “vehicles using two or more types of energy sources, storage and
converter can be referred to as hybrid electric vehicle (HEV)”. This definition enables
many amalgamations ofHEVs, like batteries and condensers, ICEandbatteries, (Jung
et al. 2007) batteries and flywheels, batteries and fuel cells, etc. The researchers have
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therefore begun to call for HEVs consisting of batteries and condensers as ultra-
capacitator-assisted electric vehicle, and those with batteries and fuel cells as fuel
cell electric vehicles (FCEVs). EVs can be distinguished as follows:

• Battery Electric Vehicle (BEV).
• Hybrid Electric Vehicle (HEV).
• Plug-in Hybrid Electric Vehicle (PHEV).
• Fuel Cell Electric Vehicle (FCEV).

20.2.1.1 Battery Electric Vehicle (BEV)

EVs in which batteries are the only power source for drive train are termed as battery
electric vehicles (BEVs). BEVs rely only on battery packs with the limited stored
energy, and the driving range of these vehicles therefore relies on the capacity of the
batteries. On a single charge, the BEV can cover a distance of 100–250 km whereas
a top-class EV model can go much further, from 300 to 500 km (Fig. 20.2).

These ranges depend on driving style, configuration of the automobile, condi-
tions of road, weather conditions, battery type, and age. When the battery pack is
discharged it requires huge time to get recharged (Naseri and Farjah May 2017). The
charging time can be up to 36 h for the batteries; however, there are batteries which
take less time to recharge, but none can be compared to the short time for refilling a
fuel tank.

Charging time depends on the power level and design of the charger. BEVs are
benefited from their easy design and functioning. They do not emit GHGs, are silent
in operation, and are thus environmentally friendly. High and instant torques are
furnished by electrical thrust, even at low speeds (Camacho and Mihet-Popa 2016;
Marchesoni andVacca 2007). Thesemerits collaboratedwith their operating distance
with single charge making them the ideal choice for use in cities; in urban traffics

Fig. 20.2 Battery electric vehicle (BEV) configuration
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vehicles need to be run at lower speeds, and these speed ranges varying frommedium
to slow require a lot of torque. Some of the high selling BEVs are Nissan Leaf and
Tesla.

20.2.1.2 Hybrid Electric Vehicle (HEV)

HEVs are energized by both a power train and an ICE. The combinations of these
components are discussed in various forms later in this chapter. The electrical propul-
sion system is used by an HEV when the requirement for power is less. In low-speed
conditions, it is of great advantage and reduces fuel consumption and GHGs emis-
sions, since the engine remains completely free during idling periods such as traffic
jams. The HEV changeovers to ICE when speed required is high.

The two trains can also operate together to enhance performance of EV. TheHEVs
can regenerate the braking energy and the ICE can recharge the batteries. HEV
is therefore fundamentally an ICE-driven car (Mathur et al. 2014) that utilizes an
electric train to enhance the traveling distance and performance. Car manufacturers
are widely adopting the HEV configurations to obtain these features. The energy
flows in a fundamental hybrid electric vehicle are depicted in Fig. 20.3. When the
automobile starts, the ICE can run the engine as a generator to generate power to
recharge the batteries. Passing requires speed boosting, so both the engine and ICE
drive the powertrain. The motor is used as a generator at the time of braking by the
powertrain to recharge the batteries by regenerating braking.

Fig. 20.3 Power flow in various stages within the basic building blocks of an HEV
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Fig. 20.4 Energy management approach in the hybrid electric vehicle

During the cruise, ICE runs the car and the engine as a generator, charging the
battery. When the vehicle stops, the power flow stops. The approach of energy
management systems utilized in HEVs is shown in Fig. 20.4. The one shown here
splits power among the electric motor (EM) and the ICE by taking into consideration
driver input, vehicle speed, engine speed, and battery charge status (SOC) to achieve
full fuel efficiency (Singh et al. 2019).

20.2.1.3 Plug-In Hybrid Electric Vehicle (PHEV)

PHEV concept expanded the entire HEV concept. They use both an electric power-
train and an ICE train, such as a HEV; however, themajor differentiation among them
is that the PHEV’s main driving force is electrical power. PHEVs run on electricity
and call ICE for an increase or charge of the batteries. The ICE is utilized to expand
the portfolio. The batteries in PHEVs can be charged directly from the electric grid;
they can also use regenerative braking. PHEV carbon footprints are on the lower side
as compared to HEVs because of their ability to operate mostly on electricity. They
also consume less fuel, reducing the associated costs. These sales of Chevrolet Volt
and Toyota Prius are now quite crowded on the vehicle market.

20.2.1.4 Fuel Cell Electric Vehicle (FCEV)

The core part of FCEV is the fuel cells that produce electricity by using chemical
reactions. Figure 20.5 shows the basic configuration of FCEV. The fuel utilized in
FCVs is hydrogenwhich performs these chemical reactions, so they are also known as
hydrogen fuel cell vehicles. FCVs carry a high-pressure tank containing (Schaltz et al.
2008) hydrogen and an additional component in the power generation procedure is
the oxygen which they absorb from the atmosphere. Electric motor drives the vehicle
which is powered by the electricity produced from the fuel cells. Excess energy is
stored in battery or supercapacitor storage systems.
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Fig. 20.5 Fuel cell electric vehicle configuration

In the fuel cell, hydrogen and oxygen react to generate electricity which drives
the engine. Water is the only by-product produced.

From Fig. 20.6, it is evident that for ratio of BEV to FCEV greater than 1 fuel cell
EV is advantageous over the battery EV. The only by-product produced by FCEV
is water from its electricity generation process which is released from the tailpipes
of the car. FCEV generates their own electricity, which does not emit carbon, and
hence this type of EV has lower carbon footprint than any other type of EV. One
of the major advantages is that it takes the same time to replenish fuel cell electric
vehicles as taken by a conventional vehicle to fill its fuel tank, perhaps which is the
most important right now. There are safety concerns when flammable hydrogen leaks
from tanks. If these barriers were removed, FCVs would be the future of cars. One of

Fig. 20.6 Advanced EV attributes
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Table 20.1 Description of various types of electric vehicles

EV type Driving component Energy source Features Problems

BEV • Electric motor • Ultra-
capacitor

• Battery

• Not dependent on
oil

• No emission
• Available
commercially

• Range depends on
type of battery

• Battery price and
capacity

• Range
• Charging time
• Availability of
charging stations

• High price

HEV • ICE
• Electric motor

• Battery
• Ultra-
capacitor

• ICE

• Very little emission
• Can get power
from both electric
and fuel

• Long range
• Available
commercially

• Complex structure
containing both
electric and
mechanical
drivetrains

• Battery and engine
size optimization

• Management of the
energy sources

FCEV • Electric motor • Fuel cell • High efficiency
• Very little or no
emission

• High price
• Not dependent on
supply of electricity

• Available
commercially

• Feasible way to
produce fuel

• Cost of fuel cell
• Availability of
fueling capacity

the biggest drawbacks of FCEV still appears to be fuel costs, since (Lee and Ehsani
2001) there is still a lack of an inexpensive, sustainable, and environmentally friendly
way to generate hydrogen, and the refueling infrastructure is behind the BEVs (Table
20.1).

20.2.2 EV Functionality

Unlike its ICE counterparts, an electric vehicle is quite flexible as it requires no
complex mechanical arrangement to operate unlike a conventional vehicle. Only
moving part is the motor in an EV. Figure 20.7 shows the subsystems of an EV.

Various control techniques and arrangements can be used. Such power supply is
needed which can drive the engine from a range of sources. The engine and power
source are placed in different positions in the vehicle and the vehicle works as long
as it is connected via electric wires. An EV can then be powered only by electricity,
but an electric motor and ICE may also work together to drive the vehicle. Due to
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Fig. 20.7 EV subsystems

such advantages, there have been various configurations considered by this vehicle
type.

An electric vehicle could be visualized as a system that incorporates three
various subsystems: propulsion system, source of energy, and auxiliary system. The
subsystem energy source consists of fuel system, the source, and its energy manage-
ment system. The electric motor, controller, transmission, driving wheels, and power
converter are part of the propulsion system. The auxiliary system contains an auxil-
iary supply of power, a temperature control, and a steering unit. Most EV batteries
and flywheels are suitable with these methods of energy regeneration (Kumaresan
and Govindaraju 2020). The in-wheel engine arrangements are convenient as by
removing the connected transmission, central motor, drive shaft, universal joints,
and differential they reduce the drive train’s weight. They also furnish large battery
space, better control, and turning operation. Both the electric propulsion system and
the ICE are used by HEVs. Different ways in which electric propulsion system and
ICE can be configured to rotate the wheels create various configurations which can
be summarized as follows:

• Hybrid series.
• Hybrid parallel.
• Hybrid series-parallel.
• Hybrid complex.
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20.2.2.1 Hybrid Series

Hybrid series is the easiest setup for a HEV to be made. Wheels are only connected
to the electric motor, and an electric generator is run with the help of motor. It is
positioned as an EV which is supported by an ICE generator. Figure 20.8 shows the
series hybrid system drive train.

The advantages of the hybrid configuration series and their limitations are as
follows:

Advantages:

• Efficient and optimized power station.
• Optimized drive line.
• Modular options for power plants.
• Speedy possibility of service exchange black box.
• Long-term life.
• Rapid reaction to mature technology.
• Able to achieve zero emissions.

Limitations:

• Large system of traction drive.
• Proper algorithms are required.
• Multiple steps in energy conversion (Table 20.2).

Fig. 20.8 Series hybrid system drive train



20 Design, Development, and Simulation Modeling of Hybrid Electric … 523

Table 20.2 Comparison of
hybrid series and parallel
configurations

Parameters Parallel HEV Series HEV

Voltage 14 V, 42 V, 144 V,
300 V

216 V, 274 V, 300 V,
550 V.900 V

Power required 3–40 kW >50 kW

Relative gain in
fuel economy (%)

5–40 >75

20.2.2.2 Hybrid Parallel

This configuration parallels the electric motor and the ICE with the wheels. Both
or either one of them participates in power delivery. It is regarded as an electrically
supported ICE vehicle (Gao et al. 2005). If more than the power required for driving
the wheels is produced then the batteries kept in such cars are recharged by regener-
ative braking by the ICE or the electric motor. Figure 20.9 shows the hybrid parallel
drive train.

The advantages of the hybrid configuration parallel and their limitations are as
follows:

Advantages:

• Able to achieve zero emissions.
• Economic profit.
• Greater flexibility.

Fig. 20.9 Hybrid parallel drive train
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Limitations:

• Costly.
• Complex control.
• High-voltage requirement to ensure efficiency.
• Proper algorithms are required.

20.2.2.3 Hybrid Series-Parallel

Hybrid series system requires additional generator when distinguished with the
parallel type or an additional mechanical connection in comparison with the series
type to combine the series with the parallel arrangement. Figure 20.10 shows the
hybrid series-parallel system drive train using planetary gear unit. It offers the advan-
tages of both hybrid series and parallel systems; however, it is very complicated and
expensive. Complexities in the drive train are due to the existence of a planetary gear
unit to a certain extent (Un-Noor et al. 2017). In this system, the drive wheels are
connected to the rotor via the gears and the stator is attached to the engine. The engine
speed is the relative speed of the rotor and stator, which alters the engine speed for
each specific speed of the vehicle. Figure 20.11 shows the overall four-wheel drive
HEV structure.

Fig. 20.10 Series-parallel hybrid system drive train
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Fig. 20.11 Four-wheel drive HEV structure

20.2.3 Hybrid System Importance

In the recent years, hybrid electric vehicles have been a field of interest because
of their tendency of reducing air pollution and potential for high fuel efficiency
(Miller et al. 1997). The different hybrids typically change, such as how electric
or mechanical energy is transmitted, or which type of energy sources/fuel can be
utilized to energize the HEV. The proposed hybrid system analyzed in this chapter
includes the use of high-efficient brushless DC (BLDC) drives in a predominantly
electric system for propelling vehicle and to make the most of the power sources
available while coordinating energy consumption. Only the supposed ICE is coupled
mechanically with a permanent magnet generator is the fossil fuel component. The
regeneration allows the electrical system to recover some of the mechanical energy
of the vehicle. Several technological advances have led to superior power use in an
electric system.

New and more efficient battery with shorter charging times, higher energy densi-
ties, and lighter physical weights are being developed. Various types of batteries have
various properties which can attract a particular application. A nickel-metal hydride
battery (NiMH), for example, is a better option for a hybrid system employment,
given its low charging time and high overall efficiency. High-performance BLDC
motors are upgraded to produce high torque from every power system per amplifier
(Yilmaz and Krein 2013).
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20.2.4 Hybrid System Components

20.2.4.1 Brushless DC Motor (BLDC)

Because of its high torque per amplifier capacity, high efficiency, and low main-
tenance requirements, brushless DC engines/generators are selected. Because of its
control complexity, the uses of dq0 reference frame variables to control BLDC drives
are greatly simplified.With feedback on rotor position and speed, the performance of
the BLDC drive can be controlled by torque or speed control in dq0 reference frame
(Grunditz and Thiringer 2016). With many diverse control schemes, power switches
can be used to regulate the input voltage so as to achieve the voltage BLDC engine
requires. When necessary, the BLDC can either be operated as a generator or can be
operated in motor mode when braking depends on the power electronics control.

The physical performance of a BLDC engine depends on the motor’s physical
characteristics, like resistance of stator and rotor, motor control type, number of
poles, and the DC voltage applied to the BLDC drive. These parameters are usually
decided by the specifications required by the manufacturer.

20.2.4.2 Ultra-Capacitors

An ultra-capacitor utilizes the characteristics of a standard condenser to produce
greater capacity than before. The condenser electrode porous surface, combined with
the electrolytic solution between electrodes, contributes to a very high capacity of
the ultra-capacitor. For two main reasons, the ultra-capacitor with large capacitances
is beneficial in the system: the high capacity to ease voltage dips on the DC bus and
high power density when used as a power source. The ultra-capacitors in hundreds
of Farads can be purchased and load/discharge currents can be handled by hundreds
of amperes of current. Ultra-capacitors can also have a duty cycle of up to one
million before they break down. Its superior loading and unloading features and high
capacitance value make the ultra-capacitor essential for quick power supplies.

20.2.4.3 Batteries

A battery is very handy in the design of an HEV as a primary or secondary power
source. The power density, energy density, type of electrochemical reaction, life
cycle, and cost are the basis for classification of batteries. There are many other
considerations but the main considerations are listed for a hybrid system. The most
efficient battery is usually also themost expensive. Tens of thousands of dollars could
cost a lightweight high-energy battery.

Batteries can supply large quantities of energy over long periods (hours) but the
main disadvantage is their slow charging rate. Batteries have an amp-hour rating
which indicates how quickly and safely the battery can be loaded and unloaded
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(Miller 2006). The rule is usually to divide the ampere hour rate by ten in order
to find out the harmless charging current value. Naturally, all batteries have unlike
charging times; few are faster, but these usually are very costly alternatives, mainly
for larger batteries.

The battery chosen here is lead–acid battery because of their availability and low
cost. The lead–acid battery sometimes has charging times in decades and normally
cannot discharge less than about 80% of its rated tension. Many models of lead–
acid batteries have been advanced and tested, which is another important intention
for choosing platinum–acid batteries for costly solutions. Unfortunately, the battery
model could not be incorporated into the final design of hybrid system.

20.2.4.4 Buck/Boost Converters

For implementation, various kinds of converters have been considered. Research has
found that the most efficient design from the point of view of easy coordination and
control is of DC/DC converter. This multiple DC–DC input converter is in between
the inverter and source. When the BLDC is in generator mode (i.e., while braking)
the converter recharges the power sources and when the BLDC is in motoring mode
converter provides power from power sources (Gao and Ehsani 2010). The converter
is bi-directional, i.e., it operates as a buck converter to power sources in breaking
mode or it can operate as boost converter to power the DC bus. The main losses are
caused by switching and driving. Due to high switching frequencies and low losses,
the MOSFETs were chosen for the converters.

20.2.5 System Model Layout

The system layout is depicted in Fig. 20.12. The system’s components are represented
by the blocks in Fig. 20.12. The direction of flow of power is represented by direction
of arrows. The overall system consists of several different subsystems. An ICE is
mechanically coupled to the permanent magnet synchronous machine (PMSM). The
only input to the PMSM generator is supposed to be the mechanically coupled rotor
speed. To generate a DC voltage, the generator output is attached by a three-phase
rectifier. The input to boost converter is DC voltage and the boost converter delivers
the output voltage to the DC bus whenever necessary. The DC bus is connected
with an ultra-capacitor via a bi-directional converter which powers the DC bus when
operated in boost mode and powers the ultra-capacitor when operated in buck mode.

BLDC engine is powered through the DC bus. By taking note of the arrows
direction in the system, the BLDC motor works as an engine, during propulsion of
the vehicle and as generator during regenerative braking (Thakre et al. 2020). The
power flow to theDCbus from ICE is only in one direction, as the internal combustion
engine cannot recover any power which is produced during the regenerative braking.
By using ultra-capacitor the energy during braking can be captured.
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Fig. 20.12 Layout of system

20.3 Selection of Motor for Electric Vehicle

In an electric drive, the electric motor is the heart of the system. The electric motor
converts the battery’s electric energy into mechanical energy that moves the EV. It
also behaves as a regenerative generator that returns energy to the source of energy.
Different number of motors can be available on the basis of their prerequisites:
the Acura NSX has three, the Toyota Prius has one, and the choice relies on the
type of motor vehicle and the features it should offer. The key needs for an EV
motor is high torque and power, broad speed range, reliability, high efficiency, cost-
effectiveness, robustness, small size, and low noise (Schaltz et al. 2008). Direct
current (DC) drives show some of the features necessary for EV applications, but
their efficiency and large-scale structure, lack of reliability due to their switch or
brushes, and associated maintenance requirements have made them less attractive.
The advancement in control systems and power electronics has resulted in various
motor types meeting the automotive sector’s needs, as well as the favorite types of
induction as well as permanent magnet (PM).

20.3.1 Brushed DC Motor

Such motors’ rotor has brushes to supply the stator and the stator is permanent
magnet (PM). The advantage of these motors is their capability to achieve maximum
torque at low speed. On the other hand, the drawbacks are its low efficiency, its large
structure, the heat produced by the brushes, and the related efficiency drop. As it is
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produced in the rotor center, the heat is difficult to eliminate (Kramer et al. 2008).
For such causes, in EVs, the brushed DC motors are not used.

20.3.2 Permanent Magnet Brushless DC Motor (PMBLDC)

In PMBLDC, the rotor is made of permanent magnet (PM) (most frequently
neodymium magnet (NdFeB)), while the stator is fed with an alternative current
(AC) which is generated from an inverter. Because no windings are present on the
rotor, no copper loss is produced thus making it highly efficient than the induction
motors. BLDCmotors are smaller, lighter, reliable, and high torque density.However,
the constant variety is quite short because of its limited ability to weaken the field.
The torque decreaseswith the increasing speed due to the EMF in the stator windings.
The cost of BLDCmotor is increased due to the use of permanent magnet. However,
additional fieldwindings can improve the speed range and improve overall efficiency.
This kind of arrangements is also termed as PM hybrid motors because both field
windings and permanent magnet are present. These arrangements are also restricted
by physical intricacy; the rapidity ratio is not sufficient to meet the requirements
of electric vehicle usage, specifically in off-road vehicles. By controlling the firing
angle of the power converter, the PMBLDC motor’s efficiency can be improved and
the speed range to the highest fourfold base speed, although efficiency can decrease
at very high speed due to the removal of PM. In addition to hybrid-PM arrangement,
PMBLDCs can be mounted on the surface magnet that requires fewer magnets or
can be mounted on a buried magnet that can give more air gap flux density. BLDCs
with a maximum power of 60 kW are useful in small cars. Figure 20.13 represents
the torque–speed characteristics of PM BLDC motor. The torque is constant at the
beginning but starts decreasing exponentially after the base speed.

Fig. 20.13 Torque–speed characteristics of a permanent magnet brushless DC motor
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20.3.3 Permanent Magnet Synchronous Motor (PM SM)

PMSM can be operated at various speed ranges without the aid of a gear system and
are one of the most advanced. These motors are more efficient and portable with
the feature. PMSM even at extremely low speeds offers high torque, and thus this
arrangement is very suitable for in-wheel purposes. PMSMs with an external rotor
can also be built without the need for rotor covers (EGG Technical Services 2002).
However in in-wheel operations where the system at high speeds faces a large iron
loss, the only notable disadvantage is also present. Neodymium magnet (NdFeB)
permanent magnets for high energy density PMSMs have been used. The airflow
connections in the airflow are sinusoidal and can be controlled by the vector control
and the sinusoidal voltage. PMSM is probably the most useful motor in the battery
electric vehicle and this motor technology is being utilized by more than 26 models.

20.3.4 Induction Motor (IM)

Induction motors such as the General Motor’s EV1 and current models of the Tesla
have been used in early EVs. Among various motor drive systems without commu-
tators, this system is one of the most sophisticated systems. Vector control has been
beneficial in enabling IM drives to fulfil EV requirements of the system. Controls for
field orientation could even make an IM to act as a separately excited engine while
also decoupling its control of field and torque (Kim et al. 2008). The speed range over
the base speed can be increased by weakening the flux while maintaining the force
constant and a range of three to five times the rated speed can be achieved by field
orientation control with a correctly designed IM. The use of four polar AC motors
with copper rotors in current EVs is seen in the three-phase phase. In Fig. 20.14, IM
characteristics show that maximum torque has been maintained until the base speed,
and then reduces significantly.

Fig. 20.14 Induction motor
drive characteristics
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Table 20.3 Power comparisons of motors of same size

Motor type Power (kW) Ease speed Maximum speed

HEV BEV

BLDC 75 110 4000 9000

SRM 42 77 2000 12,000

IM 57 93 3000 12,000

Table 20.4 Typical torque
density values of some motors

Motor type Torque/volume (N/m3) Torque/Cu mass (Nrn/kg
Cu)

PM motor 28,860 28.7–48

IM 4170 6.6

SRM 6780 6.1

20.3.5 Switched Reluctance Motor (SRM)

Due to its sticking pole position in the stator and rotor, SRMs, also known as doubly
sticking motors, are synchronous motors with unipolar inverter generated current.
SRM has high speed, low cost, lower risk, high power density, and inherently long
constant power supply for motor drives (Table 20.3).

Although these machines have simpler construction, their control and design is
not simple because of the slots, poles, and high pole saturation. These machines have
not advanced as much as induction machines or PM because of these disadvantages.
However, the interest in SRMs is increasing due to the high cost of rare earth metals
required in PMmachines. Torque and noise reduction are themajor concerns in SRM
research. Total losses can be reduced by finite element analysis; sliding mode control
can also be used to decrease the chatter controls and non-linear engine management
(Table 20.4).

20.3.6 BLDC Motor as Most Preferable Option

PMBLDC motor has been the classic way for EV propulsion systems to advantages
like no brushes, the ability to manufacture a higher value torque than the other
motors at the same voltage and current magnitudes, high efficiency, and high power
density. BLDC motors are DC motors where commutation is done electronically,
not by brushes. Therefore, a BLDC motor needs less maintenance, has lower noise
susceptibility and lesser power dissipation in the air gap compared to a brushed DC
motor due to the absence of the brushes. The magnet density is higher with alloy
magnets like ferrite and boron (NdFeB), neodymium (Nd), and samarium cobalt
(SmCo). They produce more torque for the same volume than ferrite magnets, which
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Fig. 20.15 BLDC simplified model

increases the BLDC engine power-to-size ratio. Consider a three-phase, four pole,
star connected to the trapezoidal EMF permanent magnet synchronous engine. The
trapezoidal back EMF means that the mutual inductance between the stator and the
rotor is non-sinusoidal and that a variable “abc” model is more applicable than a
d-Q axis model. Figure 20.15 shows the BLDC simplified model. The mathematical
equations and the overall BLDC motor model are therefore simplified according to
the following presumptions:

• Saturation of the magnetic circuit has been neglected.
• Stator resistance, self-induction as well as mutual inductances have been equal

and constant in all three phases.
• Losses of hysteresis as well as eddy current have been removed.
• Semiconductor inverter switches have been ideal.

The simple analytical as well as electrical formulae of the BLDC motor could be
written in the form:

Va = Ria + (L − M)
dia
dt

+ Ea (20.1)

Vb = Rib + (L − M)
dib
dt

+ Eb (20.2)

Vc = Ric + (L − M)
dic
dt

+ Ec (20.3)

Te = Tea + Teb + Tec (20.4)

Te − Tl = J
d2θm

dt2
+ dθm

dt
(20.5)

θe = P

2
θm (20.6)
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ωm = dθm

dt
(20.7)

The “abc” phasor equations for emf and torque are given below:

Ea = KeωmF(θm) (20.8)

Eb = KeωmF(θm − 2π

3
) (20.9)

Ec = KeωmF(θm + 2π

3
) (20.10)

Tea = Ktia F(θm) (20.11)

Teb = KtibF(θm − 2π

3
) (20.12)

Tec = KticF(θm + 2π

3
) (20.13)

Where L is the phase self-inductances, R is the stator resistance, and M is the
phase mutual inductance, i is the phase current, E is the back emf, Te is the electrical
torque developed, Tl is the load torque, J is the moment of inertia, ωm is the speed
of the motor, Ke and Kt are back emf constants, θe and θm are the electrical and
mechanical angle of the motor, and F(θ) is the rotor position function. Back-EMF
signaling of the BLDC motor is generated by electrical rotor degree at each phase
and applied to the input voltages as negative feedback. This approach simplifies and
makes the BLDC motor model more convenient for various control techniques.

The brushless DC motor looks like a DC motor from modeling perspective;
however, it is actually a synchronous motor with a linear relation between torque and
current, rpm, and voltage. It is controlled electronic switching system rather than a
mechanical switching system that is usually of brushed motors. This addresses the
problem of transferring current to a moving frame. To do that, a smart electronic
controller is substituted for the brush system/switch assembly that carries out the
same power distribution as a brushed DC engine. BLDC engines have several bene-
fits surrounded by brushed DC motors as well as induction motors like good torque
and speed, high efficiency, high reliability and dynamic response, long service life (no
brush erosion), rustle operation, large speed ranges, and electromagnetic interference
reduction (EMI).

The torque-to-motor ratio is higher and is useful for applicationswhereweight and
space are essential particularly in aircraft industry and electrical applications. Thanks
to its high efficiency, power density, no maintenance characteristic, and quiet oper-
ation. PM motors are widely utilized in industrial automation systems, computers,
aircraft industries, military combat vehicles, and automotive industries.
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20.4 Study System Operation and Performance

The comprehensive system is made up of an ultra-capacitor as well as a generator
in such a hybrid series arrangement to supply power to a BLDC propulsion machine
via converters to the DC bus, which is depicted in Fig. 20.16.

The BLDC motor progress is measured for data collection to investigate rotor
speed and error, supply DC voltage, as well as current injected from two power
sources. The objectives are to illustrate the following:

• Due to limitations on implanted currents, the ultra-capacitor has only complexity
providing all of load power.

• The PMSMgenerator could even supply this same structure with sufficient power,
but as the generator speed has been ratcheted up, the voltage sags originally.

• The ultra-capacitor would then endorse the DC bus voltage at low velocity as well
as torque.

• The energy from of the PMSM generator has been required at greater velocity for
better application performance.

• The DC bus voltage would be near to the rated voltage of the system whenever
the BLDC motor is in generation mode and hence regeneration occurs.

The first test series has been intended to verify the process of each network element
under a defined set of control speeds andmechanical loads implemented to the BLDC
motor.

Fig. 20.16 Integration of motor and generator framework based in MATLAB
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Fig. 20.17 Ultra-capacitor only rotor speed

20.4.1 Ultra-Capacitor Operation

Since for power supply only ultra-capacitor is used, simulation results demonstrate
that the ultra-capacitor (UC) behaves adequately to supply power from the system
which is depicted in Fig. 20.17 at lower speed and torque requirements from the
BLDC drive. Whenever the mechanical torque is applied to a motor at higher levels
and the BLDCmotor requires more speed, the error begins to peak at maximum load
torque and maximum control speed. The whole error as well as correlates to a lower
unlike required voltage value of BLDC current ultra-capacitor details mostly on DC
supply bus. To evaluate average currents both to and from sources, low-pass filtering
of the current contributions of the power sources has been essential. Approximately,
875 W is just the peak power supplied by the ultra-capacitor.

20.4.2 Generator Operation

The presumption would be that the generator has been functioned by a speed-
controlled, mechanically coupled IC engine. The PMSM generator’s speed would
be proportional to the input power to the system. Because of the speed control, it is
believed that the speed of a DC generator must be restricted to make this process
more accurate (i.e., speed of the generator rotor cannot accelerate to the rated speed
instantaneously). The full angular velocity of rotor is reduced to 314 rad/s rated
mechanical speed, and the speed change of the rotor is supposed to be 2.5 s from
0 rad/s to rated speed (3000 RPM) and 1 s from 0 rad/s to rated speed. Depending on
all this, the PI-controlled mechanical input speed controller has been done to receive
the DC supply bus voltage a negligible overshoot.
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Due to the low DC bus voltage, the current speed sags within the first second.
The generator would be able to supply sufficient power to maintain the voltage level
required by the BLDC machine after the generator starts to boost to the rated speed.
The generator’s peak power supply is (14 Nm) * (290 rad/s) (i.e., 4.06 kW) the
velocity error begins at a time when the mechanical load torques as well as the
controlled velocities are considerably lower. At such a time when the DC supply bus
voltage has been lower than that required by the BLDC driver, this same rotor speed
error peaks. The error is reduced after generator takes adequate time to boost up to
speed. Figure 20.18 demonstrates the mechanical load torque.

In Fig. 20.19, generator currents have been highlighted. The generator supply
current indicates the current that is provided to the DC bus from the generator. The
voltage haven’t ever exceeds 100 A. Figure 20.20 treats the low-pass filtered supply

Fig. 20.18 Generator only—mechanical load torque

Fig. 20.19 Generator
only—current contribution



20 Design, Development, and Simulation Modeling of Hybrid Electric … 537

Fig. 20.20 Generator only—filtered current contribution

current. The filtered parts requiring demonstrate that throughout any voltage sag,
the generator increases current infusion into the DC bus. At first, the voltage of the
DC bus drops because the generator hasn’t really reached speed. The initial voltage
was indeed due to the DC bus capacitor’s presumed initial charge to 160 V. The
DC bus voltage remains constant at magnitude which is under 400 V after generator
speeds up. The drop in voltage starting at t= 6 s. is because of attaining the intended
DC bus voltage. The generator then slows down in velocity, after which generator
should speed up and increase the DC voltage of a bus so because BLDC motor even
now requires power. The above contributes for the larger current toward the end of
simulation from the generator.

20.4.3 Software and Control Logic

Figure 20.21 describes the commutation scheme included. By analyzing the commu-
tation scheme, Eq. (20.14) of the systemhas been extrapolated andwith the help of the
control logic combinational system has been modeled. Hall position sensor signals
and a master PWM are the inputs to this combinational system and the outputs are
the PWM signals.
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Fig. 20.21 PWM commutation scheme

AHS = PWM.(Hall A.Hall B)

BHS = PWM.(Hall B.HallC)

CHS = PWM.(HallC.Hall A)

ALS = Hall B.HallC

BLS = HallC.Hall B

CLS = Hall A.HallC

(20.14)

Following causes are taken into consideration for the choice of the commutation
strategy:

• Integration simplification.
• Presented motor speed performance relating to a mean speed of 20–25 km/h as

well as an average speed of 20–25 km/h.
• This same amount of CPU load calculated in conjunction with both the secondary

functions by a motor control feature.

The software flow model is illustrated in Fig. 20.22.
Figure 20.22 has been organized into two threads, one for each primary purpose

accomplish. Two separate timers govern the threads; with the motor control thread
holds the greatest priority.

Using theMATLAB/Simulink environment simulationmodel, the design is simu-
lated. The simulation took into consideration the commutation table shown in
Fig. 20.21 and that is characterized by Eq. (20.14). In Fig. 20.23, the Simulink
approach is formulated. The simulated results are shown in Fig. 20.24 in the following
sequence (Fig. 20.25).
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Fig. 20.22 Software flow diagram for the electronic control unit: amain program; bmotor control
thread; c data transmission thread

Fig. 20.23 Simulink model of proposed system

• the waveform of a stator current,
• electromagnetic torque ripple, and
• rotor speed.
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Fig. 20.24 Simulation results of proposed system

Fig. 20.25 Proposed system for HEV
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Table 20.5 Engine model
parameter

Parameter Value

Power 5 7 kW (3)5 000 RPM

Mill speed 1000 rpm

Max speed 4500 rpm

Torque 115 Nm (H > 4200 RPM

Fig. 20.26 Generic Simscape engine

20.4.4 Simulink Subsystem Used in HEV

20.4.4.1 Engine Model

The following requirements apply to the functionality of this module (Table 20.5 and
Fig. 20.26).

The engine model is now a mechanical system used during Simulink that offers
torque as output as well as uses throttle as input.

20.4.4.2 Planetary System

It includes a small planetary system. The carrier has been linked to an engine, the
system is linked to the ring, and the sunhas been attached to the generator (Fig. 20.27).

20.4.4.3 Battery Model

This battery does have an installed voltage of 8.1 Ah, a voltage of 200 V, and a
total power of 1.62 kWh. The chosen GM HEV system does have a kerb weight of
1325 kg, a total range of 870 km, and a power range of 18 km (Figs. 20.28, 20.29
and 20.30).
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Fig. 20.27 Planetary gear system

Fig. 20.28 Battery system

Engine System Requirements

The following requirements apply to the functionality of this module (Fig. 20.31 and
Table 20.6).

Fuel Consumption

The following requirements apply to the fuel consumption (Table 20.7).

Speed Controller Module Requirements

For the speed controller module, the preceding rule applies:

i. A minimum of integral and proportional control will be enacted by the
controller module.

ii. The systemmust be within 5% of the final value in 0.1 s after a change in angle
(Settling Time).

iii. The system must achieve 10 percent of the final value within 0.7 s after a 10%
change (Fig. 20.32).
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Fig. 20.29 Battery characteristics

Fig. 20.30 HEV system level layout

20.5 Simulation Results

20.5.1 Drive Cycle 1

See Figs. 20.33, 20.34, 20.35 and 20.36.
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Fig. 20.31 Generic Simscape engine

Table 20.6 Engine system
parameters

Parameter Value

Power 57 kW (3)5000 RPM

Mill speed 1000 rpm

Max speed 4500 rpm

Torque 115 Nm (2) 4200 RPM

Table 20.7 Requirements for
fuel consumption

Regular gas

City 51 MPG

Highway 49 MPG

Combined 50 MPG

Electric + gas

Combined 95 PG-e

20.5.2 Drive Cycle 2

See Figs. 20.37, 20.38, 20.39 and 20.40 and Table 20.8.
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Fig. 20.32 HEV control module layout

Fig. 20.33 Vehicle speed

20.6 Conclusion

In theE.V.’s, aDirect Current (DC) drive is being used extensively because it provides
simple speed control and optimal specifications for torque speed. The perfect torque
matches the requisites of terrain and traction in the E.V. Ones brushes and commuta-
tors end upmaking others to less reliable. So, for such amaintenance-free feature, this
is not appropriate. A.C. motor drives with IM or PMSM are far more widely known
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Fig. 20.34 Speeds from Urban Cycle 1

Fig. 20.35 Voltage from Urban Cycle 1
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Fig. 20.36 Currents from Urban Cycle 1

Fig. 20.37 Vehicle speed

to advance in power electronics than what a D.C. drive with robustness, less main-
tenance, higher efficiency, and high power density benefits. For a specified power
value, the PMSM provides a general reduction in weight and volume. The efficiency
is also much greater because with no loss of rotor copper. The accuracy seems to be
fairly high.
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Fig. 20.38 Speeds from Urban Cycle 2

Fig. 20.39 Voltages from Urban Cycle 2
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Fig. 20.40 Currents from Urban Cycle

Table 20.8 Fuel economy
comparison

Sr. no. Level used Fuel economy (km/L)

1 System level 49.52

2 Mean level 48.66

3 Detailed level 47.53

But the winner in this medium-sized electric vehicle recruitment process stands
out as BLDC motor drive that is fed by a rectangular A.C. supply. P.M. brushless
D.C. motor drive is a perfect option to be utilized in the EV propulsion system, with
benefits such as ability to generate a high torque than the others at the same voltage
and current magnitudes, removal of the brushes, high efficiency, and power density.

Since BLDC motor has been used widely in automotive, it was tested for simula-
tion profiles and then is integrated in the HEV system model in Simulink. The fuel
economies also showed that the combination of selectedmotor and engine is efficient
and has very high potential in market.
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Chapter 21
Charging Techniques of Lead–Acid
Battery: State of the Art

Aarti S. Pawar and Mahesh T. Kolte

Abstract Battery charging is a very critical activity for using its electric storage
capability and incorrect procedure affects its efficiency and health. The charging
process plays a key role in evaluating the life of the battery. Overcharging results
in high temperature in the battery, which degrades the chemical composition of the
electrolyte. The conventional charging techniques such as constant current, constant
voltage, and constant current-constant voltage (CC-CV) charging techniques are
used for charging a battery but the problem like gas formation, grid corrosion, and
sulfation is faced in extending the life of the battery. The various parameters such as
ensuring battery full-service life, temperature rise, and gas evolution during charge,
state of charge (SOC), charging efficiency in AH and WH, and charging time are
to be considered when designing a battery charger. In this paper, the charging tech-
niques have been analyzed in terms of charging time, charging efficiency, circuit
complexity, and propose an effective charging technique. This paper also includes
development in lead–acid battery technology and highlights some drawbacks of
conventional charging techniques.
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Nomenclature

VRLA Valve-regulated lead–acid
CC Constant current
CC-CV Constant current-constant voltage
PPC Pure lead punching carbon technology
LEGF Lead electroplated graphite foil
BE Bipolar electrodes
PAM Positive active material
AGM Absorptive glass mat
CV Constant voltage
ICC Interrupted charge control
CV Cyclic voltammetry
HRPSOC High-rate partial state of charge
NAM Negative active material
LAB Lead–acid battery

21.1 Introduction

In the case of power supply cuts, energy storage systems now play a significant
role in providing an alternative source to provide electricity to various industrial
and domestic applications. The energy storage device plays a significant part in
applications for renewable energy in off-grid as well as load leveling and frequency
regulation for on-grid systems. Batteries of lead–acid are extensively used in
diverse applications like automotive industries, telecommunications systems, hospi-
tals, emergency lighting, power tools, alarm systems, material handling, railway
air-conditioning and coach lighting, and so on. Because of its enormous use, ease,
and efficiency of commercial recycling, lead–acid batteries are available in various
designs, capacities, and voltage configurations. Because of its wide versatility, good
efficiency, and life characteristics, the production of lead–acid batteries has reached
a very high level of mass production and thus the cost of the lead–acid battery is
quite low. The charging time, overcharging and undercharging, operating tempera-
ture, charging process, charging state, electrolyte condition, system capacity, battery
design, and application area are factors that affect the battery life in the applications
listed above (Bhatt et al. 2005). There are different methods available for charging
a battery such as by the use of a photovoltaic system or by converting grid AC
to controlled DC for charging. Its efficiency and health will depend on the proper
charging procedure.

Sulfation of plates and stratification of electrolyte occurs due to long-term under-
charging which degrades the battery’s performance and reduces its service life.
Battery gassing and grid corrosion of plates is a result of frequent or extended
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overcharging which also reduces the battery life. Three-stage charging, intermit-
tent charging, and interrupted charge control were introduced in 2008, and their
output is monitored at a high battery charging level. It increased the battery life cycle
(Armstrong et al. 2008).

The improper charging method is responsible for reducing battery life if the
process is unable to manage to charge time, charging temperature, and charging
current as per the progressive state of charge during charging. Such a process cannot
protect against battery overcharge and undercharge. Common charging methods are
boost charging with stepped constant current (CC) at starting and finishing rates,
constant voltage (CV), and constant current-constant voltage (CC-CV). They may
have some drawbacks, like longer charging time in CC-CVmode or somewhat higher
temperatures in boost charging, and sometimes result in overcharging or undercharge
if the current, voltage, and cut-off settings are not proper.

21.1.1 Contribution of the Work

• The purpose of this chapter is to provide enough information to researchers and
academicians to comprehend how critical it is to describe the function of charging
techniques in enhancing the performance of lead–acid batteries.

• The advantages and limitations of all charging techniques are highlighted.
• Nowadays, energy storage devices play a critical role in obtaining power for a

variety of purposes. This review also looked at recent advancements in lead–acid
batteries, such as electrode material, electrolyte placement, the use of current
collectors, and lead–acid battery recycling. Researchers from a variety of disci-
plines will be required to solve different difficulties in energy storage applications,
and their success will help to the creation of next-generation environmentally
pollution-free and sustainable energy systems.

21.1.2 The Flow of the Work

This article is arranged in six parts, systematically. The introduction contains the first
part. The second segment deals with the operating principle of the lead–acid battery
during charging and discharging. The third section provides a thorough description of
each charge technique. The fourth deals with developments in the lead–acid battery.
The fifth and sixth parts deal with arguments and conclusions. The flow of the work
is mentioned in Fig. 21.1.
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Fig. 21.1 Flow of the work

21.2 Lead–Acid Battery Chemistry and Its Working

A battery is an energy storage device. Here the lead–acid battery’s working theory is
discussed. It’s rare in the world of rechargeable or secondary batteries. The positive
plate contains lead dioxide (PbO2), the negative plate contains sponge lead (Pb),
and the electrolyte is dilute sulfuric acid (H2SO4). The diluted sulfuric acid is the
combination of water and acid in the proportion of 3:1 ratio. It takes part in the
electrode reactions. The chemical reactions which generate electricity take place at
the two electrodes. Charging and discharging are the states of chemical reactions in
the battery. Figures 21.2 and 21.3 depict the charge/discharge of a lead–acid battery,
respectively.

The chemical reaction takes place at the electrodes during charging.On charge, the
reactions are reversible.When cells reach the necessary charge and the electrodes are
reconverted back to PbO2 and Pb, the electrolyte’s specific gravity rises as the sulfur
concentration is enhanced. Water loss can occur as water is electrolyzed to produce
oxygen and hydrogen; however, the overpotential where this occurs is significant
enough that gas leakage can be regulated by changing the charging voltage. At this
time, the molecules of sulfuric acid are broken into positive 2H+ ions and negative
SO4− ions. The hydrogen transfers electronswith the cathode and becomes hydrogen,
and this hydrogen interacts with the PbSO4 in the cathode, forming sulfuric acid
(H2SO4) and lead (Pb). The SO4− ions move to the anode and transfer their electrons.
It becomes radical SO4. This radical SO4 cannot exist by itself and hence it reacts
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Fig. 21.2 Charging of
lead–acid cell

Fig. 21.3 Discharging of a
lead–acid cell

with anode PbSO4 and induces PbO2 and sulfuric acid (H2SO4). During battery
charging, the following is the chemical reaction:

PbSO4 + 2H2 + SO4 → PbO2 + 2H2SO4 (21.1)

The chemical reactions are again involved during the discharge of a lead–acid
battery. When the loads are bound across the electrodes, the sulfuric acid splits again
into two parts, such as positive 2H+ ions and negative SO4 ions. With the PbO2

anode, the hydrogen ions react and form PbO and H2O water. The PbO begins to
react with H2SO4 and generates PbSO4 and H2O. The SO4− ions give electrons to
the pure Pb plate and create radical SO4 which interacts further with the Pb that
creates PbSO4. The reverse chemical reaction occurs during the charging process.
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Due to the electron exchange along anode and cathode, the electrons pass through
the charge and the battery gets discharged, the electron balance between the plates is
affected. The gravity of diluted sulfuric acid decreases during this discharge. Even
the cell’s potential gap decreases at the same time. The following is the chemical
reaction when it is discharged:

PbO2 + 2H → PbO + H2O (21.2)

PbO + H2SO4 → PbSO4 + H2O (21.3)

Combining Eqs. (21.2) and (21.3), we get

PbO2 + 2H + H2SO4 → PbSO4 + 2H2O (21.4)

The right grid alloy and charging parameters for flooded batteries keep water loss
to aminimum, requiring only occasional water addition for battery servicing. The use
of an absorptive glass mat (AGM) separator and gel in the electrolyte is permitting
to the passage of oxygen gas to the negative electrode, where it interacts with Pb to
form PbSO4.

In a gas electrolyte, gaseous exchange from the positive to the negative is much
quicker than in a liquid electrolyte. As the plate depolarizes, oxygen is naturally
integrated to form PbSO4, the typical discharged form, which is then recharged back
to Pb in the same way as the charge method. Other criteria for shielded recombinant
cells include purified materials for both active materials and grids, in general, as
well as grid materials of high hydrogen over there to reduce hydrogen evolution just
at negative. Valve-regulated lead–acid is designed to allow gas to exit the cell at a
predetermined pressure while preventing outside air from entering.

21.3 Charging Techniques

This research article does deal with 11 charging methods, however. Some essential
principles concerning the charging strategies are as follows:

A. Overcharging: During overcharging the temperature of the battery increases
resulting in thermal stress on plates and the excess charging current also results
in electrolysis or gassing of electrolyte resulting in loss of water from the excess
charge current attacks and oxidizes the grids of positive plates which causes
early failure of the battery.

B. Undercharging:When the battery terminal voltage is less than 20 percent of the
maximum charge, the battery sulfates the electrodes. This phenomenon clogs
the active surface area and reduces the conductivity. Therefore, the battery
cell loses charge acceptance and thus capacity is reduced. This problem can
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be solved using superimposed pulse frequency and intermittent charge control
techniques (Praisuwanna and Khomfoi 2013).

C. Operating Temperature during charging: In general, the battery’s operating
temperature is also a major factor responsible for prolonging its life. If the
charging current is above prescribed limits or charging is continued after the
battery is fully charged or if the charging current is not controlled as the SOC
level builds up, these will increase the operating temperature in the battery.
As per IEEE publications, the increase in operating temperature at every 8
to 10 degree Celsius above the standard temperature of 27 degree Celsius
decreases the battery life by half. The large temperature change during the
charging process is important to avoid (Bhatt et al. 2005).

D. Storage: If the battery is not used for long periods, because of the self-discharge
phenomenon, the battery gets discharged and if it remains in this condition for
long, the sulfation process takes place on the battery plates (mostly negative).

E. State of Charge: Battery efficiency is also measured by calculating the state of
battery charging. Continued to improve battery life is helpful (Ng et al. 2008).

F. Charging Time: The charging time determines the battery life and should
be minimal. Thereby new charging systems should be invented. (Extended
charging at low currents is good for the battery but high or normal current
extended charging is bad.)

Normal charging techniques, two-step current charging, andpulse charging technique
are stated in this paper. Besides thesemethods, it discusses in detail the negative pulse
discharge, intermittent charging, reflex charging method, and superimposed method.

21.3.1 Constant Current Technique

This is the conventional charging technique for charging the lead corrosive battery.
The battery is charged by making the current consistent. It is a basic technique for
charging batteries. The charging current is set roughly 10% of the greatest battery
rating. It is constant current @ 10% or 12% of rated capacity in Amps which is
reduced to 50% of that as soon as gassing voltage is reached. The battery requires
enormous time for chargingwhichmakes the batterywarmed.Due to this, the temper-
ature of the battery may increment and a warm runway issue has happened. If it is
over-charged, battery substitution occurs. Figure 21.4 shows the current and voltage
curve of the battery.

21.3.2 Constant Voltage Technique

It is the most widely recognized customary technique for charging the battery. In
this strategy, the battery is charged by keeping its voltage consistent. It requires less
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Fig. 21.4 Battery’s voltage and current graph at CC method

an ideal opportunity for charging the battery. Hence, the battery limit is expanded
up to 20%. Simultaneously, productivity is decreased around by 10%. The battery is
initially charged at a constant current rate. When the battery terminal voltage reaches
the gassing point, the charging voltage is kept constant and since the potential diff
reduces, the current decreases gradually.

By using this technique, the batteries with different degrees of discharge and
different capacities are to be charged. At the beginning of the charge is required the
higher charging current which is of relatively short duration. The charging current
drops to almost zero at the end of the cycle when the voltage of the battery is almost
equal to the voltage of the supply circuit, and a potential difference is NIL (Hua and
Lin 2000; Serhan and Ahmed 2018). Figure 21.5 displays the battery current and
voltage curve.

Fig. 21.5 Battery’s voltage and current graph at CV method
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Fig. 21.6 Battery’s voltage and current graph at CC-CV method

21.3.3 Constant Current-Constant Voltage Technique

This approach involves a combination of constant current and constant voltage. This
process is broken down into two parts. The charger limits the amount of current in the
first step to a pre-set level before the battery reaches a pre-set voltage level. Battery
charging in the second stage is accomplished by a constant voltage charging system.
The current decreases in the second level until the battery is fully charged (Hua and
Lin 2000; Serhan and Ahmed 2018). Figure 21.6 displays the battery current and
voltage curve.

21.3.4 Two-Step Current Charging Technique

Constant current and pulse charging techniques are used in this procedure. The
battery is charged in the first stage by providing a consistent battery current until
the voltage of the battery exceeds its pre-set value (float voltage). The battery is
usually discharged by itself. At the second stage, to account for the actual self-
discharge, current charging pulses move through the battery. The temperature of the
battery elevates throughout the charging process. The pulse current is used to prevent
overwork and self-discharging which decreases the battery life. Figure 21.7 displays
the charging curve in two phases for current charging.
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Fig. 21.7 Battery’s voltage and current graph

21.3.5 Pulse Charge Technique

In this process, the current is added regularly to the battery in pulses (Hua and Lin
2000; Lamet al. 1995). In this process, a short rest time between current pulses is used
during battery charging to allow the chemical actions in the battery. It is maintained
before restarting the charge by balancing the reaction in the bulk of the electrode. The
charge rate depends on thewidth of current pulses (based on the average current). The
electrochemical reaction and battery-internal electrolyte neutralization are helped to
improve the battery life cycle. Using a broad pulse current the battery would take less
time to charge. This method will reduce the formation of gas, the growth of crystals,
and passivation. The downside of this approach is its charge efficiency. Figure 21.8
displays the existing pulse charging approach waveform.

21.3.6 Reflex Charge Technique

Using this method (Horkos et al. 2015; Hua and Lin 2000), a modification is made
to the pulse charging system. A charging time consists of a positive pulse, a negative
pulse, and an interval of rest. To provide service, this system employs three different
modes. The initial phase of active charging is when the current (high positive pulse)
goes into the battery. The active discharge phase occurswhen the electrolyte electrode
depolarizes while current flows from the battery to the output (negative high voltage).
Finally, a stability mode is the final method. This mode is used to locate the ions
from the plate surfaces at an appropriate distance. The size of the positive current is
equal to that of the negative. The bipolar triangle pattern is repeated frequently until
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Fig. 21.8 Pulse current waveform

a sufficient amount of power is transferred to the mounted batteries. The charging
efficiency of the reflex charging system is increased by the use of the quick charging
circuit where the power conversion in bi-direction facilitates the power transfer in
either direction between the power source and the battery. The reflex charging circuit
and current charging system curve are shown in Fig. 21.9a and b.

The circuit utilizes MOSFETs, diode, capacitor, and diode. It acts as a buck
converter when it is in the forward power flow model. It acts as a boost converter in
the reverse power flow model.

21.3.7 Trickle Charging Technique

In this method fully charged battery is charged at a rate equal to its self-discharge
rate, allowing the battery to stay at its fully charged level. This condition happens
almost exclusively when the battery is not charged, as trickle charging is said to be
float charging because a battery float voltage charge is not held. Trickle compensated
in case a load draws current. A battery under continuous charge is designed to offset
the battery’s self-discharge (Jose 2019).

21.3.8 Negative Pulse Discharge Technique

Battery charging is a crucial activity. When designing a charger, attention must be
given to charging speed and charging time to extend the battery life. The charging
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Fig. 21.9 a Reflex charging circuit. b Current waveform

velocity indicates the charge time. The charging time determines battery health.
From this point of view, the negative method of discharge of pulses is stated (Yifeng
and Chengning 2011). The current of battery charging directly affects the impact of
charging.

The charging is to be increased by increasing the charge current rate. The negative
form of discharge was studied in 2011 (Yifeng and Chengning 2011). In this process,
when introducing a negative pulse for discharge, the majority of the charge current is
used for charging reaction. That will increase the speed of charging. The discharge
plays an important role in stirring the electrolyte, which helps to ease polarization
concentration and the depolarization of the battery can be strengthened so that the
battery is charged with a greater charge present.
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The current and rate of charges are commensurate, as has previously been estab-
lished. There are also some limitations on each battery’s permissible charging current.
The appropriate discharge time and battery capacity will increase the battery’s charge
acceptance current. Those two parameters have to be defined for this purpose. The
current of the appropriate charge is a decrease in exponentiality. The capacity for
release is (Yifeng and Chengning 2011)

C =
[

i

D.log(d.Idis)

]
(21.5)

where

D 15, constant;
d 10, constant;
Idis current during discharge; and
i battery mark defined current

The appropriate discharge time is as follows:

T = C

Idis
(21.6)

Some tests have been performed to demonstrate the efficacy of the negative pulse
discharge (Yifeng and Chengning 2011). For quick charging, the parameters of nega-
tive pulse discharge are determined in this process. The amplitude of the negative
pulse should therefore be taken as 85–115%of the battery power. Negative pulse time
length should be taken between 100 and 600 ms. This approach has some benefits as
well as some disadvantages. For types of batteries with their various capacities, the
parameters of this approach vary.

21.3.9 Intermittent Charging Technique

Owing to positive grid corrosion and thermal runway from overcharging the battery
life is shortening. When the battery charger is being built, battery life is a very
important factor in determining its performance. An approach to increase the life
span of standby lead–acid batteries is to reduce the deterioration of the positive grid.
The use of a low potential on a positive electrode allows it to be within the minimum
zone of corrosion (Armstrong et al. 2008; Bhatt et al. Oct. 2005).

To solve this difficulty, Reid (Reid and Glasa 1984) has developed a new intermit-
tent charging method in which the battery is charged intermittently to its maximum
charging capacity and then held in an open-circuit condition. This prevents poten-
tially harmful electrochemical reactions. The collection of intermittent charging
characteristics such as voltage levels and charging strategy, with the possibility of
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undercharging the negative electrode, is a challenge in implementing the intermittent
charging technique in a realistic application (Muneret et al. 2000).

21.3.10 Interrupted Charge Control

An intermittent charging control method is an effective charging systemwhereby the
risk of undercharging is decreased by ensuring maximum battery charging return.
The undercharging effect clearly shows the need for battery charging to the full.
The method of interrupting charge control restrains the VRAL battery from its float
charging mode.

The ICC procedure is divided into two stages. The battery is first charged with a
steady current to an upper voltage threshold, then with the pulsed current until the
charge is complete, guaranteeing maximum charge return. As charging substantially
extends the battery life, accurate estimation of the battery’s voltage, current, and
temperature is crucial. In this technique, choosing the correct threshold settings is
critical (Bhatt et al. 2005).

Figure 21.10 shows the circuit diagram for the interrupted charge control system.
The topology for flyback is used below 150 W. The flyback converter is managed
via current mode control. This regulation has overcurrent safety and delivers current

Fig. 21.10 Interrupted charge control (Bhatt et al. 2005)
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pulse-to-pulse restriction. Using the voltage detection circuit, the battery voltage is
continuously tracked and is entered into the microcontroller. Despite this, according
to the referenced values, the microcontroller controls the voltage and current (Bhatt
et al. 2005).

The experimental test was conducted to validate that this method is shielding the
battery from undercharging. It showed the ampere-hour is very high at the end of
the charge period. Recharging the battery is high enough which removed the risk
of undercharging. Lastly, this system has advantages from the intermittent charging
method and pulsed current charging method. The technique’s self-discharge rate
is low. Using rest periods and high pulsed current is reducing the risk of thermal
runaway and grid corrosion.

21.3.11 Superimposed Pulse Frequency Technique

It is a new technique for battery charging. Themain emphasis is on prolonging battery
life. Sulfation is the major motivator that will destroy the battery entirely. The tech-
nique was developed from this perspective (Praisuwanna and Khomfoi 2013). The
multilevel converter is used in this technique to produce superimposed pulse frequen-
cies that range from 100 Hz to 1 kHz. This pulse generates mechanical resonance at
the electrode plates. Figure 21.11 shows the circuit diagram of a multilevel converter
charger. This communicates the vibration at the surfaces. As a consequence, the pore
that is attached to the plates is removed due to sulfation. This increases the battery
life and improves the charging efficiency (Praisuwanna and Khomfoi 2013). The
battery is extended for almost a year after sulfation and thus increases the frequency
of charging (Praisuwanna and Khomfoi 2013). It displays the findings in Fig. 21.12
(Praisuwanna and Khomfoi 2013).

21.4 Developments in Lead–Acid Battery

More than 160 years ago, a scientist, Gaston Plante, invented the lead–acid battery.
He was probably unaware of recent developments in the battery industry. Lead–acid
batteries have a smaller storage density than most batteries. The materials needed for
a lead–acid battery are less costly. Lead–acid batteries’ long-term sustainability is
often questioned. Many have claimed that only the lead–acid battery has no future,
but this is nothing new, and amid decades of predictions to the contrary, the lead–acid
battery continues to dominate the global battery energy storage market.

Lead–acid batteries have issues with accelerated corrosion of the battery plates,
faster self-discharge, rapid water loss, gas formation, and significant internal resis-
tance variance. In reaction to the above requirements and concerns, improvements in
the lead–acid battery era have been developed, such as the incorporation of carbon
to the negative active mass and positive active mass of batteries, as well as the use
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Fig. 21.11 Multilevel converter charger

of carbon in current collectors and negative electrodes. To address the above issues,
pure lead punching carbon technology (PPC) is also used (Shimoura and Wei 2018).
Here are some recent advancements in lead–acid battery technology.

21.4.1 Pure Lead Punching Carbon Technology

Power, high discharge rate, battery life, and environmental suitability are the four
most critical parameters of a lead–acid battery. Improving these variables is a difficult
task. These parameters have been improved by using a new construction process, new
alloy content, and carbon as the negative active material.

This technology makes use of a Pb-Sn alloy to reduce grid corrosion and extend
battery life. Grid corrosion is less in the Pb-Sn alloy than in the Pb-Ca-Sn alloy
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Fig. 21.12 Comparative analysis of the battery’s terminal voltage before and after SPF charge
(Praisuwanna and Khomfoi 2013)

grid. The PPC technology alters the battery structure to improve lead–acid battery
high-rate discharge performance. The COS (cast on the trap) construction method
shortens the conductive road. The internal resistance is then reduced by increasing
the contact area of the penetrating welding segment between cells. The installation
of an automated welding facility mitigates the impact of manual welding’s faulty
welding lead flow and fusing. The amount of heat produced at discharge in the strap
is reduced by 60% and that in the terminal section by 58% of the structural change.
As a result of this reduction, the output during high-rate discharge is improved. Using
continuous lead sheet manufacturing and punching techniques to reduce weight and
thickness, a thinner grid with a smaller mesh opening can be developed. As a result,
conductivity is improved. The number of electrode plates that can be installed in
the same size battery has increased as a result of this arrangement. As a result, the
battery’s capacity to store energy changes. It’s depicted in Fig. 21.13.

Other than that, the addition of electrically conductive carbon to the negative
energetic material improves the electrode plate’s charge and discharge reputation.
The battery capacity is improved in this technology because the amount of active
material per electrode plate is increased. As a result, when compared to current
battery technology, the discharge capacity of the PPC battery has increased by 25%
in a 15 min discharge rate and by 43% in a 5 min discharge rate. This technology’s
production process is low impact. The CO2 cycle is slowed down. Figure 21.12
depicts the entire PPC operation.
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Fig. 21.13 Complete process of PPC operation (Shimoura and Wei 2018)

21.4.2 Carbon Negative Electrode

Carbon materials are typically used as a negative active material (NAM) additive
because they improve battery cycle existence and charge reputation, specifically in
an excessive-charge partial state of rate situations, which can be not unusual in hybrid
and electric powered automobile (Lach et al. 2019). It is observed in a variety of sorts,
together with graphite and carbon black.
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The majority of carbon additive research is focused on retrospective research that
indicates improved lifetime. Cyclic voltammetrywas used to examine the presence of
carbon in the negative plate of a lead-acid battery during high-rate processing using
Pb and carbon electrodes. The capacitive contribution to Faradaic processes can be
isolated using CV, which has been demonstrated experimentally. The discharge and
charge capacities of capacitive efficiency are further divided. This is important for
lead-acid batteries in general, but particularly for Carbon Lead Acid batteries, where
charge acceptance is crucial (Jaiswal and Chalasani 2015). It’s miles feasible to abso-
lutely replace the NAM with carbon, wherein case the electrode acts as a capacitor
as opposed to a faradaic strength storage device, and with carbon materials of appro-
priate bodily shape and high precise floor area, the electrode features as a superca-
pacitor. Combining this with standard PbO2 positive plate results in an asymmetric
supercapacitor. This type of device has smaller energy efficiency and a much steeper
discharge curve than a lead-acid battery, however, it has a longer cycle lifestyle. It
can also be charged up easily. Axion Power in the United States developed this idea
as an energy storage device (Volfkovich and Serdyuk 2002; Buiel et al. 2010; http://
www.axionpower.com).

21.4.3 Enhancement in Carbon

Micro-hybrid technology, which has been embraced by the automotive industry and
includes stop-start features, improves fuel economy while also lowering emissions.
This is essential to improve lead-acid battery capacity in situations during which a
significant number of engines start at the beginning of a journey and are subjected
to shallow charge-discharge cycles. The high-rate partial-state-of-charge (HRPSoC)
process is the name for this type of operation. vulnerable dynamic charge reputa-
tion on the negative plate is a sign of this interest.

The factors that contribute to this shear failure are addressed to become aware
that supports the charge reaction as well as opposing secondary reactions such as
redox reactions (for VRLA designs), electrolytic, and capacitive charge aggregation
that can occur at the plate during charge.

Researchers must investigate facets of the charge response that have previously
raised concerns, such as local reactions within the pores including its plate active
material, the effect of acid awareness on localized solvation of PbSO4, and possible
plate inhomogeneity, to fully comprehend the processes that underpin HRPSoC
behavior. It is also important to determine the possible benefits of biomass, grid
configuration changes (twin tab), and the UltraBatteryTM design. The negative
plate’s charge acceptance loss is the source of the battery’s poor efficiency.

It’s difficult to completely charge lead sulfate; it builds up during cycling and
prevents plate activity. Since the battery cannot accept charge and restore energy
when completely charged, the issue is exacerbated. In the industry, extensive research
has been conducted to develop new flooded and VRLA battery architectures that can
match the needs. The discovery of new carbons that alter the nature of negative

http://www.axionpower.com
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plates has been the secret to this. Many of the technologies developed for automo-
bile batteries can be extended to industrial batteries (Jaiswal and Chalasani 2015),
(Moseley et al. 2015b). Similar challenges confront energy systems, especially solar
photovoltaic and utility support systems. The method of adding a carbon portion to
the lead-acid battery’s negative plate to increase its performance has been the subject
of numerous studies. There have been eight different carbon roles proposed (Shaffer
2016), but only three of them have a significant effect on their own.

Carbon has several effects on a lead-acid battery’s negative plate production. The
three types of effects are the capacitive, surface area of electrochemical processes
on which electrical and chemical charge/discharge processes occur, as well as side
effects.

(a) Carbons with large specific surface areas and close contact with the grid as
a current collector, as well as the active mass’s spongy lead matrix, prefer
capacitive effects. On the other hand, sponge lead does not require thorough
carbon mixing.

(b) The carbon must be active and in alignment mostly with a current collector to
have an effect on the surface area, and for the reason that carbon serves bulk
instead of surface methods, the surface area can indeed be underneath that of
the capacitive method.

(c) The carbon in the physical process does not need to be active; however, it
must be closely combined with that of the sponge lead and have a particle size
significant enough to keep the mechanism from deteriorating over time.

Since there are so many different carbon materials, these expectations conflict to
some degree. Althoughmuch research has gone into finding the best combinations of
carbons, there is still a lot of basic research to be conducted to explain the underlying
mechanism (Moseley et al. 2015b). As a result, lead batteries’ capability for a variety
of energy storage applications will continue to grow.

21.4.4 Carbon Negative Current Collectors

Sulfation prevents small amounts of those carbons from being added to the original
NAM, but an evolution of hydrogen is accelerated. Carbon may be used to consume
one or more metallic elements of the negative grid. Tough carbon polymers, LEGF,
as well as light carbon felt, have also been used to test various concepts. The flexible
carbon polymers were durable, had a large surface area for electrochemical reactions,
and had a high active mass consumption (http://www.fireflyenergy.com), but their
brittle nature made manufacturing difficult. The negative and positive grids have
been replaced by LEGF and extended titanium mesh coated with SnO2. Reversible
hydrogen storage, with activated carbon as the basic element of the NAM, is the
perfect energy storage device. Titanium as an alternate current collector in a partial
state of charge (PSoC) cycling applications has several benefits, including higher
power output and a battery lifespan of more than 3000 equivalent cycles. In PSoC

http://www.fireflyenergy.com
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cycling, LEGF had a lower likelihood of being used but a longer lifetime, implying
that lead sulfate formation was avoided (Lannelongue et al. 2017). ArcActive in
New Zealand has developed a more promising model that substitutes the Pb grid
with carbon felt that is powered by an electric arc under realistic circumstances
(Christie et al. 2017). The active material is infused into the felt, which is then
attached with existing lead alloy collectors. This structure performs extremely well
in PSoC action. Although it was designed for vehicle industries, it has a bright future
for electrochemical devices in wider applications, particularly because the high-rate
capacity required for automobile operation isn’t required in most energy production
duty cycles.

21.4.5 Additives for Positive Electrodes

In a lead–acid battery with an HRPSOC, sulfation on the negative electrode will
occur. The sulfation problem of a lead–acid battery’s negative electrode can be easily
solved by adding carbon material to the negative electrode. As a result, the “Lead–
Carbon” battery is developed (Moseley et al. 2015b). Since the negative electrode
problem was solved, the positive electrode’s strength has decreased. A lot of studies
are focused on increasing the performance of the positive electrode. This can be
accomplished by adding additives to positive active material (PAM). Positive addi-
tives were categorized into different classes based on their chemical properties and
effect on lead–acid battery production. These groups included conductive additives,
porous additives, binder additives, and nucleating additives. Figure 21.14 depicts the
causes of failure and methods for reinforcing the positive electrode battery. These
additives are approved for modifying the conductivity, porosity, mechanical strength,

Fig. 21.14 Causes of failure and methods for reinforcing the positive electrode battery
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crystal morphology, and geometry of the active material to improve its performance
(Dietz et al. 1985).

(a) Conductive Additive: Its role is to make sure the plate charges and discharges
correctly. When a plate is formed, conductive materials are often introduced as
a conduit to link isolated PbO2 to the Pb grid, allowing a tiny current to build
between the active materials and the grid (Ponraj et al. 2009). Simultaneously,
the frequency of hydrogen ion migration inactive materials can be significantly
improved, increasing the electrode’s ability to charge and discharge.

(b) Porous additive: The porous additive’s pore structure has the potential to adsorb
sulfuric acid and speed up electrolyte ion migration. It has excellent ionic
conductivity. According to the researchers, a porous additive enhanced HSO4−
diffusion and produced regional concentrations of the ion within the pores
(Metzendorf 1982).

(c) Nucleating additive: PbSO4 expands due to the use of sulfate ions as nuclei
in the discharge, specifically CaSO4 and NaSO4. This sort of additive might
inhibit the development of bigger particles by generating an evenly distributed
tiny growth nucleus in the PAM. The use of this type of additive improves the
discharge phase and increases discharge capability.

(d) Binder additive: Binders (Pavlov and Ruevski 2001; Ferg et al. 2017): Positive
plates last longer with these additives. When a portion of PAM, including its
PbO2 particles, is limited during discharge, the relationships with the residual
PbO2 particles near the restriction site change. Certain particle recovery
processes in granules are governed by surface forces. These systems are influ-
enced by the ions Sb, Bi, and As, which promote the regeneration of PbO2

particles in granules. Binders have been shown to affect the processing of
tubular electrodes equipped by PbO2 powder and salts of the three elements
listed above. In the existence of Sb2O5 or Bi3 ions, the potential of the elec-
trodes under evaluation increases at a faster rate as the number of cycles
increases. Batteries containing 0.05 % weight of Bi3 in PAM include an 18%
longer battery life than batteries that do not contain bismuth (Lang et al.
2017). Moseley conducted a study of all additives tested for enhancing PAM
conductivity.

Sulfations of the negative electrode, as well as weakening and flaking of the PAM,
have been the main issues restricting the usage of lead–acid batteries (Guo et al.
2009). According to recent research, the failure mode of lead–acid batteries is PAM
weakening and shedding, and the battery lifespan is primarily confined to the positive
electrode. As a consequence, the lead–acid battery has hit a stumbling block thatmust
be addressed to improve the PAMof the lead–acid battery’s efficiency. As a result, the
battery’s overall performance can be greatly improved when suitable PAM additives
are used. It is predicted that the lead–acid battery energy storage system modified by
positive electrode active material additives would achieve better service efficiency
as a result of the researchers’ thorough investigation. Moreover, certain electrode
additions might be investigated in combination with positive additives to increase
the battery’s efficiency. In the fields of start–stop systems, power batteries, solar
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energy storage, and other sectors, lead–acid batteries are expected to see increased
usage and development. As a consequence, the positive plate’s shape and several
additives should be selected with the discharge rate in mind. Positive plates with
additives that increase PAM’s electrical properties should be used in batteries with
low discharge currents, while additives that enable ionic flow diffusion in PAM’s
pores should be used in batteries with high-rate discharge duties.

21.4.6 Supercapacitor/Battery Hybrids

The system is referred to as a “Composite” negative electrode, and it is known as an
ultrabattery device when the carbonaceous material (specifically activated carbon)
content of the negative electrode is increased further, or if a typical negative plate
is paired in conjunction with a porous carbon supercapacitive electrode and placed
versus a conventional positive electrode. It outperforms unbalanced lead-based elec-
trochemical capacitors and conventional lead–acid batteries in a variety of ways
(Lam et al. 2012; Cooper et al. 2009). Enhanced high-rate charge adoption, enhanced
cell self-balancing in series strings, a discharge energy density and voltage profile
comparable to a lead–acid battery, prevention of permanent sulfation on the negative
electrode in PSoC cycling, and the removal of the need for long-term charging cycles
are just a few of the benefits. During aNeighborhoodElectricVehicles (NEV) driving
conditions, Charles Kagiri investigated a suitably operated supercapacitor-centered
battery hybrid approach that is used to minimize the effects of high current demands
on the battery. The integrated storage device demonstrates that it can lower the peak
current drawn from the battery, which is a key factor in deciding the battery’s effec-
tive performance per single charge and battery capacity. This rise would result in
lower NEV operating costs leading to decreased energy losses and better battery life.
High-capacity battery electrodes and high-rate capacitor electrodes are commonly
used in battery supercapacitor hybrid systems. Many studies are being conducted to
increase the energy density for lead–acid batteries (Kagiri and Xia 2017).

21.4.7 Bipolar Lead–Acid Batteries

Increased energy and power density are possible with bipolar lead–acid batteries
(bipolar LAB). Purushothama Rao and Jing-Yih Cherng patented a bipolar LAB of
increased capacity as a result of the use of a central bi-negative or bi-positive plate,
which allows for increased capacity without increasing plate size. For many years,
bipolar structures have been studied, and a few concepts have recently shown greater
significance in terms of technological and economical success. The bipolar method
increases the basic power of the battery. Aside from the end plates, a bipolar battery’s
plates provide one positive side as well as the other negative sides, separated by an
impervious, discover the connection, and corrosive environment membrane.
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Choosing the right substrate of lead–acid batteries is critical, as is forming solid
edge seals around the substrate for both electrodes on both faces. Bipolar lead–
acid batteries have a lower mass/volume ratio than conventional lead–acid batteries,
resulting in higher energy densities in both dimension and mass. However, due to a
lack of suitable materials to seal dissolved H2SO4 in a single cell, long-life bipolar
LAB has proven difficult to achieve. In the 1990s, reports of technically viable
bipolar lead–acid batteries became more common. LaFollette et al. (Lafollette 1990,
1995) presented the fundamentals of bipolar lead–acid battery design, assembly, and
development. Their contributions are primarily concerned with the creation of basic
models and packaging techniques. As a result, the substrate, which acts as both the
cathode and anode in bipolar LAB, is responsible for the majority of the problems.
Power efficiency, cycling longevity, battery size, and production costs are all influ-
enced by the chemical and physical properties of bipolar substrates (Coux et al.
1999). Corrosive environment stability and overpotential (H2–O2) are particularly
important throughout the electrolytes of aqueous sulfuric. For this reason, bipolar
LAB substrate materials have been widely explored (Karami et al. 2007; Bagshaw
1995; Lun-Shu et al. 1987; Bullock 1995; Kao 1998). The bipolar LAB substrate
material used by Karami et al. was a lead–tin mixture (Karami et al. 2007). Tin in
alloys will increase the water splitting overpotential under strongly oxidizing condi-
tions, resulting in a somewhatmore robust sulfuric acid interface. Y. R. Lun-Shu et al.
used a thermal treatment to improve the lead–titanium bonding after electroplating a
lead coating on a titanium substrate (Lun-Shu et al. 1987). Lang et al. investigated the
bipolar lead–acid battery’s substrate in a set of research (Lang et al. 2014a, b, 2018,
2017b). Pyrolytic carbon and TiO2x were added to the titanium foil to increase its
corrosion resistance in anH2SO4 electrolyte. The effectiveness of these different tech-
niques and methods in extending lifespan have been discovered, showing the need
for an inert layer between the substrate as well as the electrolyte in each case. Anti-
corrosive powders against the acid electrolyte were produced in bipolar substrates
in addition to the requisite surface treatments. Paleska et al. identified BaPbO3 as a
low-weight substrate material. It is a high-conductivity perovskite ceramic material
(Paleska et al. 2004). Using cyclic voltammetry, a lead layer was electrodeposited
onto the surface. Many transition metal oxides, such as TiO2x, Mo2O3x, WO3x,
Ni2O5x, and V2O5x, were scattered into polypropylene membranes by Reichman
et al. (Reichman 1991), effectively raising the ductility of the polypropylene film.
Bipolar lead–acid battery substrates are suitable for this form of film. Ellis et al.
(Ellis et al. 2004) constructed a bipolar substrate using a resin-bonded composite.
The mixture included TiO2x powder, fibers, and adhesives. Thermal pressure was
used to force the resulting slurry into the substrate, which can be easily scaled up
in the industrial field. The industry group is very interested in bipolar lead–acid
batteries during the commercialization period. Ellis et al. proposed a substrate which
was later produced by Atraverda Company in the United Kingdom and registered as
an Ebonex trademark. Ebonex technology would be another title for the technology
used to prepare this layer. Using an Ebonex substrate, Loyns et al. designed a bipolar
LAB. Bipolar LAB was more successful and lasted longer (Wertz 2001; Ghaemi
et al. 2006). OPTIMA of Sweden and VOLVO Automobile Company collaborated
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to create Effpower, a bipolar LAB system for the era of the integrated vehicle. In the
United States, BPC organization has been interested in bipolar lithium–ion battery
technology, resulting in a bipolar LAB device with a 180 V, 60 Ah specification, as
well as improved specific features and durability. This empirical illustration proves
that bipolar lead–acid batteries are cost-effective and high-efficiency power source
for electric vehicles. An effective bipolar lead–acid design would be a viable energy
storage device.

21.4.8 Bipolar Electrodes for Lead–Acid Battery

The invention of powerful backup batteries offers a fantastic opportunity among
applied research scholars that collaborate on challenging scientific and technological
problems while still meeting a critical energy storage need. Aside from novel battery
chemistries, which are commonly studied by scientists, battery-based structures
resulting from technological advancements that improve battery efficiency should
be considered. Bipolar electrodes (BEs) can enhance basic strength, strengthen cell
components, and lower rechargeable battery manufacturing costs throughout this
case. Kaptiza et al. designed the first bipolar electrodes, which were used in lead–
acid batteries in the early 1920s (Kapitza and Heath 1923). However, some issues
exist, such as cell sealing and severe substrate corrosion. It is the cause of battery
failure. Biddick and Nelson’s work reinforced the need for seals and vents in bipolar
lead–acid batteries until the 1960s (Kao 1998). Since the 1960s, several scientists
have been researching how tomanipulate bipolar substrates to overcome cell trapping
as well as substrate corrosion. The cell design is created from scratch. Nickel–metal
hybrid batteries, lithium–ion batteries, as well as post-lithium–ion batteries are now
all made with BEs. Bipolar electrodes first appeared in post-lithium–ion batteries in
2019, such as lithium–sulfur batteries (Kim et al. 2019) and sodium–ion batteries. In
the next generation of rechargeable batteries, bipolar electrodes will be employed,
as shown in Fig. 21.15.

Rechargeable batteries with bipolar electrodes have also seen a large rise in
volumetric/gravimetric energy density. Furthermore, depending on the application-
oriented nature, the battery shape can be easily changed, resulting in better battery
storage available space within targeted devices. As a result, BE’s advantages are
particularly appealing in the design of rechargeable batteries for mobile devices as
well as electric vehicles. BEs remove the need for several tabs and a cooling system in
rechargeable batteries. Aside from the advantages of BEs, certain conditions must be
met, such as the substrate’s position, the electrolyte’s segregation, the fact that neither
chemical processes of the substrate systems to deliver in the cathode or anode, the
same amount of electron transfer during the charging–discharging process, as well as
the cost of the substratematerial. BEs aren’t without their drawbacks. TheBEs permit
a standard chain arrangement without the use of external wires. When it comes to
determining cell voltage as well as preserving the health of bipolar batteries, battery
control becomes increasingly important.
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Fig. 21.15 Bipolar electrodes for next-generation rechargeable batteries (Liu et al. 2020)

A significant technological gap provides an opportunity for researchers and
research teams to collaborate to accelerate the production of lead–acid batteries for
electricity grid purposes, where no single energy storage device can currently satisfy
all of the technical and economic demands. Even though the battery’s operating prin-
ciple has not changed, manufacturers have advanced technology while increasing
the efficiency of the electrode, which includes active components, especially for the
automotive industry.

The effectiveness in which the active material is used for the electrode determines
the battery’s output. The choice of active material has a significant impact on the
battery cycle life and calendar life. The degradation of electrode grids made of
pure Pb, Pb-Ca including Pb-Sn materials is facilitated by the continuous evolution
of electrode morphology and microstructure, reducing battery life span as well as
material usage quality.

As maintaining total electrode surface area provides effective charge–discharge
processes, the design of battery component materials, surface electrochemistry, and
area development of energymaterials at electrochemistry terminals all have an impact
on battery performance. Reactions that breakwater is undesirable. Lead as well as
lead dioxide is inadequate facilitators for these reactions, with high overpotentials
that kinetically limit them while charging rapidly at high voltages.
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Many of the risks associated with this technology, like those associated with
any other, can be mitigated by proper material handling, efficient manufacturing
processes, and committed sewage treatment. The 99 percent recyclable content
of lead–acid batteries, as well as strict environmental limitations on Pb emis-
sions, substantially decreases Pb exposure. (SmithBucklin Statistics Group 2019).
However, in the short term, the absence of economically feasible recycling options for
lithium–ion battery technology, along with the projected rise in the number of battery
cells reaching their dying process, raises the danger of pollution from disposable
lithium–ion battery devices. Lithium–ion batteries are dangerous in lead recycling,
demanding improved safety and recycling processes.

The variety of experimental and theoretical approaches and methodologies estab-
lished over the last 30 years can be used to further extend and demonstrate the research
regarding lead–acid batteries. More involvement from US National Lead Acid
Battery Laboratories and academics on these topics would be extremely beneficial
(Davidson 2019; https://www.batteryinnovation.org).

21.5 Discussions on Charging Techniques
and Developments of Lead–Acid Battery

Various charging techniques are used to charge a lead–acid battery. Each technique is
having some pros and cons. But as such, there is no perfect technique to charge it. In
the constant current charging technique, it is observed that the current at the starting
is less than the current of a reasonable charge. Hence, the longer charging time this
technique offers. This causes the temperature to rise during charging. This is the
drawback of the constant current charging technique. Higher gas evolution problem
has occurred in the constant voltage charging technique method which affects its
functioning (Horkos et al. 2015; Valeriote et al. 1994). The problem of controlling
the initial current in the constant current constant is solved in the CC-CVmethod. But
it tackles the issue of increasing temperatures and battery overcharging (Serhan and
Ahmed 2018). Similarly, overcharging and discharging are avoided in the two-step
current charging method which is similar to the constant current method. The charge
efficiency of the pulse charge technique is extremely low (Cheng and Chen 2002).
To improve the charge efficiency, the fast-charging technique is developed.

Sulfation is the main issue that occurred in the deep battery discharge. A recently
developed charging technique known as the superimposed pulse frequency technique
is used to remove it from it. Because of this technique battery life is extended and we
can use the battery for applications. This technique is highly effective in charging.
This technique is undergoing research (Horkos et al. 2015; Praisuwanna andKhomfoi
2013). Table 21.1 includes the comparative study of the charging techniques. From
the comparative analysis, it is observed that the charging techniques have scope to
work. Research is underway to boost the battery life cycle. Some converters are also
designed to keep the battery’s charging profile. This will extend battery life (Hakim

https://www.batteryinnovation.org
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Table 21.1 Comparison of charging techniques

Sr.no. Charging techniques Charge efficiency Charging time Limitations

1 Conventional charging
techniques (CC, CV,
CC-CV)

Medium Medium Thermal runaway,
overcharging, grid
corrosion

2 Pulse charging Poor High Overcharging

3 Reflex charging Better Less This method has a high
temperature than the
CC-CV method

4 Negative pulse
discharge

Better Medium Controlling the negative
pulse is a crucial task.
Thermal runaway
problem has occurred

5 Intermittent charging Medium Medium Undercharging

6 Interrupted charge
control

Better Less Circuit complexity

7 Superimposed pulse
frequency

High Less Circuit complexity

et al. 2016; Shafiei et al. 2016). There is some development of the charging techniques
(Valeriote et al. 1994; Alaoui and Salameh 2003; Bayya and Rao 2018).

In today’s world, combined battery chemistry is used tomeet energy storage needs
in automobiles and other fields. Leadmaterial is used to fabricate anodes for lithium–
ion batteries at Argonne National Lead Acid Battery laboratory. This lead-based
anode can store twice as much energy as current graphite anodes while maintaining
stable performance during cycling. The advanced lead battery development group at
the Battery Innovation Center is attempting to meet potential technological demands
for clean mobility and clean energy storage (https://www.batteryinnovation.org).

21.6 Conclusion

It is commonly used in various fields due to numerous advantages of lead–acid
batteries such as low cost, lead recycling, etc. This paper explores the thorough func-
tioning of charging methods over time along with voltage and current graphs. In this
paper, we have presented various charging techniques like the conventional charging
techniques, two-current step, pulse, reflex charging, negative pulse discharge, inter-
mittent charge, and interrupted charge control techniques. The superimposed pulse
technique is also introduced here in brief.

The battery life and charging time are the key parameters focused on by most
researchers. Through these techniques, it comes to know that there is scope for
developing a proper charging technique to boost battery life in the current situation
and prevent overcharging, undercharging, and deep charging problems.

https://www.batteryinnovation.org
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Based on existing technological expertise and a proven manufacturing sector with
outstanding safety and recycling records, lead–acid batteries will seek to function as
part of a potential arsenal for energy storage systems with strong economic, tech-
nical, and environmental support. The influence of battery chemistry, correct use of
active material for electrodes, placement of current collectors, and electrolyte on the
efficiency of lead–acid batteries will be addressed in future research. Researchers,
academicians, and industry professionals will have the opportunity to work on aging
phenomena, weight, maintenance, temperature issues, and dead battery disposal.
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Chapter 22
A Recursive PID Tuning Approach
for the Inherently Unstable System

Pankaj Swarnkar and Harsh Goud

Abstract PID (proportional–integral–derivative) control is the quicker control
approaches. It has an uncomplicated control arrangement which was grasped by
plant engineers and which they got comparatively manageable to tune. As various
control processes employing PID have confirmed adequate, it still has a broad range
of applications in automated control. Meanwhile, various researchers in the area of
process control system observed that the design of PID controller is very tedious
if the plant is highly nonlinear. Controller synthesis is a very difficult task for an
unstable system because there are closed-loop performance and specific configura-
tion constraints that range and narrow available solutions. These restrictions reveal
peaks in sensitivity functions, overshoots, and overall system bandwidth. Selec-
tion of PID control design approach and arrangement is based on considerably a
previous theory of the plant demands and process dynamics. The two most common
conventional PID tuning procedures were the frequency response (cycling) and time
response (reaction curve) experiment followed by proportional control. This chapter
mainly focuses on the design and analysis of PID tuning for an unstable system.
A related investigation of conventional (Pessen integral rule) and real-time online
tuning techniques is also represented based on individual simulation examinations.
The study confirms the effectiveness of suitable tuning techniques to regulate the
unstable system for getting the desired performance.
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Nomenclature

PIR Pessen Integral Rule
PID Proportional–Integral–Derivative
ZN Ziegler–Nichols
LQG Linear–Quadratic–Gaussian

22.1 Introduction

Real-world systems are naturally unstable when analyzed over the broad functioning
range while various of the systems are supposed to “act” as linear in the envi-
ronment of the specific operating condition at moderate speeds under particular
consideration (Albertos et al. 1997; Zarei 2020; Precup et al. 2020; Priyanka et al.
2020; Boonpramuk et al. 2019; Fiser and Zítek 2019). Numerous physical process
systems are denoted by nonlinear models. Examples incorporate drag on a vehicle
in movement, chemical reactor, coulomb friction, robotic manipulator, electrostatic
and gravitational attraction, electrical or electronics characteristics, etc. Recently,
many researchers from such abovementioned broad area have revealed an intense
concern in the modeling and examination of nonlinear control strategies. However,
the main challenges force constantly striking into nonlinearities (Iqbal and Ullah
2017). Main causes behind the increasing concern in nonlinear control cover are
investigations of strong nonlinearities, advancement of linear control systems, and
requirement of dealing with model changes and design simplicity. PID controller
is broadly employed in several industrial applications due to its simple design and
structure. However, it is a challenge to obtain the desired control performance in the
appearance of time delays, anonymous nonlinearities, disturbances as well as varia-
tion in system parameters. In this era, several control techniques have been invented
for the industrial application. Though PID controller appeared as the simplest and
usually accepted classical controller (Goud and Swarnkar 2019a, 2018; Rajesh and
Dash 2019; Khan et al. 2019; Gaidhane et al. 2019; Salman and Jafar 2019; Khan-
duja et al. 2019). PID control tuning is the mathematical and practical procedure
for obtaining the optimized value of controller parameters. Conventional controller
tuning provides reliable and adequate action for linear time-invariant systems (Dubey
et al. 2021; Goud et al. 2021; Swarnkar and Goud 2021; Ekinci and Hekimoglu 2019;
Goud and Swarnkar 2019b).

Though, as the process is conducted in the limit enough nearly to a given set
point, it cannot guarantee to perform well with fluctuations in set points or envi-
ronmental conditions. Controller using online tuning for nonlinear systems should
adjust variations in the variable and transfer them to control technique such that the
performance of the control system is not degraded in spite of variations in the envi-
ronment changes (Erol 2021; Feng et al. 2021; Jayaswal et al. 2021; Ghosh et al.
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2021; Goud and Swarnkar 2019c; Swarnkar and Goud 2020; Noordin et al. 2021;
Guo et al. 2021; Pongfai et al. 2021; Gopi and Reddy 2015).

In this investigation, an attempt is made to carry out a comparative analysis of
offline and online PID tuning techniques for the unstable system. Pure unstablemodes
normally occur in the system such as an inverted pendulum system and flight system.
Both classical and advanced online PID tuning methods are employed on unstable
system to obtain satisfactory performance. The rest of this book chapter is ordered
as follows: Sect. 22.2 illustrates the unstable system model. Section 22.3 explains
the classical control action. Section 22.4 summarizes classical modes of PID tuning.
Section 22.4 describes the online controller tuning for unstable system. Eventually,
a short conclusion is discussed in Sect. 22.5.

22.2 Unstable System Model

Controller design of unstable systems could be tried applyingmany of the techniques
suitable to the usual stable system but the outcomes may not be adequate. Controller
design for stable system is based on various linear opinions when applied to unstable
system practically may fail. This situation, accordingly, requires the sensible and
accurate design of the controller. The system, which is now used for the investigation
of controllers, is the third-order unstable system with feedforward transfer function
shown in Eq. (22.1) (Swarnkar and Goud 2021, 2020).

G(s) = 1000

(1+ 0.01s)(0.01s2 + s)
(22.1)

and feedback transfer function H(s) = 1.
The step response of the plant without any controller is exhibited in Fig. 22.1.
It can be remarked that oscillations of the systemare risingwith time andbecoming

the system unstable. In an unstable system, the amount of overshoot is closely related
to rise time. Unexpectedly, the higher the rise times more the overshoots, which is
opposed to the cause of stable plants. Bode plot is given for the loop transfer function
in Fig. 22.2. The gain crossover frequency (ωg) is calculated as 200 rad/sec whereas
the phase crossover frequency (ωp) is calculated as 100 rad/sec. The phase and gain
margins measured by the plot are −37° and −13.9 dB, respectively. A negative
sign of margins reveals the instability of the system. To check the stability range
with respect to feedforward gain of the system, the root locus plot is also shown in
Fig. 22.3. This plot shows very small stability range for the plant under consideration.
System becomes marginally stable for feedforward gain of 0.2 only, and beyond this
system becomes unstable.

The traditional and advanced online control techniques are now used to examine
their applicability and usefulness for such uncontrolled plant (Swarnkar and Goud
2021, 2020).
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22.3 Classical Control Action

All standard design control methods are beneficial for PID controllers. Some novel
approaches are also revealed to evaluate parameters for PID controllers and these
approaches are often called tuning techniques. The most popular offline tuning
methods are invented by Ziegler–Nichols (ZN). By using proper tuning techniques,
errors can be overcome and output can move toward given desired value. In some
circumstances, where the system has a notable amount of instability, the traditional
tuning techniques are unsuccessful to give an excellent solution.A schematic diagram
of PID control operation is revealed in Fig. 22.4.
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Fig. 22.4 A schematic diagram of PID control action (Swarnkar and Goud 2020, 2021)

In conventional control, once these parameters are decided then they remain fixed
throughout the process irrespective of the variations in the system. In PID controller,
the control signal generated by the controller is defined by Eq. (22.2).

u(t) = Kpe(t) + Ki

∫
e(t)dt + Kd

de(t)

dt
(22.2)

The transfer function of PID controller is defined in Eq. (22.3).
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Table 22.1 PID tuning using Pessen integral rule (PIR) (Pongfai et al. 2021)

Rule Controller kp τi τd

Pessen integral rule (PIR) PID 0.7× ku
Tu
2.5

3×Tu
20

GPI D(s) = U (s)

E(s)
= Kp + Ki

s
+ sKd (22.3)

where Kp is the proportional controller parameter, Ki is the integral controller param-
eter, and Kd is the derivative controller parameter, e(t) is the error signal, and u(t)
is the control signal. These gains fix the role of each individual controller in the
process. Correct choice of these gains is actually the base for the perfect controlling
(Albertos et al. 1997; Fiser and Zítek 2019; Goud and Swarnkar 2019b). For the
nonlinear system, the measurement of these parameters is a challenging assignment.
This book chapter highlights the importance of classical and advanced (online) tuning
techniques. As these techniques calculate the values of Kp, Ki, and Kd based on their
previous values, the next section describes the mathematical model of its execution.

22.3.1 Classical PID Tuning

A traditional tuning method for PID controller was invented by ZN known as Pessen
Integral Rule (PIR). The procedure for tuning PID gains using PIR is similar to the
procedure of ZN PID tuning. Traditional techniques are offline methods, once the
controller gains are set cannot be adjusted during the process which can be overcome
by using smart or online techniques.

The steps for getting controller gains using PIR are as follows:

• Put Kd = 0 and Ki = 0, system is proportional.
• Take the characteristic equation and by using Routh criteria find the value of

Kp = Ku .
• Using characteristic equation and Routh criteria find the value of Tu.
• Find out the values of controller gains using Table 22.1 (Pongfai et al. 2021).

22.3.2 System Response with Classical PID Tuning

The time response characteristic of the unstable systemcontrolledwith PIR technique
is shown in Fig. 22.5. Remarkable improvement in system characteristic can be
examined with the use of PID controller. The performance of the unstable system is
examined in terms of rise time, peak time, settling time, and overshoot. By using the
PIR-PID tuning approach highest overshoot is reduced to 56.9987% and settling time
to 0.1357 s. which is comparatively better than unstable system. Table 22.3 shows
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Fig. 22.6 Bode plot for third-order unstable system using PIR tuning technique

the values of the PID controller parameters obtained by various tuning techniques.
Figure 22.6 shows the Bode plot of system with PIR technique in which calculated
values of phase margin and gain margin are positive that shows system is stable and
that parameters are summarized in Table 22.2.

22.4 Online Controller Tuning for Unstable System

The offline conventional method has improved the performance of the system under
consideration which can be further improved by advanced online tuning techniques.
This section presents the controlling of unstable system using advanced online tuning
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Table 22.2 Bode plot parameters of different PID tuning

Parameter Unstable system PIR LQG synthesis

Phase margin −37° 55.8° 16.3°

Delay margin 0.0282 s at frequency
200 rad/s

0.0077 s at frequency
127 rad/s

0.000765 s at
frequency 371 rad/s

Peak gain 460 dB at frequency
1e-20 rad/s

6.95 dB at frequency
73.2 rad/s

4.58 dB at frequency
201 rad/

Closed-loop stability No Yes Yes

Table 22.3 PID parameters
obtained by advance (online)
and classical PID tuning for
unstable system

Parameters Tuning method

Advanced tuning (online) Classical PID
tuning

With PID tuner With signal
constraint box

Pessen
integral rule

Kp 0.099254 0.0325 0.1400

Ki 0.090928 −0.0069 5.5704

Kd 0.0019233 2.2402e-054 0.0013

methods and “SISOTOOL” in the Control System Toolbox, PID tuner block, and
signal constraint box. Finally, results will be compared for all tuning methods.

22.4.1 Controller Design with SISOTOOL:

“SISOTOOL” is one of the advanced features in the Control System Toolbox in
MATLAB that facilitates software-based controller configuration for single-input
single-output (SISO) systems. A typical design workflow with the SISOTOOL
involves the following steps:

• Run the transfer function of an inherently unstable system in the editor or
command window of MATLAB.

• Type “SISOTOOL” at the command prompt.
• A new window SISO design task is open.
• Import the system model (transfer function) of an inherently unstable system.
• Design controllers using Linear–Quadratic–Gaussian (LQG) synthesis design

method in automated tuning and update compensator.
• Now Eq. (22.4) of compensator is found.

Now click on show analysis plot and investigate control system designs using
frequency-domain responses and time domain such as step response (Fig. 22.7) and
bode plot (Fig. 22.8). Time response characteristic reveals the remarkable change in
performance with the higher overshoot as decrease as 46.2%. In Bode plot the gain
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Fig. 22.8 Bode plot with tuned LQG synthesis tuning technique

and phase margins calculated by the graph are positive which indicate the stability
of the system. Observations by Bode plot are summarized in Table 22.2, where the
results are compared with conventional tuning method also.

Compensator = 0.40446× (1+ s)(1+ 0.012s + (0.0064s)2)

s(1+ 0.0015s)(1+ 0.0014s + (0.0017s)2)
(22.4)
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22.4.2 PID Tuning with Signal Constraint Box

In thismethod of online tuning, the desired output characteristic is defined in advance
and controller is tuned for obtaining this characteristic. Following steps are adopted
for performing tuning using signal constraint box in MATLAB.

• Open PID controller box and assign the controller gains in the form of variables
only, i.e., Kp, Ki, Kd.

• Open signal constraint box and set the limits of output waveform as shown in
Fig. 22.9.

• Go to optimization block then Tuned parameters and add the variables one by
one.

• Assign the initial guess to each variable.
• Run the system and start the optimization.

The systemperformance is checked for different set of controller gains.After iteration
the best possible set of controller gain is chosen for getting the desired performance
of the system. Figure 22.9 shows the number of iterations with the time response
characteristics for different sets of controller gains. Finally, the feasible or optimal
solution provided by this tuning within the specified tolerances defines the controller
gains as shown in Table 22.3.The time response characteristic with this optimal set
of controller gains is shown in Fig. 22.10. It is obvious from the characteristic that
system becomes stable with reasonable specifications. The maximum overshoot is
limited to 11.35% with settling time 0.225 s which shows the great improvement in
performance as compared to conventional offline tuning method.

Fig. 22.9 Time response characteristics for different sets of controller gains
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22.4.3 Controller Design with Online PID Tuner

PID tuner in MATLAB gives a quick and extensively used single-loop PID tuning
approach for the Simulink. This technique is employed to tune controller parameters
to obtain a strong PID controller design with the required reaction time. A common
design step with the online tuner includes the subsequent steps:

• Start the PID tuner.
• When import, the MATLAB software calculates a model from the designs of

Simulink model and primary controller.
• Tune the parameters in the Graphical User Interfaces (GUIs), by manually fixing

design rules in two design approaches.
• The tuner calculates controller parameters that strongly sustain the system.
• Export the parameters of the designed controller following the PID controller and

validate controller performance in Simulink (Gopi and Reddy 2015).

After performing the tuning using PID tuner, controller gains are obtained as shown
in Table 22.3.The time response characteristic of the given unstable system with this
tuned PID controller is shown in Fig. 22.11. Characteristic shows the remarkable
improvement in performance with maximum overshoot as low as 7.13%. This not
only makes the system stable but making it convenient for all practical applications.
Bode plot of such system is revealed in Fig. 22.12. Graph shows that the system is
having both the margins positive with sufficient magnitudes.

Unstable system is not only showing the bonded output but performance is also
quite satisfactorywith the adaptive schemes. The performance of the system based on
time response specifications is summarized inTable 22.4which shows the importance
of suitable tuning of controller for obtaining the optimal performance of uncontrolled
system. Performance of such conventional controllers can be used to understand
complex behaviors of the system. PIR response yields higher overshoot which can
be slightly overcome by using tuning using Control System Toolbox. The analysis
of Control System Toolbox for the design of compensator used in LQG synthesis
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Fig. 22.11 Time response of unstable system with auto-tuned PID controller

reveals that tuning technique used is robust toward uncertainty in system parameters
and it can be strongly executed to any process industries.

22.5 Conclusion

Conventional PID controllers are suitable for performance improvement of stable
system while controlling the unstable system which is the challenging job for
controllers. If the calculated values of phase and gain margins are negative with
large magnitudes for unstable systems, then the performance improvement of such
system is not feasible for traditional rigid gain controllers. Tuning of PID controller
is a tedious task for such an unbounded plant. With detailed simulation studies this
work presents the design and implementation of traditional and advanced online
tuned PID controller for controlling the highly unstable system. It is found that an
unstable system is not only giving the bonded response but performance is also quite
satisfactory with the suitable adaptive control. The performance of such traditional
controllers can be employed to examine the complicated behavior of the system. PIR
response produces a larger maximum overshoot which can be insignificantly reduced
by applying LQG synthesis. The settling time (0.0379 s) and overshoot (46.2%) are
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Fig. 22.12 Bode plot for the system tuned with online PID tuner

Table 22.4 Step response specification of different PID tuning

Specifications Tuning method

Pessen integral
rule

Advance (online) SISOTOOL

Pessen integral
rule

With online PID
tuner

With signal
constraint box

LQG synthesis

Rise time (s) 0.0118 0.0129 0.0618 0.00458

Peak time (s) 0.0332 1.07 0.085 0.0135

Maximum
overshoot (%)

56.9987 7.13 11.35 46.2

Settling time (s) 0.1357 0.0561 0.225 0.0379

under the prescribed limit with LQG synthesis tuning method. The performance of
the unstable system is further enhanced with the employment of online advanced
tuning techniques. The online PID tuning techniques exhibit that appropriate tuning
procedure can not only drag one unstable system toward stability but can also improve
its performance to large extent.
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Chapter 23
A Review on Motor and Drive System
for Electric Vehicle

Suchita Roy and Rahul Pandey

Abstract Due to the increasing adverse effect of global warming and the serious
concern related to the depletion of fossil fuels our society is moving rapidly towards
the use of electric vehicle. Nowadays, electric vehicles are preferred since they are
environment friendly as they emit less greenhouse gases and less pollutant than
conventional drives. The improvements in power electronic technologies have made
it possible to achieve optimum performance of electrical vehicles for different load
conditions. Freshly adopted techniques for driving the electric vehicles driven by
induction motor which is utilized by the industries and the civilized society as well
as associations that moves into viable expertise and recommended choice for the use
of electric vehicles. In this paper investigation has been done over drive systems and
different loss minimization techniques for EVs so that the controller can be designed
for enhancing the efficiency of induction motor in every load condition by inclusion
of core losses. This paper gives an evaluation and assessment over various loss mini-
mization techniques used while driving the induction motor. It would help to operate
the motor smoothly at optimum torque by elevating the efficiency/performance of
the system during high load as well as in light load conditions. The various loss
minimization methods generalize the system operation by reducing the copper loss
and iron loss, reduced torque and speed control of the system. As the benefits of
electric vehicle, countries can meet the environmental targets as well as provide the
best alternative for the conventional drives by achieving the desired performance as
required by the society and industries.

Keywords Electric vehicle · Motor drive system · Induction motor · Loss
minimization · Torque · Efficiency
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Nomenclature

EV Electric Vehicle
ICE Internal Combustion Engine
PHEV Plug-in Hybrid Electric Vehicle
LMC Loss Minimization Controller
LMT Loss Minimization Technique
HEV Hybrid Electric Vehicle
FEV Full Electric Vehicle
IM Induction Motor

23.1 Introduction

Electrical machines are playing a leading role for over a decade in industrial appli-
cation. Their positions in industries are due to the versatility of their application
implementation and the importance of the technologies that can be built into them.
Beyond 60 percent of the electrical energies are used by the industries which are
used by electric motors, 90 percent of which are asynchronous devices, suggesting
that electromagnetic drives are the foremost motive force of industrial use.

The electrical motors are also the principal motive force of the electric domestic
stuffs. Therefore, they suggest the key priorities to achieve energy savings. A
successful effort to protect the environment and energy saving is the electric vehicle
(EV). The application and investigation of electric propulsion system have quickly
gone into full swing over the previous few years (Un-Noor et al. 2017). The basic
scheme for driving an electric vehicle is shown in Fig. 23.1. Recently,many efforts are
being taken to drive such type of vehicle even on light load conditions by minimizing
the losses.

23.2 Electric Propulsion System

Definition Electric propulsion is a device that uses electrical power to accelerate a
propellant. As long as the propeller is well-balanced, the operation of electric motor
is without vibration. An electric propulsion systemmust have the following features:

1. High efficiency over wide torque ranges.
2. Fast torque response.
3. Wide speed range.
4. High torque at low speed.
5. Reasonable cost.
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Fig. 23.1 Basic block diagram of electric vehicle

23.2.1 Comparison of Electrical Vehicle (EV)
with Traditional Vehicle

The following Table 23.1 shows the comparison between traditional vehicle and
electric vehicle (Bhatt et al. 2020; Li et al. 2017):

23.2.2 Types of Electric Propulsion System

Basically, electric vehicle (EV) is the type of vehicle that uses electric drive system
as a propulsion mechanism and they do not depend on ICE for propulsion. Mainly,
electric propelled vehicle are of two types namely, Plug-in EV and Hybrid EV. The
Plug-in type EV is of two types-

a. Plug-in Hybrid EV
b. Full Electric Vehicle

Figure 23.2 classifies the different types of electrically propelled vehicles.

i. Plug-in Hybrid Electric Vehicle (PHEV): A plug-in hybrid electric vehicle is
a hybrid electric vehicle with a battery that can feasibly be energized both inter-
nally and externally by plugging a charging cable into an external electric power
source, as well as by its on-board internal combustion engine-powered gener-
ator. The main distinction is the charging method, which allows the batteries
to be charged from the power grid through the vehicle’s plug-in addition to
regenerative braking and energy from the combustion engine. The combus-
tion engine replaces them after batteries are discharged. The vehicle’s batteries
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Table 23.1 Comparison of traditional vehicle and EV

S. no. Parameters Traditional vehicle Electric vehicle

1 Sources Nonrenewable Renewable

2 Power transmission Mechanical only Mechanical as well as
electrical

3 Braking system Friction braking Regenerative braking

4 Prime mover I.C. engine Electric motor

5 Gear system Complex gear system required Requires only one gear

6 Power Petrol, diesel Charged battery

7 Specific energy High specific energy of
propellant

Low specific energy of battery

8 Power density High Low

9 Initial cost Average High

10 Maintenance cost High Low

11 Running cost High Low

12 Refuelling cost High Low

13 Noise Produces noise Noiseless operation

14 Emission Emits greenhouse gases No greenhouse gases emission

15 Maximum torque Need to raise the speed to yield
maximum torque

As soon as the motor starts
maximum torque is produced

Fig. 23.2 Flowchart of
classification of electric
vehicle

are significantly larger and can provide several kilometres of purely electric
driving. In comparison to HEVs, this vehicle has a larger battery that can be
recharged using household outlets or charging stations. The cost, weight and
size of a large battery are the disadvantages of PHEVs (Crisostomi et al. 2018;
Rajakaruna et al. 2015; Lausenhammer et al. 2016).

ii. Full Electric Vehicle (FEV): A full electric vehicle uses electric drive mech-
anism to propel. The use of this type of vehicle is beneficial and considered as
filter for turning dirty into clean energy (Jose et al. 2017).
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iii. Hybrid Electric Vehicle (HEV): A hybrid electric vehicle incorporates a tradi-
tional internal combustion engine with an electric propulsion system (drive
train). An inclusion of electric power train is deliberated to attain either
improved propellant economy or improved efficiency than traditional vehicle
(Rahman et al. May 2016). The electric motor reduces idling and enhances
the vehicle’s stopping and going performance, which is especially useful in
metropolis traffic. Basically, there are three types of HEVs

a. Series HEV: The vehicle is powered by both internal combustion and
drive train. However, in this type, the combustion engine alone would not
be able to propel the vehicle because its primary purpose is to produce
energy when the vehicle’s battery runs out. As a result, the combustion
engine performs the role of a range extender.

b. Parallel HEV: This type of vehicle uses internal combustion and electric
combustion engine at the same time to fuel the vehicle. This implies that
both forms can completely activate the vehicle’s wheels.

c. Twindrain: In this type each drive axle is driven differently, one is powered
by a combustion engine and the other by an electric motor. The gearbox
is used in the drive axle driven by an internal combustion engine, while
the drive axle powered by an electric engine does not have gearbox. The
electric and internal combustion engine drives are kept completely inde-
pendent from each other and the vehicle can move between them, or both
can be used simultaneously.

23.2.3 Factors Affecting Use of Electric Vehicle

Themain factors affecting the frequent use of electric vehicle fromuser’s perspectives
are (Habib et al. 2015; Shareef and Islam 2016; Camacho and Mihet-Popa 2016):

a. Cost: The most important factor that is hindering the popularity of electric
vehicle among the people is the cost. The costs of EV are generally higher than
the cost of traditional vehicle because of the high cost of battery. Due to this
reason, it is impossible for manufacturers to meet their profit margins while
also striving to have a low-cost vehicle. As a result, electric vehicles are more
costly than their traditional vehicles. But it is expected that within few years the
battery cost can be reduced to affordable price as claimed by some companies.

b. Range: The range of an electric vehicle on one time charge is far less than
that of a completely tanked traditional vehicle, which is a major deterrent to
purchasing one. The maximum running range of electric vehicle is mainly less
than 500 km in favourable condition and this range is too affected if blower or
air conditioner is been used. This range reduces when travelling on the highway
at speeds greater than 130 km/h, when the vehicle requires more fuel. Hence,
the range of EV becomes very unpredictable.
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c. Vehicle size: To minimize energy consumption, electric vehicles are often
designed in small size and have restricted baggage space. This can be a chal-
lenge for potential vehicle buyers who want to carry large loads from time to
time.

d. Charging time: On an average the charging time of plug-in EV is nearly 30 min
which is not acceptable for many users. Since in large cities the availability of
charging point is a real concern, especially in large apartment block. Most of
the electric vehicle owners (about 90%) charge their vehicle’s batteries at night
while they are not using them. Regardless, not everyone in the population has
the privilege of parking in a garage where they can simply plug their car in for
charging. Thus, due to long charging time and lack of charging points for EV,
it hinders the customers to buy an electric vehicle.

23.2.4 Trait Encouraging Electric Propulsion System

The governments of various countries around the world are attempting to stimulate
consumer demand for any kind of electric vehicle in order to popularize EV purchase
and reduce the typically higher retail price of these vehicles. There are mainly three
traits that focus to increase the sale and purchase of electric vehicles which are
described below (Yao et al. 2017; Singh and Karandikar 2017):

i. Tax incentives: For electric vehicles, this includes a lower purchase and annual
tax. This can be grouped into three types:

a. ValueAddedTax—This type of tax is appliedwhile purchasing any type of
electric vehicle. In general, the base price of any newly purchased vehicle
will vary anywhere from 5 to 25% globally.

b. Registration tax—In certain markets, this is in addition to the VAT on the
vehicle’s selling price, whereas some countries government prohibit the
EV’s owner to pay this type of tax which is a motivation to purchase EVs.

c. Local governments in certain countries often owe car owners an annual
circulation ownership fee on a quarterly basis. Some markets are
attempting to incentivize the industry by exempting this form of tax in
the case of an electric vehicle.

ii. Reduction of usage of fuels: These occur as a result of lower electricity prices
than fossil fuel prices, as a result of lower taxes and lower energy costs, and
as a result of EVs’ higher performance. This could be more beneficial and
more appealing to customers who travel a lot each year and want to take full
advantage of the EV’s performance.

iii. Direct subsidies: The direct subsidies, which can be thought of as a one-time
incentive for purchasing a new electric vehicle. This form of subsidy is still
uncommon nowadays, with only a few countries offering such a direct subsidy
to prospective buyers.
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23.2.5 Advantages of Electric Propulsion System

• EVs produce no noise as compared to petrol or diesel vehicles, thus it produces
less noise pollution.

• There is negligible emission from the electric vehicle which is good for the
environment and thus it causes less or no air pollution.

• Maintenance and running cost of such vehicle are low.
• Refuelling of EV is low as compared to conventional vehicle as electricity is

cheaper than the fuels.
• Tax credits are provided to the owner of electric vehicle.
• Electric propulsion systems are eco-friendly vehicles.

23.3 Drive System for Electric Vehicle

One of the crucial parts of an electric vehicle is the motor drive mechanism. To meet
the performance specifications of electric vehicles, such as starting, accelerating and
other driving states, the drive systemmust have high torque at low speeds, high power
at high speeds and a large speed control range. Front-wheel drive, rear-wheel drive
and wheel motor drive are the different topologies options for electric vehicles drive
systems. Drive system for electric vehicle includes motor, power driven devices and
control algorithms. The transmission gear ration and transmission performance can
estimate the power requirement of the drive system (Bazzi 2010; Krishnan 2015;
Lulhe and Date 2015).

Basic definitions of drive system:

• A mechanism that is used to direct the movement of an electrical machine is
known as an electric drive. A prime mover is used to supply mechanical energy
to the drive, which is used to control the motion.

• An electrical drive is a type of industrial device that transforms electrical energy
into mechanical energy or vice versa for the purpose of controlling and running
various processes.

• An electrical drive is an electromechanical system that converts electrical energy
into mechanical energy in order to provide mobility to various machineries and
mechanisms for process control.

23.3.1 Components of Drive System

The basic modules of electrical drive system consist of Sato et al. (2016):

• Power source.
• Power modulator.
• Motor.
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Fig. 23.3 Basic components of electrical drive system

• Load.
• Control unit.
• Sensing unit.

The basic components of electrical drive system are shown through a block
diagram in Fig. 23.3.

Power Source:

The power source module is used to provide necessary excitation to the system.
The power source communicates with both the converter and the motor to provide
variable voltage, frequency and current to the motor.

Power Modulator:

This is used to regulate the supply’s output power. Themotor’s power can be governed
in such a way that the electrical motor sends out the speed-torque feature that is
required by the load. Extreme current would be drawn from the power source during
the short-term operations. The current withdrawn from the power source may be
excessive, resulting in a voltage drop. As a result, the power modulator restricts both
the motor current and the source current.

Motor:

The electric motor that is best suited for a given application can be chosen based
on various factors such as cost, achieving the load’s required level of power and
efficiency in both the stable and active states.

Load:

The mechanical load can be determined by the environment industrial process and
the power source can be determined by the location’s available power source. Other
electric parts, such as the electric motor, controller and converter, can be chosen.
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Fig. 23.4 Basic components of Electric Vehicle subsystems

Control Unit:

The power modulator is controlled by the control unit, and it can work at high power
levels as well as low voltage. This unit generates the command for the motor’s safety
as well as for the power modulator. The input control signal governs the working
point of the drive from input to the control unit.

Sensing Unit:

The sensing device detects specific drive factors such as speed, torque, motor current,
voltage, position and temperature. This device is primarily used for closed-loop
control and safety in the event of a power failure.

The block diagram of electric vehicle (EV) subsystem’s components is shown in
Fig. 23.4.

23.3.2 Classification of Drive System

Basically, there are two types of electrical drive system, namely, AC drive and DC
drive (Tolochko et al. 2017a).

AC Drive:

Speed, torque, acceleration, deceleration and rotation direction are regulated by AC
drives. The power delivered by AC drives is tailored to meet the actual load require-
ment, thus saves energy. In certain cases, AC drives are an alternative for mechanical
gearboxes, belts, hydraulic couplings, servo-drives or eddy current drives. In a highly
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reliable, low-maintenance, compact size bundle, AC drives provide an accurate and
large range of smooth and step-less regulation of motor speed and torque. AC drives
are also free of mechanical inertia and resonance and have a variety of built-in
features, complex control and networking capabilities.

DC Drive:

To operate a DC motor, DC drive converts the alternating current into direct current.
The output current fluctuates when the voltage to the gate is applied at a distinct
angle of the input phase, allowing the drive to control the motor speed. DC drives are
further categorized into two types: non-regenerative drives and regenerative drives.

• Non-regenerative DC drive—They control the motor speed and torque in only
one direction. This is the conventional type DC drive.

• Regenerative DC drives—This type is proficient in directing the speed and
regulation of motor rotation as well as direction of motor torque.

23.3.3 Microprocessor-Based Drive System for Electric
Propulsion System

The foremost aim of an electrical drive is to regulate the motion of mechanisms.
The electrical drive is a multi-feedback automatic control system that employs
various automatic control concepts such as error-driven feedback control, model-
based control, logical binary control and fuzzy logic controlmethods.Distinct sensors
for calculating currents, voltages, velocity, acceleration, torque and other parameters
in the electrical drive are utilized depending on the technological solution and control
theory chosen (Lei et al. 2014; Farhani et al. 2017; Kumar et al. 2015; Kim and Kum
2016; Nasri et al. 2016) (Fig. 23.5).

Fig. 23.5 Microprocessor based Electric Propulsion System
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23.3.4 Merits of Drive System

• In comparison to another drive device, the price is too low.
• These drives have a variety of speed, power and torque range.
• The operation is simple and smooth.
• Owing to the use of electric braking, they have a versatile characteristic.
• It can be started immediately without any time delay.
• Its maintenance cost is relatively inexpensive.
• Remote control capability is available.
• They have the ability to work in all four quadrants of the speed-torque plane.

23.3.5 Demerits of Drive System

• The resulting drive output power is low.
• The whole system comes to a halt due to a power outage.
• This drive will not work if the power supply is not available.
• Drive system has a low dynamic response.

23.3.6 Applications of Drive System

• Electric traction: This is the primary application of drive system.DCseriesmotors
are appropriate for almost all types of services, but especially this is favourable for
sub-urban serviceswhere a high rate of acceleration is needed. Formain linework,
single phase AC compensated series motors with speed-current and speed-torque
characteristics identical to DC series motors are widely used.

• Lift: High accelerating torque, high overload power, pull out torque, high degree
of silence and moderate speed are the crucial need for this system.

• Hoist motor and cranes: A crane or hoist motor must have a high starting torque
and be able to handle a large number of switching operations as a minimum
requirement. Hoist motors are equipped with special electromechanical brakes,
by the use of springs that are designed to hold the load in the event of a power
outage.

• Frequency converters: Converters are powered by squirrel cage induction and
synchronous motors. Static frequency changers are becoming more common as a
result of recent developments in the field of silicon controlled rectifiers.

• Machine tool drives: An easy, more or less constant speed drive is needed by
many machine tools. Gear boxes and stepped pulleys are used to transmit power
to cutting tools or work parts at a finite number of speeds.

• Belt conveyors: Sand and gravel are transported using belt conveyors. Accelera-
tion is needed for heavy loads. Double cage induction motors with direct-on-line
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starters or wound rotor induction motors are used with normal starting current
and high starting torque.

• Ship propulsion: The prime mover in electric ship powers the generator, which
supplies power to an AC or DC motor mounted on the propeller shafts. Steam
turbines with AC equipment are used on large ships needing more than 2,500 kW
of power, while diesel engines with DC equipment are used on smaller ships.

• Electric vehicle: These types of vehicles are encouraged in order to save envi-
ronment from harmful emissions. Hyundai Kona, Tata Nexon and MG ZS are the
popular type of EVs in the market.

• Petrochemical industry: Fluid handling equipment iswidely used in the petroleum
and chemical industries. Pumps have been powered by inductionmotors,with flow
control provided by throttling valves when required. Gas liquefaction, compres-
sion, refrigeration and heat recovery are all critical activities in the petrochemical
industry’s processes.

• Electrical drives are also widely used in domestic and industrial applications
including engines, transportation systems, factories, pumps, fans, etc.

23.4 Loss Minimization Technique for Electric Vehicle

Basically, in rated condition each and every type of motor work very efficiently
and have high efficiency without any problem but for low load condition, losses are
unbalanced and whenever the load fluctuates, it is difficult to maintain a constant
speed in the motor. Losses in electric motors include grid loss, mechanical loss,
converter loss (stray and commutation losses), winding loss (copper losses), motor
loss and transmission loss. These losses can be minimized by using different loss
minimization techniques. A lossminimization technique (LMT) usually requires that
the voltage, current, flux, torque and speed can be controlled.

Modifications are done in materials, design and construction technique in an
attempt to improveperformanceof the drives.Converter loss andmotor loss, however,
are even now highly influenced by the control techniques, chiefly when the motor
works at low load condition. The flux must be decreased in order to increase motor
performance, achieving balance between copper and core losses.

23.4.1 Selection of Motor

Mainly, three types of motor are been considered for driving the electrical vehicle,
namely, DCmotor, induction motor (IM) and permanent magnet synchronous motor
(PMSM). Themotors are selected in such away that there is a proper balance between
motor performance and the systemprice. The first step in designing an electric vehicle
is to choose the motor type based on vehicle demand and other boundary conditions.
The basic trait of these three types of motor is discussed below:
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DCMotor: This is the simplest type of motor from motor class that converts the DC
electrical energy intomechanical energy. The speed of suchmotor can be altered over
a broad range by fluctuating the supply voltage or modifying the current intensity
in the field windings. Mechanical brush commutation is used in DC motors, which
is susceptible to depreciation, chances of inadequacy are high and are difficult to
maintain. DC motors have a wider drive mechanism, a limited speed control range
and a low energy density, all of which restrict their use in electric vehicles.

Induction Motor: An induction motor is an electric motor that produces torque
by electromagnetic induction from the stator winding’s magnetic field. Because
of high performance, excellent speed control and absence of commutators, three-
phase induction motors are frequently used in electric vehicles. Electronic brush
commutation is used in induction motors to solve the drawbacks of mechanical
brush commutation and sine wave control mode is used to introduce high accuracy
torque control.

Permanent Magnet Synchronous Motor: PMSM uses permanent magnet which
is embedded in the steel rotor to produce a constant magnetic field. These types of
motors have the capability of delivering high torque-to-current ratios, high power-to-
weight ratios, high accuracy and stability which make it suitable for electric vehicle
application.

23.4.2 Control Strategy for Induction Motor Drives

Centred on scalar control or vector control of IM drives, there are many loss minimal
control systems. The rotor-flux-oriented control, stator-flux-oriented control and
magnetizing-flux-oriented control techniques are studied in various vector control
techniques (Bazzi and Krein 2010; Stumper et al. 2013). It is possible to split the
control strategy to boost motor effectiveness into two categories:

(a) Search controller: By changing the amount of flux in the motor, the opti-
mization algorithm iteratively decreases the input power until the difference
between the input and output power is fulfilled. Slow convergence and torque
ripples are significant downsides of the search controller.

(b) Loss model-based controller: While utilizing the system model, the model-
based controller measures losses and determines a flux level that reduces the
losses. Loss model-based controller is quick and does not generate a ripple of
torque.

The basic block diagram of induction motor drive operated under loss minimization
technique is shown in Fig. 23.6.
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Fig. 23.6 Induction machine as governed by LMT

23.4.3 Classification of Loss Minimization Techniques (LMT)

The distinct types of methods are followed by existing loss minimization techniques
and chosen according to the application or type of drive used. The application is
connected to the required speed of convergence, responsiveness of the parameter
and error of convergence, while the drive sets the optimization variables that are
available. Basically there are two types of LMTs (Verrelli et al. 2014):

(1) Offline techniques.
(2) Online techniques.

The classification of loss minimization technique is shown in Fig. 23.7.

Fig. 23.7 Flowchart of classification of LMT
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23.4.3.1 Offline Techniques

By setting the optimum operating point that depends on preset values, offline method
aims to minimize power losses. Offline strategies cannot further change losses when
the motor is working. Offline techniques are categorized into two groups:

i. Structural technique: utilizing electromagnetic analysis.
ii. Factory-set technique: Based on planned operating conditions, sets an optimal

motor drive command.

23.4.3.2 Online Techniques

While the motor is running, online or real-timemethods aim to attain minimal losses.
Online techniques are categorized into three groups:

i. Model-based technique:

It depends on power-loss models and motor parameters.

Advantages: The pros of this technique are as mentioned below:

a. It has the ability to operate near the optimum point.
b. Its concurrence to the optimum operating point is at high speed.
c. It is highly responsive to the variance of motor specifications, particularly

at light load condition.

Disadvantage: It depends on the motor parameters is the main pitfall of this
technique.

ii. Physics-based technique:

To drive the control input, it utilizes electromechanical or mathematical
principles.

Advantages: Its ease of implementation is the benefit of this technique.

Disadvantage: This technique is slower thanmodel-based approach as in order
to change their control variable, they hold back to estimate a steady-state power
loss which is the major drawback of this technique.

iii. Hybrid technique:

It requires a system model to examine for the minimal power loss.

Advantages: This technique is greatly preferred due to its fast convergence
speeds than physics-based technique and reduced specification dependency
than model-based technique.

Disadvantage: The implementation of this technique is comparatively
complex.
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Fig. 23.8 Block diagram of scalar-controlled IM drive governed by LMT

23.4.4 Scalar Controller for IM Drives

Scalar control is due to the magnitude variance of the control variables and neglects
the machine’s coupling effect. Scalar controlled drives produce lower quality perfor-
mancebut are simple to implement. Theyhavebeenwidely used in industry.However,
because of the superior performance of vector-driven drives, which are used in many
applications, the significance of scalar-controlled drives has recently decreased.

Loss Model:

This control technique maintains V/f constant so as to keep the flux constant in
the system. A scalar drive loss minimization controller is depending on calculating
the optimum flux for loss minimization. The self-governing parameters: speed, end
voltage, end frequency and the specifications of the machine and its power source
define the behaviour of the system. An optimum flux that satisfies the operating point
requirement and reduces the total losses which can be found at any operating point is
definedby speed and torque. The speed and torque are taken as inputs by the controller
and the optimum flux value is measured and the LMC generates the optimummodu-
lation index value (Tolochko et al. 2017b). To avoid excess currents, the optimal value
of flux has aminimum value. The block diagram of scalar-controlled inductionmotor
drive operated under loss minimization technique is shown in Fig. 23.8.

23.4.5 Vector Controller for IM Drives

Vector controller is also known as Field-Oriented Controller (FOC), initially imple-
mented by Blaschke, the principle of field-oriented control made induction motors
ideal for speedy functioning of servo applications. The probability of self-governing
modulation of the quadrature stator current, which directly determines the torque
of the motor and the rotor flux control, is the main focus of the FOC induction
motor control. Independent quadrature current and flux power converts the system
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with independent excitation to a DC motor. Direct Field-Oriented Control and Indi-
rect Field-Oriented Control are two main strategies used in FOC. These methods
depend on the premise that the regulated flux vector is associated with the rotating
reference frame’s d-axis. In consideration of this inference, the stator current can be
dissociated into two units, namely torque generating components and flux generating
components (Tolochko and Kaluhin 2019).

Loss Model:

Vector control includes the potential to control the IM’s electromagnetic torque easily
and accurately.However, even at low torque values, the traditional vector-driven drive
mechanism operates at nominal flux. The downside of this approach is that when the
torque varies and the flux is held at the nominal point, performance decreases. This
reduces the induction motors efficiency when it works under conditions of light load.

There are various ways of managing the mentioned drawback. There are systems
to reduce different kinds of losses in themotor and converter, in addition tomaximiza-
tion of efficiency and power factor, among the known solutions. The simplest among
them are approaches that focus on loss models. In the possibility of minimal losses,
supposition validated in optimization and the structural execution of the algorithm
acquired, they vary from each other (Sreejeth et al. 2012; Iffouzar and Amrouche
2017; Zhao et al. 2013).

By measuring the optimum air gap flux or equivalent magnetizing current, the
power factor andperformance of thefield-oriented operated inductionmachine can be
improved. Motor performance can also be increased by regulating the d-axis current
in the d-q reference frame in vector-controlled drives by running the machine at
optimum flux. By measuring the ideal air gap flux or equivalent magnetizing current,
the loss model-based controller will enhance the performance and power factor of
the field-oriented regulated induction machine.

The equivalent circuit diagram of induction motor in d-axis is shown in Fig. 23.9.
The equivalent circuit diagram of inductionmotor in q-axis is shown in Fig. 23.10.

Fig. 23.9 d-axis equivalent circuit
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Fig. 23.10 q-axis equivalent circuit

23.4.6 Direct Torque Controller for IM Drives

The best magnificent control technique accessible to regulate the torque of the induc-
tion motor is direct torque control. It uses the stator flux as a control variable and
the flux level is chosen in accordance with the torque demand of the propulsion
drive to attain the desired performance. It depends on a direct flux and torque control
system. However, the DTC’s low switching frequency gives rise to high flux and
torque ripples, leading to an acoustic noise that degrades the efficiency of the control,
particularly at low speeds. The goal is to do an analytical study of these procedures
in respect of depletion of ripples, monitoring of speed, lack of switching, complica-
tion of algorithms and responsiveness of parameters. The minimization of loss in the
induction machine is directly related to the flux level option. DTC has the benefit of
not needing encoders for speed or location and uses only measurements of voltage
and current. Since the proportional-integral (PI) current controller is absent, it also
has a quicker dynamic response. The block diagram represented in Fig. 23.11 shows

Fig. 23.11 Flowchart of classification of DTC
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the classification of the direct torque controller (DTC) method for induction machine
drives (Ouanjli et al. 2019; Sutikno et al. 2014).

Loss Model:

Its theory is derived from the immediate choice of the control pulses of the voltage
inverter switches. DTC control makes certain operation with high performance and
gives precise and rapid torque dynamics. DTC theory is rooted on the direct imple-
mentation of the control sequence to the voltage inverter switchesmounted in front of
the machine. Using a switching table and two hysteresis regulators, whose function
is tomonitor and direct the electromagnetic torque and the system flux in a decoupled
manner, the choice of this sequence is made.

As shown in Fig. 23.12, the electromagnetic torque is directed through a
comparator of three levels of hysteresis. By utilizing a two-stage hysteresis
comparator, the stator flux is regulated. For determining the switching table, the
outcomes of these comparators, in addition to the flux vector information, are used.
The implementation of hysteresis controllers induces high flux and electromag-
netic torque ripples that produce mechanical disturbances and unwanted acoustic
noise, thus degrading the efficiency of the system, resulting in variable switching
frequencies and current distortions that can deteriorate the output power trait.

Immense work has been done in traditional DTC to overcome the troubles that
were faced in conventional methods. These techniques are build on the identical
concept of regulation of instantaneous torque and stator flux and the immediate
value from a switching table of the inverter control signals. These control techniques
are usually split into two groups: modern and typical methods. The purpose of this

Fig. 23.12 Basic direct torque controller. Adapted with permission from Aktas et al. (2020).
Copyright 2020, Elsevier
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enhancement is, on the one hand, to decrease the distortion of the couple and the flux
of the IM and, on the other hand, to reduce the switching frequency of the inverter
(Ouhrouche et al. 2016; Ghezouani et al. 2018; Ammar et al. 2017; Naik et al. 2016;
Lascu et al. 2017; Bermudez et al. 2017; Aktas et al. 2020; Alagna et al. 2016; Garcia
et al. 2016; Xie et al. 2018; Tazerart et al. 2015).

23.4.7 Indirect Field-Oriented Controller for IM Drives

By dissociating the rotor flux and torque generating current constituent of stator
current, indirect field-oriented control is known to achieve high efficiency in induc-
tion motor drives. The proposed observer correctly obtains the rotor flux and the
magnetizing current, and the PI controller and SVM technique are used to achieve
good results. To conduct IFOCof IMdrives using SVM, the initial angular frequency,
stator voltages, stator currents, magnetizing currents, rotor fluxes and rotor speed
must all be measured.

Indirect field-oriented controller uses the slip relation to calculate the angle of the
rotor flux respective to the stator after computing the rotor orientation. This is a high
potential technique that controls the stator currents to regulate the induction motor.
It functions on the principle of converting three-phase stator currents into two-phase
constituents, i.e. d-axis and q-axis. The d-component of the current isd controls the
flux, while the q-component isq directs the torque of motor. In this technique, the
reference values isd and isq are compared, and then the two PI controllers process the
error signals to determine the reference values of the voltage components Vsd and
Vsq . The reference voltages are transformed into a stationary reference frame using
the Clark transformation. To provide the appropriate voltage to the induction motor,
SVPWM and it is also used to measure the necessary switching signals for the VSI.
DC voltage from the battery powers the three-phase inverter. Since function of such
drives is simple in closed-loop mode throughout the speed range from zero to high
in the field weakening, indirect vector control is more widely applied.

Loss Model:

As shown in Fig. 23.13, the optimal regulation of d-axis stator current (ids) that super-
vises the magnitude of rotor flux reduces the governable electrical loss in the induc-
tion motor drive system. By deteriorating the rotor flux, the motor’s performance
is improved, and core losses are reduced. The difference between the commanded
speed and the real motor speed is used by the speed control loop to produce the
torque generating portion of current. The slip frequency is calculated using the feed
forward method from i∗qs and i∗ds . Using the Park’s Inverse Transformation, the refer-
ence stator phase currents,i∗a , i∗b and i∗c are calculated via reference d and q-axes
currents and rotor pole orientation. In order to obtain the unit vector rotating at ωe,
the slip frequency is summed to the rotor speed. To acquire rotor pole position, ωe

is integrated. The hysteresis PWM tries to match the real motor currents (ia ,ib,ic)
to the reference currents. To control the PWM inverter, the difference between the
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Fig. 23.13 Basic indirect torque controller. Adapted with permission from Aktas et al. (2020).
Copyright 2020, Elsevier

reference and true currents is employed. The stator of an induction motor receives
the inverter’s output (Alagna et al. 2016).

23.5 Environmental Impact of Electric Vehicle

Electric vehicles (EVs) are being promoted by governments and manufacturers all
over the world as a crucial technology for reducing oil consumption and combating
climate change. Electric vehicles run merely on electricity; depending on how the
electricity is generated, EV can run entirely on sustainable, renewable energy (Lu
2016; Calzada-Lara 2016). When assessing the environmental effect of electric
vehicles, four points must be considered:

i. Tailpipe emissions.
ii. Well-to-wheel emissions.
iii. Energy source that charges the battery.
iv. Vehicle’s power.

Since electric vehicles are powered by electricity there are no tailpipe emissions.
This tailpipe emission is also popularly known as direct emission. Smog-forming
contaminants (e.g. nitrogen oxides), other toxic emissions detrimental to human
health, and greenhouse gases, mainly carbon dioxide, are all instances of direct pollu-
tion. All electric vehicles release no direct pollution, which boost the air quality in
cities. EVs are much more environmentally friendly than today’s gasoline-powered
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vehicleswhenmeasured solely on this factor. Electric vehicles are becoming progres-
sively enticing in the area where the population is bothered about diminishing carbon
emissions and pollution. Electric vehicles have been shown to be more environmen-
tally friendly in studies. They release less greenhouse gases and toxins than a gasoline
or diesel vehicle. Over the course of a year, only a single electric vehicle on the road
can approximately save 1.5 million grams of carbon dioxide.

Well-to-wheel emission is a broad concept that encompasses greenhouse gas emis-
sions and air pollution related with the production and distribution of energy used to
power automobiles. EVs emit about 4,400 pounds of carbon dioxide equivalent per
year when well-to-wheel emissions are considered. Depending on the resource, elec-
tricity output produces varying amounts of pollution. If the combination of energy is
used to generate the power to drive an electric vehicle, it will produce comparatively
less well-to-wheel emissions.

Electric vehicles can also help to mitigate noise pollution. Electric vehicles are
much quieter than traditional vehicles, resulting in a more peaceful surrounding for
all of us. The parts of this type of vehicle can be dismantled and recycled at the end of a
vehicle’s life thus; waste is minimized hence promoting eco-friendly manufacturing.
The batteries that are used to power electric vehicle can be recycled as well. Electric
vehicle drivers can diminish the life cycle emissions even further by using electricity
produced from renewable sources such as solar, wind and so on.

Modern electric vehicles have a comprehensive information system that is
constantly updated andmonitors internal and external parameters to achieve optimum
energy savings. EVs are more fuel efficient and require no or less fuel to operate thus
reducing the overall fuel cost (Bortoni et al. 2013).

23.5.1 Comparison of Electric Vehicle with Other
Technologies

The procedure of transforming potential energy into kinetic energy is the basic differ-
ence between traditional vehicle, thermal vehicle and electric vehicle. This energy is
preserved in a chemical form in thermal vehicles and discharged through a chemical
reaction within the engine. Electric vehicles, contrarily, despite having chemically
stored electricity, release it electrochemically rather than by combustion. This assures
that no fuel is utilized, and therefore no carbon dioxide is released into the atmosphere
when driving. This means that EVs emit less greenhouse gases and other pollutants
that lead to climate change and smog than traditional vehicles. They are even more
fuel efficient than traditional automobiles.

About 77 percent of the electrical energy from the grid is converted to electricity
at the wheels of electric vehicles. Traditional fuel vehicles transform only about 12–
30% of the energy contained in gasoline to electricity at the wheels. A substantial
reduction in consumption costs is another significant benefit of any fully electric
vehicles.
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Petrol stations are a health and safety threat since they require bulk storage of
volatile hazardous fuels. Refuelling stations for EVs can be set up almost anywhere
for a low cost and are simple to use without any supervision requirement (Changjian
et al. 2015). Although electric vehicles have some environmental effects, they are
still a great way to reduce the carbon footprint as compared to traditional gasoline
or diesel engines.

There is no way to convert the vehicle’s latent momentum into a force that can
be used to accelerate further without significantly increasing the vehicle’s weight,
which would negate the benefits of regeneration in conventional vehicles whereas in
EV during braking, the vehicle’s latent momentum can be used to regenerate power.

EVs are frequently more digitally connected than traditional vehicles, with many
EV charging stations allowing charging to bemanaged through androidmobile appli-
cation. Modern navigation technologies, batteries and protection devices can be inte-
grated into our own electric vehicles, at high-traffic areas. This has the ability to track
and control charge to grid operations, as well as monitor and control protection and
flow. Electric vehicle can be charged and it can be ready to drive very next moment.
Since the electric grid is nearly present in every spot, there are a number of charging
options such as at home, at work, or on the road. Thus, charging it frequently one
does not need to go to fuel station again and again for refuelling.

Charge from electric car batteries can also be fed back into the grid through
charging stations. This ability can be used as a backup in the event of a major plant
outage, as well as load balancing on the grid to help feed stored renewable produced
power back into the grid at night (Abhishek et al. 2017; Liao and Lu 2015).

Electric vehicle and traditional vehicle comparisons in every aspect are difficult
since they cannot be compared on the basis of single factor. Comparison is being
affected by the vehicle’s size, the precision of the fuel efficiency calculations used,
how energy emissions are measured, presumed driving habits and even the weather
in the regions where the vehicles are used. Thismeans that there is no one-size-fits-all
estimate that can be used anywhere.

23.5.2 Opportunities of Business Expansion

Electric vehicles are expected to have massive market penetration in the future all
over the world. With the current expansion in the automotive industry, the market
for electric vehicles has seen rapid growth. To plan for the anticipated EV boom,
automakers are forming separate EV business units. Nevertheless, the increase in
EV demand would result in a major increase in the demand for charging framework,
as well as the implementation of safety regulations and standards (Yilmaz and Krein
2013). Economies of scale would support electric vehicle production by allowing for
improved infrastructure, more efficient manufacturing processes, recycling options
and a reduction in the need for new material mining.

In terms of electric vehicles, India is still a developing market; however, OEMs
have begun demonstrating and prepare for the obligatory—an electric future. Electric
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vehicle market was first entered by Tata Motors and Mahindra & Mahindra. Maruti
Suzuki intends to enter the market with a small mini EV as its first product in the near
future. Following China, India’s electric two-wheeler market has a lot of promise,
owing to the fact that it is the world’s largest two-wheeler market in terms of sales
and demand.

a. Using a network business model, include public EV charging:

The accessibility of EV chargers is one of the aspects that will give rise to the
electric vehicles. The more electric vehicle chargers there are, the more electric
mobility connectivity there is, and thereforemore EVswill be offered. Increased
EV charger utilization in the future could result in higher desire for the facility,
creating a good business opportunity. By using the Platform Business Model to
include EV chargers, customers are saved from paying for electricity. This is an
excellent way for fuel marketers to mitigate the risk of lower gasoline demand
as electric vehicles become more common.

b. Join forces with charging stations to create a one-stop-shop for the ‘Charge
and Chill’ experience:

Charging an electric vehicle requires time.Tesla has developedplans to construct
Tesla supercharging stations. Their supercharging may be called cutting-edge
technology in today’s world. In spite of this also it took 30–40 minutes to fully
charge the vehicle. Since it takes minutes to charge it allows users to ‘Charge
and Chill,’ which are essentially another profitable business opportunity.

c. Dispose of batteries:

The new EV battery technology is the same as the Lithium-ion batteries used in
our smartphones. Due to environmental concerns, this is a regulated substance
that requires careful disposal. The EV battery must be disposed of after it has
reached the end of its useful life and requires substitution. Due to the rise of elec-
tric vehicles, specialized battery disposal services are another business oppor-
tunity. According to surveys, there will be a high demand for battery disposal
facilities in the future. The good news is that battery recycling facilities will be
available for both electric vehicles and other electronic devices as well.

23.5.3 Challenges to Overcome in Electric Vehicle

The manufacturing of electric vehicles has its own set of consequences. Since the
batteries are so large and heavy, designers strive to make the rest of the vehicle as
light as possible. As a result, many lightweight materials used in electric vehicle
components need a lot of energy to manufacture and process. The rare earth metals
are used in electric vehicle’s motor in order to enhance the output power of these
motors. A lot of energy is required for processing and mining of the metals like
copper, nickel, and lithium which emits poisonous gas in the environment. Mineral
mining can increase risks evenmore in developing countries with poor regulation and
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compliance. As a result, the local public may be endangered by poisonous pollutants
which contaminate the air and underground water. To overcome this problem more
advanced technology is needed to manufacture environmental friendly batteries.

Usually charging the battery pack takes 3–12 h for full charge. Paradoxically, a
fast charge to 80% capacity can take up to 30 min. EV batteries are made to last a
long time. According to a study conducted by the Department of Energy’s National
Renewable Energy Laboratory, urged that these batteries could last 11–15 years in
mild climates and 7–12 years in harsh climates. These batteries, on the other hand,
are expensive and replacing them if they malfunction is quite pricey.

In a broader vision from customer point of view, there is a lack of knowledge
about electric vehicles and their mechanical systems, so if breakdown occurs in
this type of vehicles one cannot go to the normal mechanic for fixing the problem
rather they need to contact authorized service personnel. Moreover, for these types
of vehicles, the precise maintenance costs have yet to be determined. Many service
centres have a reputation for deceiving consumers by claiming that their vehicles
have fake problems. Electric vehicles would only exacerbate the issue. All these
issues sometimes cause serious inconvenience to the customers.

Another vital challenge for electric vehicles is the country’s infrastructure funding
for them to be trouble-free and become popular among users. This primarily leads
to the charging stations, which will be critical for EVs. At the moment, electric
vehicles cannot be used on highways because there are no charging stations along
the highways or in the countries.

In some countries like Europe, government has welcomed EV technology full-
heartedly by reducing tax credits for the EV’s owner and also providing subsidies in
many different ways, and to attract consumers, they have simple rules and policies
designed specifically for electric vehicles. In contrast to this, in many countries,
including India government does not have clear policies and special privileges to the
owner of EVs. This has caused manufacturers to be perplexed about their electric
vehicle plans. Besides all this, the boon is that the industrialist is developing vehicles
like the Hyundai Kona, Tata Nexon and MG ZS that are dedicated to being future-
ready and prioritizing them. Hopefully, the government recognizes this and is able
to address all of the EV-related issues.

23.6 Conclusion

A number of modern improvement strategies for minimizing loss in induction motor
drives are reassessed. The main target of these improvements is to minimize the
losses and to increase the efficiency in light load condition by the inclusion of core
losses resistance in the equivalent d-axis and q-axis diagram of induction motor. An
overview of offline and online LMTs, and practice of examining power losses were
also proposed. The outlines of each of the three online LMT techniques were also
presented which are suitable loss minimization techniques for propulsion drives at
low load. The choice of strategy is determined by the type of application, expense,
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accuracy, precision and usability of hardware for which they are being used. Such
systems are ideal for the use of propulsion drives with a small torque load in a
very long operation, for example- escalator; conveyors; mine lifting installations
and turbo-mechanics. This analysis is intended to provide all investigators, research
workers and industries working on electric machine controller drives with useful
information.
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Chapter 24
Control Architectures for Low Voltage
DC (LVDC) Microgrid

S. P. Gawande, Pranay S. Shete, and Pradyumn Chaturvedi

Abstract LVDC microgrid is considered as the desired solution against the contin-
uous increase of load demand which is powered by renewable energy sources (RESs)
which upholds stability between energy needs and supply. The LVDC may escalate
the trustworthy and energy-efficient electrical network compared with the existing
AC network in many aspects. This chapter discusses the different possible and most
efficient control architectures available for the stable operation ofDCmicrogrids. The
controls are categorized as decentralized, centralized, and distributed control, which
is used for overall control, and communication purpose. In decentralized control,
the adaptive control equipped with the droop coefficient, power line signal, and data
bus signal is mainly used. In centralized control, the digital communication network
will be set up which will allow connecting the source and load controller and will be
controlled by central control. Whereas in distributed control, the digital communica-
tion link will be set up through a set of local controls which will provide the DC bus
voltage at a constant magnitude and may enhance the output current sharing with a
proportional-integral (PI) controller. The Local controls are based on voltage control,
current control, and droop control. This chapter emphasizes the detailed design archi-
tecture of control techniques, their key aspects, communication dynamics, function-
alities, and suitable applicability. The chapter also illustrates various other control
techniques used inDCmicrogrids such as droop control, inverse droop control, modi-
fied droop control, adaptive droop control, master-slave control, virtual impedance
method, etc. which will be engaged in the direction of the power, load sharing,
electrical power flow control among the several other inline DC microgrid, and the
trouble-free switching and significant drop in power loss.
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Nomenclature

LVDC Low Voltage Direct Current
RESs Renewable Energy Sources
PI Proportional Integral
DCMG Direct Current Microgrid
GHGs Green House Gases
ESSs Energy Storage Systems
T&D Transmission and Distribution
PE Power Electronics
MVDC Medium Voltage Direct Current
HVDC High Voltage Direct Current
MS Micro Source
DERs Distributed Energy Resources
VSC Voltage Source Converter
MPPT Maximum Power Point Tracking
PCC Power Control Center
CV Constant Voltage
CCS Current Controlled Source
MAS Multi-agent system
CRM Closed-loop reference model
DG Distributed Generation
SoC State of Charge
WESs Wind Energy Systems

24.1 Introduction

DC Microgrid (DC MG) is now an emerging area in Research as its applications
are not only limited to industrial, commercial, and domestic sectors but also can
be utilized for agricultural and municipal loads. Microgrids can be distinguished as
AC, DC, and hybrid microgrids depending upon their application. Microgrids can
be defined as a reduced in size version of the centralized power system. Histor-
ical overview of a microgrid is in 1882, the Manhattan Pearl Street Station, built by
Thomas Edison, was theUSA’s first commercial electrical power plant (Bhattacharya
2018). The thermal power station initially served few customers in a few blocks,
powering a few hundred resistive loads (e.g., lamps) (Bhattacharya 2018). Two years
later it was up to 510 customers approximatewith 10,000 lamps approximate, in 2004
Japan’s Sendai system, in 2005 the Shimizu microgrid, the gas microgrid, the Labein
microgrid, the National Laboratories and last but not the least in 2006, Germany’s
Manheim microgrid. Microgrids can be able to generate, distribute and control elec-
trical power for dedicated load or small locality (Bharath et al. 2019). Aspects of DC
MG are pliable and reliable as to uphold the steadiness between the supply and load
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by the microgrids which are usually designed to fulfill the load demands. In the case
of DCMG, one should always look after the change in supply voltage in the DCMG.
It is more sheltered because it is small in size, its generation and controlling can be
locally possible hence it can be safe from any cyber-attack. It is healthy as the oper-
ation and control of the DCMG are not dependent on the conventional grid. Many a
time, DC MG is used to fulfill the essential load demands when the AC supply gets
disconnected from the conventional grid. It is cost-effective as it can help to optimize
the power usage which intern saves money. It can store and incorporate renewable
energy hence can be able to reduce greenhouse gases (GHGs) gas emissions as per
government guidelines and regulations. A modern microgrid may comprise a lot
many things from a small group of households to a whole community. A microgrid
can work as an off-grid mode that is usually independent and empowers areas located
in a remote place to get linked using marginal investment and can connect rapidly to
a larger grid. A microgrid maybe works as a cybernetic model which can be installed
physically as an energy distribution grid that can’t separate but which may be able
to operate within the energy market as an independent or as a grid-connected mode
where it can be “islanded” to run on its own.

In this mode, it is set in the widespread grid to authorize other power sources to
balance the loads by adapting the revolutionary communication and, IT skills for
electric power systems. Nowadays, DCMG has such a capability that it is agile, free
from the occurrence of frequent interruptions, secure, and more economical if used
in a smart grid application also it can be possible that the smart interaction amongst
all links by emerging and make them known to most recent innovative control tech-
nologies, which may further lead to optimizing the production, transmission, and
electrical energy distribution. In the smart grid, the power distribution has to alter
from pliant to agile mode, to optimize the operation of the system, it ropes the DG
for real-time involvement in the production and distribution of electrical energy. The
microgrid comprises a dynamic distribution network, which enables the combination
of DG and conversion from the conventional grid to a versatile smart grid on a large
scale. The usage of highly recommended Energy Storages Systems (ESSs) and DGs
in the microgrid serves the justifiable energy saving, reduction in the emission of
toxic gases like SOx, NOx, etc., and may motivate to employ the suitable strategy.
Feeder losses reduce to some extent by using new and RESS DGs, which may direct
toward the chances of saving eye-catching investment on transmission and distribu-
tion (T&D) networks effectively. To do so, the shared support with the microgrid,
the utilization of resources to satisfy the desires, and the equipment is needed. The
said approach is considered as reliable as well as maintaining the quality in that way
energy efficiency and grid security may increase. From Fig. 24.1 there are various
kinds of DGs such as solar PV, windmill, super-capacitor, and battery pack used
as a main energy source in the DC microgrid. Here all the sources are not sustain-
able, as one or the other factor will hamper the continuity of the power supply as
energy generation from the solar PV may vary depending on the solar irradiation,
windmill performance may be hampered due to the wind speed, the super-capacitor,
and the battery pack may not last long for longer duration. The generation from all
the sources is of DC hence, to maintain the overall voltage level equal to the DC
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Fig. 24.1 Architecture of DC microgrid

grid voltage level it is necessary to employ DC/DC converter in the system. Most
loads are of AC so an inverter is needed to invert the fixed DC voltage into variable
AC voltage and there is DC/DC converter at the distribution end to accomplish the
power requirement of DC loads. The recent technological advancement in renewable
energy empowers the user to utilize the common facility such as the rooftop solar
photovoltaic panel for home, terrace of commercial complex and industry for gener-
ation of electricity which then injected into the utility grid simultaneously the user
can use the power received from the grid. The system must be well equipped with
advanced power electronics components which allow the user to operate, coordinate,
and optimize the size of the microgrid. When the utility grid is interconnected with
the system and can operate as a primary energy source (Guerrero et al. 2011). In a
microgrid, highly effective storage batteries are used, which can store the electrical
energy in the form of electrical charges and can be used as a backup energy source to
meet any future contingencies. The DC MG provides the desired voltage magnitude
and the variable voltage and frequency magnitude is provided in the AC system with
tolerance. To deal with the microgrid, one should have the practice to enable the
use of a microgrid management system that coordinates with the utility grid during
outages. This can be done by segregating the load into essential and non-essential
loads. The uninterrupted power supply must always be available for the essential
loads whereas, non-essential loads can be thrown off or get connected as per require-
ment. Many times, load scheduling will reduce the occurrence of frequent outages
of both AC and DC microgrids. In the distribution network, microgrids can be acts
as a power source, or sometimes they may act as a virtual load. Hence, microgrids
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may be able to maintain the power balance in a network. One can achieve the optimal
energy distribution through a microgrid in a network (Bharath et al. 2019, 2011).

To achieve and overlook the above-mentioned facts, this chapter

• Discusses the different possible and most efficient and latest control architecture
available for stable operation of DC Microgrid

• Emphasizes the detailed design architecture of control techniques, its key aspects,
communication dynamics, functionality, and suitable applications

The chapter is structured and divided into different sections. Section I introduces the
fundamental aspects of DCmicrogrid. Section 24.2 elaborates exclusively on the low
voltage DCmicrogrid. Section 24.3 emphasizes the DCmicrogrid control techniques
including primary, secondary, centralize, decentralize and droop control. Section 24.4
discusses the key aspects of low voltage DC microgrid such as utilization, stability
issues and challenges to be faced. Further, the chapter is followed by a conclusion
and references.

24.2 Low Voltage DC (LVDC)

An LVDC uplifts the capacity of the existing electricity distribution network due to
its capabilities. In a new era, due to technological and economic growth in advanced
power electronic elements allows the user to use them in the LVDC network to fulfill
the need of the consumer demands. In this regard, the LVDC distribution network
concentrates on the DC/AC interface which is directed toward the implementation of
the utility-end inverter. An LVDC energy distribution network consists of fast-acting
power electronic (PE) converters and a DC link flanked by the modified converters.
In the distribution network, the converter usually positioned adjacent to a medium
voltage (MV) electrical distribution (Hatziargyriou 2013; Gao et al. 2019; Khorsandi
et al. 2014; Javed and Chen 2018; Hajian et al. 2013).

The DC/AC conversion is situated at unlike places, and which may reliant upon
the place, the LVDC network can be either high voltage direct current (HVDC)
distribution or an LVDC where the DC/AC conversion can be made in power distri-
bution network at the utility end. With technological advancements, the existing AC
distribution network can easily be replaced with a modernized LVDC network. In
Fig. 24.2, the LVDC network architecture is as shown. Here, the solar PV and fuel
cells are acting as an energy source. To convert the DC power with a suitable voltage
limit, DC/DC converter is used. LVDC and MVDC may be employed for railway
traction, telecom centers, and vehicle power systems (AlLee and Tschudi 2012).
The increase in DC loads depends upon the installed capacity of RESs. The applica-
tions of power distribution system in residential and commercial are capable enough
to fulfill the load demand. The various DC Microgrid architectures may propose
the necessity of specific design, its applications, and investigation of the literature
(Kwasinski 2011; Lindman and Thorsell 1996; Dragicevic et al. 2014; Park et al.
2013). From a technical point of view, the LVDC network is always on the upper
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Fig. 24.2 LVDC network architecture

hand and has noteworthy advantages over the conventional AC network. The conver-
sion steps for the electronic equipment present within the premises may reduce the
cost and may improve the overall efficiency. It can be said that the removal of every
conversion step will increase 2.5% efficiency. In addition to that, the filtering process
of harmonics within buildings may be facilitated by the LVDC distribution network
in combination with the centralized AC/DC converter. The LVDC network surely is
more effective when it gets connected with RESs with low carbon emissions to the
distribution grid. The decentralized RESs such as solar PV, rechargeable batteries
used in electric vehicles, fuel cells, super-capacitors, and many more RESs generate
DC energy and somehow require a midway conversion stage to connect the conven-
tional grid. Hence, RESs can be linked to DCMG in the LVDC network. Ultimately,
the probabilities of power losses during the conversation stages will reduce and the
capital cost of the overall system decreases. The LVDC network has a higher power
transmission capacity than the conventional AC network with 400 VAC.

In the case of LVDC, the power transmission capacity can be more than 16 times
compared to the conventional 400 VAC network at the voltage drop limit and the
thermal limit is more than 4 times compared to the conventional 400 VAC network.
The coefficient of transmission capacity is contingent on the DC voltage level in
the LVDC network. Here, the voltage quality may improve which results in the
implementation of the inverter’s active voltage control which may help to reduce the
voltage fluctuations in the DC network and may be able to restore to their original
operating voltage.

The rebuilding of voltage dip depends upon the capacitance allied to the DC
network. The high transmission capacity of the LVDC network permits the substitute
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as amediumvoltage direct current (MVDC)network. The suitable protection zone for
the DC network is created by the LVDC network. The faults may take place in the DC
linewhichmay originate from the outages planned for the consumers inDCarea only.
The reliability of DC network elevates while MV line reliability suppresses (Wang
et al. 2015; Paul 2002; Cuzner and Venkataramanan 2008; Salomonsson et al. 2009).
Hence, it can be said that the higher the transmission capacity the smaller is the cable
cross-section area. The higher power transmission dimensions may cause smaller
currents to flow through the systemwhichmay help to reduce the systempower losses
for the same cable sizes in both networks. The actual difference in the power loss
can however be smaller than transmission capacity presumes that if the cable sizes
are not equal then the LVDC network may replace the number of AC distribution
transformers easily as it includes only one LV transformer at the commencement
of the LVDC network. In addition to that, the new LV distribution network has to
acquaint with challenges as well (Emhemed et al. 2017; Tokuyama et al. 1985; Pauli
et al. 1988). The DC network is more complicated than the conventional AC network
due to which operational challenges may occur. The LVDC network has challenges
to electrical safety. The voltage levels of the LVDC network can cause high voltages
in difficult grounding conditions which may require an ungrounded IT grid. The
use of PE devices for the distribution network also the usage of PE converter can
cause switch faults and operation of complicated switchgear used for protection.
The biggest challenge in the converter is that it has to operate with a sufficient fault
current capability. The operating limit of suitable power electronic devices may be
set as one-third of the widely used power electronic devices. The short operating
lifespan of converters may accentuate maintenance issues and increase costs.

24.3 DC MG Control Techniques

The DC MG Control techniques promise that the control will be improved, steady,
and efficient. The PE converters act as an interface between the grid and the load
which may provide proper control to the microgrid with modified voltage regu-
lation, and better distribution of current (Zhang et al. 2016). This interface may
simplify the connections of several units available in the DC MG (Hatziargyriou
2013). A wise control technique is needed to develop and lower down the distortion
effect generated by the power electronic converters which is due to their fixed power
actions. The sudden increase in distorted loads and DGs results in complexity of
the control. Necessities of the various control employed for smooth shifting from
standalone to the grid integrated operation which usually consists of regulation of
voltage and controlled current sharing, and steady operationwith non-linear aswell as
a constant power load. To control the power flow of theMG, the EnergyManagement
Scheme (EMS), efficient load power-sharing, and the proper communicationmedium
between DERs is used (Zhang et al. 2018). To regularize the proper control mecha-
nisms, it is required to avoid the grid failure, avoid black start, possible reduction in
the transmission losses and, try to enhance the capability of DERs. An uninterrupted
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Fig. 24.3 Control strategies of DC Microgrid

power supply will be made available to the critical loads (e.g., hospitals, industries,
and other key utilities) the proposed microgrids need to provide the desired voltage
magnitude in the DC system. The DC microgrid control is discussed in Fig. 24.3.
Here, the centralized control will be extended to the master-slave, the droop, and
the concurrence control. There may be an uncontrolled situation that has occurred
when the source of energy is renewable energy, and which is hampered due to the
change in weather. The use of modern controls may help to optimize the energy use
depending upon the priorities and the critical requirement within the premises.

To deal with the DC MG, one should have the practice to get acquainted with
the use of a microgrid management system that may coordinate with the utility grid
during outages. This can be done by segregating the load into essential and non-
essential loads. The uninterrupted power supply must always be available for the
essential loads whereas, non-essential loads can be thrown off or get connected as
per requirement. Many times, load scheduling will reduce the occurrence of frequent
outages of both AC and DC microgrids. In the distribution network, microgrids can
be acts as a power source, or sometimes they may act as a virtual load. Hence,
microgrids usually maintain the power balance in a network. One can achieve the
optimal energy distribution through a microgrid in a network (Bharath et al. 2019).
From Fig. 24.4, wemay refer to the control architecture of the DCMG. Here, various
controls are discussed such as tertiary, secondary, and primary control (Hatziargyriou
2013). Necessities of the various control are, they have smooth switching operating
characteristics from standalone to the grid integrated operation, and there must be
voltage regulation and current distribution. The effective control should be efficient
during the load power-sharing operation and there must be a proper communication
medium between distributed energy resources (DERs). The use of effective control
may help to optimize the cost and economic dispatching of loads can be possible.
To maximize the abilities of DERs and to reduce the transmission losses a proper
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Fig. 24.4 Hierarchical architecture of DC Microgrid

control plays a vital role and may have the ability to make available an uninterrupted
power supply to loads considered as critical.

24.3.1 Primary and Secondary Control of DC MG

Due to numerous advantages of LVDC systems stated as the reduction in the losses
and it is easy to integrate with ESRs, that is why the DCMGs may gain the attention
of researchers. The challenge in this DC MG is to offer the voltage support and
power-sharing performance in a better way. The control strategy shows a significant
role in confirming MG’s power quality and efficiency, it is necessary to conduct a
complete review of the state-of-the-art control and their approaches in DCMGs (Gao
et al. 2019).

24.3.2 Primary and Secondary Control of DC MG

The ESs are placed to accomplish intellect which is organized by a microcontroller
or with a server. To have a better communication medium is the essential component
of such a scheme, which helps in the easier functioning of the centralized system.
Some of the advantages of the centralized controller are listed as it should have
strong controllability, there must be a single controller, it can outline comprehensive
approaches for regulatory operation of the system, and it should have good observ-
ability. Form Fig. 24.5, the master-slave control is shown and, which is a prominent
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Fig. 24.5 Master–slave controller for DC MG

technique used to attain the corresponding operation of several sources. Here in this
scheme, one converter turned as a voltage source converter (VSC), which is used as
a master and instruct slave elements for DC bus voltage regulation. The master-slave
converter function so that the grid voltage is retained in the tolerable limit, and the
persistent converters that act as slaves may be backing the master due to which the
set point may be achieved.

The control mechanism relied on a quick response communication system. The
overall performance of the system may affect when the system is subjected to any
failure in communication, which will result in a total black-out of the entire system.
The drawback of this said control approach is the reduction in the battery life, low
scalability, the necessity of intelligent supervisory control, luxury, which has poor
fault tolerance capability (Tamura et al. 1980)–(Ferreira et al. 2012). A phase-shift
controller is used in the master-slave control algorithm which is used in series and
parallel full-bridge converter as an input and output. It has an inefficient range of
voltage stability which is compensated using the master-slave supervisor. In some
cases, it is more flexible, and easier to implement, which facilitates it for high power
applications. Themaster-slave control used for the electric bus application is assumed
to have high efficiency of up to 3%.
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24.3.3 Decentralized Control for LVDC

For stable operation of the DC MG, one should have to keep the power balance in
between the DGs and loads (Bharath et al. 2019; Hatziargyriou 2013; Khorsandi
et al. 2014). The operating modes of DC MG are as follows:

(1) Mode I: Here, the DC MG is linked to the system and can work as an AC
grid with AC/DC converter. The converter regulates the DC bus voltage by
extracting the excess power from the grid and may act as a voltage source.
To extract the peak power from the solar PV panel, the DC/AC converter
works with a MPPT scheme. MPPT working as a current source here. The
battery converts the energy into a safe charge current. The battery converters
are detached from the system when the batteries are fully charged. Hence, the
output currents of the DG units are used to estimate the cable resistances. The
cable resistances can be assessed with the Eq. (24.1) given below

res,i =
∣
∣
∣
∣

Vnor − Vout,i

Iout,i

∣
∣
∣
∣

(24.1)

where V nor is nominal voltage. Whereas Res, i is the cable resistance of the ith
cable, V out, i, and Iout, i are the output voltage and current of the ith DG unit,
respectively. To estimate the cable resistances, the charging and discharging
droop gains must be taken into consideration.

(2) Mode II:When a fault has occurred in theACgrid, theDCconverter is detached
from the system, and in this case, the DCMG functions in the standalone oper-
ation (Saleh and AL-Ismail, 2021; Kumar et al. 2020). The solar PV converter
works with MPPT, and the load power is greater than the solar PV power.
When working with the voltage sources, the battery converters may regulate
the battery discharging current. To access this, the discharge droop gains are
used such that at the power control center (PCC), the system voltage extends
up to their minimum suitable limit (Tamura et al. 1980; Meyer et al. 2004).
Here, the discharge current of the battery pack is also maximum.

(3) Mode III: Here, the DC MG functions in an islanded operation, and the solar
PV converter works with theMPPT algorithm. Since the solar PV power gener-
ated is larger than the load demand, and hence the PCC voltage rises. The
batteries are not fully charged in this case, as the excess amount of power is
required to accomplish the operation. Therefore, it is necessary to regulate the
dc bus voltage through the battery charging operation.

(4) Mode IV: In such a mode, the DC MG works in an standalone operation, and
the batteries need to remain fully charged. As the PCC voltage increases which
in turn increases the power generation through the solar PV which is greater
than the load power.

In a decentralized controller, to control the scattered elements are required to
use the local controllers through non-dependent local variables, and to do so no
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communication medium is required. This can be considered as the most reliable
control strategy. A switching of current is based on a decentralized controller, which
is proposed where the VCS is replaced by a CCS. Here, the proposed controller
gives a improved transient response, plug-in and plug-out facility, enhanced voltage
regulation, and satisfactory current sharing. Some of its advantages may comprise
of healthier fault tolerance ability, more flexibility, suitable scalability, and ease of
implementation.

24.3.4 Droop-Controller for DC Microgrid

The droop-controller shown in Fig. 24.6 may effectively work when a current is
supplied to the grid it generates a DC grid voltage. The decentralized control scheme
was accepted to remove the circulating current present in the converters (Bharath
et al. 2019; Ferreira et al. 2012). The Eq. (24.2) indicating the operation is given as

Vref = Vo +
(

Ire f .Rdroop
)

(24.2)

where V ref is the DC grid reference voltage, V o is the PCC voltage, Io is load current
and Rdroop is the virtual resistance.

In the conventional droop-control strategy, the way that the incorrect selection of
droop resistance gives unsatisfactory load distribution, poor voltage regulation, and
unefficient performance of RESs.

Fig. 24.6 Droop-controller for DC MG
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24.3.5 Cybernetic Resistance-Based Droop Control

The proposed virtual droop resistance may solve the disadvantage of the droop. The
said method introduces a cybernetic Resistance (Rdroop) which is a function of the
terminal voltage as given in (24.3) and (24.4).

Ire f =
(

Vref − Vo
)

Rdroop
(24.3)

Rdroop = f unc(Vo) (24.4)

To non-linearity in the droop, the controller can be achieved and the voltage regu-
lation of the system may improve with an adaptive droop-control strategy applicable
for DC MG. For effective power-sharing, the charging and discharging of the BESS
units are controlled with the help of bidirectional adaptive droop-control scheme. An
adaptive droop-control strategy is used in a closed-loop reference model (CRM) to
comprehend the DC MGs control. To achieve voltage stability and current sharing,
a time-varying model is required (Ahmadi et al. 2597).

24.3.6 Distributed Control for LVDC

Nowadays, controllers are equipped with an energy source to form a distributed
controller,which assist in appropriate distribution of load to regulate grid voltage. The
communication through a communication medium controller for each PE device is
similar to that of decentralized control (Bhargav et al. 2020). Thismay be carrying out
an important operation (likemaintaining the balance of state of charge (SOC), voltage
maintenance, etc.).Anyvariations in the distributed generation (DG)make it complex
for the implementation of centralized control. During such a difficult situation, the
distributed controller is having the advantage as a controller restricts the chances of
occurrence of failure of communication link hence, the system become invulnerable.
The improvement of voltage regulation and finest power using a non-linear optimal
controller can be done using modified droop-control architecture.

An extensive comparison between the various control schemes is provided in
Table 24.1.
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24.4 DC MG Utilization, Stability Issues, and Challenges

24.4.1 RESs and ESS Utilization

The use of RESs is a need of the current scenario. The operation of numerous
components, for example, the BESS, the RESSs, and the loads using a centralized
controller in a synchronized operation is considered here. The tasks performed by
the controller are equalizing of SOC, stoppage of overcharging of battery by an real
power break, and load shedding due to which battery discharging may be avoided.
The proposed system results in improving the life duration of energy storage devices
(Ruiz-Martinez et al. 2182; Wang et al. 2021).

24.4.2 Microgrid Protection and Control

The presence of a zero-crossing current is considered a risky feature in the DC
system compared to AC systems. Many research gaps exist in the current scenario
and researchers are still involved in designing a better protection scheme for DC
MG that leads to healthier operation. In addition to that the safety of the operator
is a major issue and which can’t be tolerated (Park et al. 2013). However, there
are some modified and tested switchgears devices with faster response time, but
found to be costly due to technological advancements. A quick-acting protection
scheme is required for the bidirectional communication schemes, for EVs and MG
(Salomonsson et al. 2009). There are few other areas the changes getting introduce
the advanced research to enhance the capability of the system. The system reliability
may ensure through a stability analysis. Dring the occurrences of sudden disturbances
in the grid, it is required that the voltage must be stable for better operation and
reliability (Meyer et al. 2004).

24.4.3 Microgrid Protection and Control

To meet the numerous practical challenges existing in the DC grid, the centralized
controller will not be able to serve the purpose without a proper communication
medium. A suitable communication link must be employed to attaining improved
dependability and functioning of the system. The communication link should be
best, inexpensive, more practicable, and must be less difficult. Additional required
important feature includes improved load current distribution, and good regulation
of voltage, which is considered a main problem for conventional controllers.
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24.4.4 Stability Issues of DC Microgrid

The load with a constant magnitude generally faces the challenge of instability of
DC microgrid. Therefore, such loads can be attached with a system that has negative
impedance features. The resonant conditions may arise due to the replicated negative
inductance which may likely to induced during the constant power load operation
and has an unfavorable effect on a DC microgrid from a stability point of view. It is
common practice that there is a rise in the implementation of damping mechanisms
that may adopt to overcome the unwanted situation. But this may result in a voltage
sag up to some extent. A right trade-off is mandatory in between allowable voltage
swing and voltage sag duration which may help to meet the applicable standards.

24.4.5 Challenges of DC Microgrid

The fundamental conventional control schemes are analyzed by adopting the
advancedmicroprocessors techniquewhich is already proven as faster as the response
time is very less in a protection device. In a DC MG, the scheme of circuit breakers
in general practice is a big encounter as the scheme must be economic and effective
as far as its operation is concerned. Here, the DC voltage level should not fall to zero
magnitudes hence the magnitude of current also never be equal to zero this can be
considered as one of the major interferences in DC microgrid protection. The secu-
rity of an operator is one of the prime requirements. It is a real challenge to lower
down the DC stray current within the limit, to achieve the same the proper grounding
may help a lot. The unified controllers used as a local control along with the other
related control tasks should certify that the system is firm during islanding and grid
integration. The selection of an improved control scheme for the battery operation
must be accomplished with extreme attention and appropriate methods which may
safeguard against overcharging and undercharging. The battery packs should have
to maintain the SOC to avoid damages that may occur in the future.

24.5 Conclusion

This chapter mainly focuses on the low voltage DC Microgrid structure, control
architecture, and the other associated aspects. The chapter essentially discusses
the different post efficient control architectures available for the stable and smooth
operation of the low voltage DC Microgrid. An extensive comparison between the
various control schemes is provided in the tabular form. Further, the paper satisfac-
torily describes the detail design architecture of control schemes, its key aspects, the
communication dynamics, functionality, and suitable applications of these controls
in DC Microgrid.
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Chapter 25
Multilevel Planning for Smart Charging
Scheduling for On-Road Electric Vehicles
Considering Seasonal Uncertainties

Sourav Das, Arnab Pal, Parimal Acharjee, Ajoy Kumar Chakraborty,
and Aniruddha Bhattacharya

Abstract In this chapter, a complete charging solution is proposed, which consists
of optimal allocation of Electric Vehicles Charging Station (EVCS), optimal assign-
ment of charging station to each EV, which is followed by an optimal charging
strategy to reduce the daily cost of charging considering Grid to Vehicle (G2V) and
Vehicle to Grid (V2G) dual-mode of operation. In this respect, a multilevel algorithm
is proposed, where, in the first level, the optimal allocation of EVCS has been done
at IEEE 33-bus system with the objective to minimize the power loss in the system
by considering various constraints. In the second level, apt charging station for each
and every EV has been identified where they can reach at minimal battery energy
consumption. This is followed by a smart charging strategy considering the coordina-
tion of both G2V and V2G dual-mode of maneuver with the objective to maximize
the profit by reducing the daily cost of charging for both CSO and EV owners,
considering various practical constraints, in the third level of algorithm. But, while
performing all these tasks, several driving cycle features like daily mileage, arrival
time, departure time, initial SOC (State-of-Charge), Departure SOC, ensuing trip
length after leaving the charging station are required, which is uncertain in nature for
each and every vehicle. Day to day basis, it could vary. Hence, seasonal variation is
one of the major factors which needs to be incorporated while doing such work. To
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deal with uncertainties related with driving cycles, a 2m Point Estimation Method
(2m PEM) is chosen. Later, using statistical analysis (i.e., Wilcoxon Signed Rank
Test and Quade Test) the robustness and consistency of the proposed algorithm is
established.

Keywords Electric vehicles · Charging scheduling · Charging station allocation ·
Grid to vehicles · Vehicle to grid · Point estimation · Optimization · Seasonal
variation · Uncertainty

Nomenclature

AER All Electric Range
BEV Battery Electric Vehicle
DE Differential Evolution
EV Electric Vehicle
ET L Ensuing Trip Length
EVCS Electric Vehicles Charging Station
G2V Grid to Vehicle
HGSO Henry’s Gas Solubility Optimization
ICE Internal Combustion Engine
ILP Integer Linear Programing
PEM Point Estimation Method
PHEV Plug-in Hybrid Electric Vehicle
PLO Parking Lot Operator
QT Quade Test
RDN Radial Distribution Network
RTP Real-Time Pricing
SOC State of Charge
V2G Vehicle To Grid
WSRT Wilcoxon Signed Rank Test
WPDF Weibull Probability Distribution Function

25.1 Introduction

In this Anthropocene period, global warming is a huge issue to deal with. From liter-
ature, it can be seen that the main reason behind this global warming is air pollution
created by Internal Combustion Engine (ICE) vehicles. Thus, slowly, electrification
of transportation is happening and consequently, the new asset of transportation, i.e.,
electric vehicles (EV) are coming into pictures, which can drastically minimize the
air pollution because of its zero-tail pipe emission. Moreover, EVs are noiseless. The
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predominant use of EVs is an operative means of plummeting CO2 emissions, which
will be beneficial from environmental aspects. Moreover, scarcity of fossil fuels is
happening. Introducing EVsmay cause less consumption in petrol and diesels, which
leads to lesser air pollution (Zeng et al. 2020; Almehizia and Snodgrass 2018).

In recent market, besides the environmental impact, EV is getting popular for
some of its other features also. Recently, lots of countries are experiencing growth
of electricity generations due to the rapid increase of loads. To handle this ramping
in loads, electric vehicles are grabbing attention, since it can deliver power back
to the grid, when the grid is in peak load condition. This feature can be named as
Vehicle to Grid mode, which is making EV more popular. Therefore, from the grid’s
perspective, EVs can act as spinning reserves and as well as load. Though proper
systematic approach is needed by scheduling the charging/discharging mode of EVs
to deal with grid’s loading condition (Amini et al. 2014).

But each and every emerging technology has its own challenges. In the above
discussion, it is pretty much clear that, why in today’s environment, involvement
of EVs is required. But few major cons are also there, which is resisting the EVs
for coming into the automobile industry. This problem can be defined from three
perspective; one from grid’s perspective and another is from user’s perspective and
third one from the investor’s perspective.

25.1.1 Grid’s Perspective

EV’s are gradually grabbing attention because of itsG2VandV2Gmodeof operation.
In G2V mode of operation, the EV will draw power from the grid for charging its
battery. In V2Gmode of operation, the exact opposite scene occurred. In V2Gmode,
the battery will discharge and deliver its power back to the grid during peak load
condition for peak shaving. When the EV market will flourish, the load demand
will consequently increase. Huge amount of current will be drawn by EV, which
can damage the transmission network and as well as distribution network. Thus,
before penetration of huge amount of EVs in the market, it is essential to increase
the ratings of transformers, cables and other auxiliary equipment. Moreover, by
forecasting the number of EVs in a state/country, the grid authority should check
the requirement of transmission and distribution network expansion. Otherwise, the
system can be collapsed due to huge power drawn by EVs. Moreover, due to the
large battery capacity, charging of EVs will automatically increase the power losses
in the distribution network. In most of the cases, EV’s used to get charge from
charging stations and parking lots. Thus, selection of location for installing charging
stations/parking lots in the distribution network is another crucial matter for power
system engineers to deal with. In this way, finding out the optimal location for placing
the charging stations is required, so that least amount of power losses (both active
and reactive power loss) will occur. Moreover, due to the presence of various power
electronics components in the EV, it can introduce harmonics in the network. Thus,
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grid authority should consider this factor before deciding the ratings of various grid
equipment.

25.1.2 User’s Perspective

The main issue from user’s perspective is the range anxiety, charging time and
“When” and “where” to charge the EVs while cruising. These three factors are
slowing down the EV market growth. Most of the time, drivers are unaware of the
distance an EV could cover, provide from current battery status. Consequently, in the
middle of the road, the breakdown of car may occur. Even if they are aware about the
status of the battery and having the prior knowledge regarding the amount of distance
it could cover with it, then also, due to lack of knowledge regarding the location of
nearest charging station, the EV may breakdown at the middle of the road. Again,
if it can be assumed that both the charging status of the battery and the location of
the charging station is known to the EV user, then also, they may unsure about the
stipulated charging time required for that EV, on that very charging station. They
are unsure about the unavailability of the charging slots. Now these three issues are
strongly correlated with each other. Thus, power system engineers should raise this
challenge and provide some solution for it.

25.1.3 Investor’s Perspective

Investor’s do investment only if they find the notion of profit in it. On the other hand,
for installing an EVCS, the involvement of investors is important. But due the huge
anxiety among people, most of the time there is least interest in EV. Lesser amount
of EVCS is one of the major factors behind this (Almehizia and Snodgrass 2018).
Thus, EV selling become sluggish. At the same time, due to the less selling of EV,
investors are not so interested to invest in EVCS. It is like a chicken and egg problem
while dealing with it. From critical observation, it can be said that, before EVs huge
market penetration, it is essential to invest on charging stations, and in order to do
this, government should take the initiative so that in subsidized rate, these charging
station can be installed. Moreover, not only the private investors, government also
needs to take some vital steps by themselves to promote EV in recent days for creating
a better charging infrastructure.

Though problems are technical and can be handled by the power system engineers
but the social constraints must be tackled with the help of government. Otherwise,
EV will face many hurdles to come into the auto mobile industries. Government
should provide subsidy to the common people for buying EV. This will provoke
people to buy an EV. At the same time, by providing subsidy to the investors, needs
to be promoted for the installing EVCS (Almehizia and Snodgrass 2018).
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From the above comprehensive discussion, it can be briefed that power system
engineers need to take challenges for finding out the appropriate location in distribu-
tion network to install EVCS. Thereafter, there should be some intelligent strategy,
which will take all the necessary inputs from the EV and will show the appropriate
charging station, where the charging operation can be done at minimum time and
energy consumption. After these tasks, it is also very crucial to decide at what time
the EV will participate in G2V mode of operation and at what time the EV should
participate in V2G mode of operation and when the EV will stay idle. These can
be possible only when the grid status is known. Accordingly, some strategy can be
set, so that both the charging station owner and EV user will get profit. Therefore, it
can be said that the role of government and power system engineers both are equally
important and strongly associated to promote EV in recent days.

By following the above discussion, in this chapter, three major aspects have been
considered.

• Optimal Allocation of Charging station.
• Optimal Selection of apt charging station for individual EV.
• Optimal charging strategy of EVs considering G2V, V2G and idle mode of oper-

ation in such a way that both Charging station operator and EV owner will be in
a win-win situation.

25.1.4 Related Literatures and Major Contributions

In Zeng et al. (2020) and Almehizia and Snodgrass (2018), the parking lots (PLO)
have been allocated in a test distribution network using genetic algorithm (GA).
Here, the authors have assigned charging station for PHEVs in a 30-bus system to
minimize the power loss using GA (Almehizia and Snodgrass 2018). Enhancement
of reliability has been performed in Amini et al. (2014), Liu et al. (2020), Mehta et al.
(2019), for allocating charging station in a distribution network. In Liu et al. (2020),
optimal allocation of EVCS (Electric Vehicles charging station) and DG (Distributed
Generation) has been done in RDN (Radial Distribution Network) in standard IEEE
33 and 69 bus test system. In Mehta et al. (2019), the author performed 2-layer
optimization for integrating charging station in IEEE 33 bus test system. Again, few
authors in Shojaabadi et al. (2016), Liu et al. (2013), Zhang et al. (2019), Pal et al.
(2021) planned to allocate the charging station in IEEE 123 node test systemwith the
objective to minimize different cost associated with it and as well as the power loss
of the system. Some of the paper considered EVCS installation cost, grid operational
cost, and EV users expenses as objective function while installing EVCS in optimal
way (Zhang et al. 2019). In Kong et al. (2019), Liu et al. (2018), Chen et al. (2020),
Awasthi et al. (2017), slow and fast-charging stations have been allocated in a 33-bus
distribution network and energy loss has been minimized using DE and HHO.

But these papers don’t consider traffic congestions and few other practical
constraints, while performing optimal allocation of EVCS. Again, in Zhang et al.
(2019a), by using hybrid optimization, allocation of EVCS has been performed in
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RDN of Allahabad city with the objective to minimize the complete set up cost and
power quality improvement by considering traffic congestions. Again in Kong et al.
(2019), Kong et al. (2019), Liu et al. (2018), Zhang et al. (2019b), a traffic network
corresponding to the RDN has been considered for optimal placement of EVCS
using Particle Swarm Optimization and Cross Entropy solver. But in these articles,
comprehensive analysis of traffic congestion is missing and as well as few other
essential features like seasonal variations, uncertainties related with driving cycles
of EVs in CS have not been considered. Moreover, a complete solution in terms of
promoting EV in recent market scenario is not found.

Yet again, in Deb et al. (2021) some charging management based on window
optimization scheme has been proposedwhere real-time dynamic data can be fetched
to determine the optimal scheduling at lower cost.A context forG2V/V2Gscheduling
of electric vehicles considering variation on spot tariffs of electricity and driving
pattern of EV is shown in Sun et al. (2015), Zhang et al. (2019c), González-Garrido
et al. (2019). This work promotes night day pricing, whereas day time charging can
be expensive due to high tariff at day time. A supervised energy management scheme
is shown in Shenghua Zhou et al. (2021). Here, the main objective is to uplift the fuel
consumption by considering historical traffic data and compared it with other energy
management scheme having no traffic information and static traffic information. In
few literatures (Hussain et al. 2020; Khan and Ahmad 2019; Karmaker et al. 2019;
Girade et al. 2021) online energy optimization has been performed to reduce the
charging time at optimum cost. By increasing the charging current and voltage, the
increased power has been fed to the charging station to minimize the charging time.
Furthermore, minimization of total cost of EVs is performed for the scheduling of
local group of EVs. EVs are optimally scheduled by a decentralized algorithm in
Deb et al. (2021), where the goal is to fill the valleys and reduce the peaks of the
load profile. An energy management system is developed in Sun et al. (2015) to keep
cost of energy low and battery banks are used to manage renewable generations.
High power transfer to EV with higher voltage and current rating is another solution
(Shafiq et al. 2020;Chhawchharia et al. 2018; Sharma andSharma 2019). Conversely,
constant charging strategy is applied in an algorithm for fast charging of the EVs
(Bendary and Ismail 2019; Hadi Amini et al. 2016). Two methods are taken in that
algorithm, i.e., constant current and constant voltage. In Hadi Amini et al. (2016),
ultra-capacitors are used as the energy storage device in the fast-charging station to
reduce charging time and long persistence stress on the power system.

From literature (Amini et al. 2018; Saleem et al. 2019), it can be observed that
most of the authors focused in energy management of EV charging to reduce the
charging time by varying the current or voltage or sometimes both. But none of the
author considered the appropriate selection of charging station, which can be a great
way to reduce the charging time. Moreover, if the EV driver knows about the free
charging slot in some charging station, in that way also, the charging time can be
reduced. Thus, this very basic research gap has been found in the critical literature
survey, which needs to be incorporated in the proposed book chapter.

After successful allotment of EV, the next goal is to perform an intelligent charging
scheduling. In previous literatures (Khaligh and D’Antonio 2019), it can be seen that
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many authors only focused on G2V mode of operation. As per the real-time pricing,
most of the time at night they suggested for charging of EVs. On the other hand, few
of them considered both G2V and V2G mode of operation for charging scheduling
purpose (Teng et al. 2020; Susowake et al. 2018). In those literature, it can be observed
that the EV is working on G2Vmode of operation continuously for several durations
and again V2G mode of operation for several hours, to minimize the charging cost.
Though comprehensive analysis regarding the charging cost has not been done. Very
few papers have executed charging scheduling with the historical data (Lam et al.
2018). Thus, for very obvious reason uncertainties related to driving cycles have
not been considered which have a strong correlation with charging scheduling. A
limited paper has considered seasonal variation, but the uncertainties related to the
seasonal variation has not been considered in many works as per authors knowledge
(Khorramdel et al. July 2015).

Hence, from the above literature survey, it can be observed that there are few
basic and vital factors and practical constraints are there to perform a multilevel
scheduling.

Thus, in this chapter, the major contributions are as follows:

• Comprehensive analysis of EV technology from techno-economic-social aspects
has been done.

• The optimal allocation of EVCS by considered the seasonal variation and its
worst-case scenario with the objective to minimize the overall power loss of the
system. Here detailed analysis due to seasonal variation has been considered
during optimal allocation of EVCS.

• After successful allotment of EVCS, the apt EVCS for each and every EVs has
been as been selected considering road’s traffic congestions. Impact of traffic
conditions are mostly avoided in most of the works.

• Variable charging rates and seasonal uncertainties associates with driving cycles
of EV have been considered for optimal charging scheduling of EVs considering
V2G (−1), G2V (+1) and idlemode (0) of operation,where zero power transaction
has been considered.

25.2 State of the Art of the Problem

“Anxiety” is a major obstacle between the transition of ICE vehicles to EV in auto-
mobile industry. There are two major aspects of anxiety. As previously mentioned,
one is from investors perspective and another is from common people’s perspective.
Common people always hesitate to buy an EV because the charging infrastructure
for electric vehicles are not developed fully. There are very few charging stations are
available in most of the places. Besides this, those who already bought EV, they are
also facing apprehension regarding “when” and “where” to charge the EV. Again,
from investor’s point of view, it is also true that if they found that EV selling is not
satisfactory, in that case, investing on EVCS may not be possible. This scenario is
analogous to the famous chicken and egg problem.
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To dealwith such situation and to promote EV in the recentmarket, as a researcher,
it is our duty to find some fruitful way-out through which both the EV owner and
CS operator will be in some win-win situation. In order to do so, the first initiative
should be initiated by the government by subsidizing the building cost of EVCS. If
government can assure the economic platform, then researcher can build the charging
infrastructure in the existing power system. It is true that if large number of EV
suddenly started to penetrate the transportation network, then the overall grid system
may collapse and thus, the placement of charging station should be optimal where
the overall power loss of the system will be minimized (Pal et al. 2019). In order
to do so, it is much essential to observe the driving cycles of the EVs and also the
variation in driving cycles in a whole year. Thus, it is much essential to consider the
seasonal variation and its impact in driving cycles. By selecting the worst scenario,
optimal placement of charging station should be done, which will be more robust
and more practical from techno-economic aspects.

Again, from common people’s perspective also, there are some major challenges
which researcher need to address. Among them the first is “when” and “where” to
charge the EV at least time. It is never compulsory that adjacent charging station
(CS) is always relevant for charging. It might be possible that there are huge traffic
congestion while reaching to the nearest EVCS, which result the breakdown of EV at
the middle of the road or maybe there are no slots available for which the EV needs
to stay in que for long to perform charging. In the contrary, EV could reach another
EVCS with the stipulated charge, which is situated little far but the overall charging
process can be done smoothly because of less traffic congestion and availability
of slots. Thus, there should be some intelligent algorithm through which the from
earlier an EV could reach to its apt charging station and at minimum time and at
minimum energy consumption, to complete the charging process. In order to do so,
ILP (Integer linear Programming) can be applied with the objective to reach the
appropriate charging station at minimum energy consumption (Das et al. 2020a).

After reaching to the apt charging station, next challenge is to decide how much
energy it required to reach the subsequent destination after leaving the charging
station. In order to decide it, from some input attributes related to driving cycles are
required for eachEV. In this chapter, few assumptions have beenmade to establish the
proposed strategy. Among them, the first and foremost assumption is, the charging
station should be a slow charging station. Unless and until it’s a slow charging station,
it is not possible to incorporate V2G mode of operation with it. It should be noted
that V2G mode of operation cannot possible in fast-charging station, since during
V2G mode of operation, slow charging rates are required (Das et al. 2020a).

Thus, by incorporating G2V, V2G and idle mode of operation and as per the real-
time tariff of energy, the charging scheduling algorithm is proposed in this chapter
where seasonal variation and its uncertainty correlatedwith driving cycles of EVhave
been tackled by 2m Point Estimation Method (2m PEM), to make the scheduling
more practical and robust (Pal et al. 2019; Das et al. 2020b). The main objective is
to reduce the charging cost in such a way that both EV owner and Charging station
operatorwill be in somewin-win situation. To optimize the cost, a recent optimization
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technique, named Henry Gas Solubility optimization has been applied (Hashim et al.
2019).

In this way, a complete charging solution in multiple level is proposed to promote
the electrification of transportation as a decarbonization tool to keep ecological
balance in the environment. The schematic diagram of the proposed method has
been shown in Fig. 25.1a and the working flow is elaborated through flowchart in
Fig. 25.1b. In the next section, the problem formulation for the proposed method has
been discussed.

START
Using NHTS Travel survey data,

season wise no. of EV present in a 
small city is found out

Using Statistical analyses and apt 
distribution, the arrival & departure 
time of each EV is generated season 

wise

Considering worst case scenario regarding 
number of EV and its maximum charging 
load, random allocation of EVCS in IEEE 

33 bus distribution has been done

Using HGSO, the power loss is 
minimized and the voltage deviation for 

each bus is identified using (1) to (6)
considering constraints (7) to (9)

Is power loss is minimized with 
allowable voltage deviation?

Successful allocation of EVCS at apt 
node of 33 bus distribution system is 

done 

Apply ILP to find out apt charging 
station for each and every EV in 
such a way that minimum energy 
consumption of battery will occur

Using eq. (29) to (32), the SOC 
requirement and its corresponding 
energy requirement is calculated

After successful allotment of EVs at 
each CS, the daily mileage, charging trip 
distance, arrival time and departure time 
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charging/discahrging rates 

Apply HGSO to minimize the 
total daily cost of charging as 
shown in eq. (10) considering 

constraints (16)-(19)

Is the daily charging cost 
minimized?
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cost of charging and 

its corresponding 
charging strategy
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Fig. 25.1 a Schematic diagramof the proposedmultilevel charging solution.bThe overall working
flow and methodology of the proposed multilevel algorithm
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25.3 Problem Formulation

25.3.1 First Level (Optimal Placement of EVCS)

25.3.1.1 Objective Function

In the first level optimization, a single objective problem has been taken where the
33-bus radial distribution system’s the real power loss is minimized (Pal et al. 2019).
For a generalized problem formulation, a distribution network with b number of
branches can be taken. Where the parameters of bth branch are as, I b is current,
Zb is the impedance, Rb is resistance, and Xb is reactance. Therefore, Zb can be
calculated as

Zb = Rb + j Xb (25.1)

The total apparent power loss (Sb) at bth branch can be expressed as

Sb = (
I b

)2 × Zb (25.2)

Total apparent power loss (Sb) can be separated into active power loss (PLb) and
reactive power loss (QLb) by

PLb = Re
(
Sb

)
(25.3)

QLb = Img
(
Sb

)
(25.4)

where PLb is active power loss and QLb is reactive power loss in the bth branch.
Therefore, the total real power loss (PL) of the distribution network is planned as

PL =
nb∑

b=1

PLb (25.5)

where nb in the total branches. The objective function to minimize the active power
loss, can be written as

Min( f ) = Min(PL) (25.6)

• Constraints

The power supply should be balanced with load and losses as
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PSS =
Nbs∑

bs=1

Pbs + PL (25.7)

where PSS is total delivered power from the grid, Pb is loading of bsth bus, Nbs
is bus’s total number. All the bus voltages of the distribution network are to be
maintained within permissible limits as

Vmin ≤ V bs ≤ Vmax (25.8)

where Vmin and Vmax is minimum and maximum voltage limit. V bs is the genuine
voltage of the bsth bus.

The branches have maximum current carrying capacity. The current flow capacity in
kept within the limits by using Eq. (25.9)

∣∣I b
∣∣ ≤ I max (25.9)

where I max is current carrying’s maximum capacity of all the branches. I b is the
current flowing through branch b.

25.3.2 Second Level (Optimal Charging Scheduling)

Here, the objective function is to minimize the daily cost of charging (incudes G2V,
V2G, and idle mode of operation and battery degradation cost) shown by (25.10).
The cost associates with it is shown in (25.11), where Costch is the overall costing
considering grid to vehicle, vehicle to grid and idlemode of operation andCostbatt.deg
is the battery degradation cost (Das et al. 2021). This is a vital factor which needs
to be considered while performing the scheduling, since, dynamically, the battery
lifecycle is reduced due to charging discharging cycle and thus, to the aggregator
should consider the battery degradation cost in terms of incentives for the EV users
to promote V2G mode of operation.

min{Costall} (25.10)

CostT OT = Costoc ∪ Costbatt.deg (25.11)

Thus, overall cost of charging (Costch) consists of the cost for G2V mode of
operation (CostG2V ) and earning s coming fromV2Gmode of operation (EarnV 2G),
as shown in (25.12).
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Costoc = CostG2V ∪ EarnV 2G (25.12)

Again, to evaluate theseCostG2V ,EarnV 2G , and Costbatt.deg , (25.13), (25.14),
(25.15), can be used, where, (tot_slot) is the total slot number vector and (slot ∈
tot_slot).

CostG2V =
∑tot_slot

slot=1
(
∑tot_PEV

PEV _no
(Cslot

PEV _no − DCslot
PEV _no)

∗ chrate,PEV _no) ∗ RT T (slot) (25.13)

EarnV 2G =
∑tot_slot

slot=1
(
∑tot_PEV

no=1
(Cslot

PEV _no − DCslot
PEV _no)

∗ chrate,PEV _no) ∗ RT T (slot) (25.14)

Costbatt.deg =
∑tot_PEV

PEV _no=1

(
(battcost,PEV _no ∗ Battcap,PEV _no + Costlab) ∗ |Engdis |

(Lbatt ∗ Battcap,PEV .no ∗ DOD)

)
(25.15)

where battery manufacturing cost is battcost,PEV _no. The labor cost to install the
battery is Costlab. Lbatt is the battery lifecycle and the depth of discharge of the
battery is presented by DOD (Bendary and Ismail 2019) and the total discharged
energy due to V2G mode of operation is implied by Engdis .

25.3.2.1 Constraints in Charging Scheduling

During execute this multilevel algorithm, in this level, few constraints are there
which are related to the driving cycles and uncertain in nature. These are, SOC of
the battery, requirements of energy, number of charging stations and number of cars.
These attributes are need to be well-thought-out for performing coordinated charging
scheduling.

Charging (G2V) and Discharging (V2G) Rate

The G2V/V2Gmode’s charging/ discharging should not exceed the rated power limit
of charging slots, which is shown in Eq. (25.16). The controller for charging control
can regulate the rate of charging in a predefined charging limits as shown in (25.17)
(Hadi Amini et al. 2016).

chrate,PEV _no < PWrated (25.16)

chrate,PEV _no
min ≤ chrate,PEV _no ≤ chrate,PEV _no

max (25.17)
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Requirements of Energy

The required energy must be fulfilled within predefined time interval with apt rate
of charging.

∑slot.out

slot=slot_in
ST slot

PEV _no.ch
rate,PEV _no = Engreq (25.18)

SOC Limit of the Battery

The SOC of the battery should not surpass its maximum limit or should not go
underneath the minimum battery energy capacity. The lower limit of the SOC should
not fall below 20%.

SOCmin ≤ SOC
slot
PEV _no ≤ SOCmax (25.19)

Number of CS and Number of EVs

The number of CS should be lesser than the number of EVs.

25.3.2.2 Charging and Discharging Strategy for Electric Vehicles

Here, CPEV _no is the charging strategy vector, DCPEV _no is the discharging strategy
vector, which is the subset of complete strategy vector, i.e., STPEV _no (where,
Cslot

PEV _no, DCPEV _no ⊆STPEV _no and Cslot
PEV _no ∈ CPEV _no,DCslot

PEV .no ∈ DCPEV _no

CPEV _no = [C1
PEV _no, .....,C

slot_in
PEV _nox

, ....,Cslot_out
PEV _no, ....,C

tot_slot
PEV _no] (25.20)

where,

Cslot
PEV _no =

⎧
⎪⎨

⎪⎩

1, if ST slot
PEVno

= 1,∀slot : Pslots,PEVno ,∀PEV _no ∈ −→
Z

0, orelse

0,∀slot /∈ Pslots,PEVno , ∀PEV _no ∈ −→
Z

(25.21)

DCPEV _no =
[
DC1

PEVno
, .., DCslotin

PEVno x
, ..., DCslotout

PEVno
, .., DCtotslot

PEVno

]
(25.22)

where
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DCslot
PEV .no =

⎧
⎪⎨

⎪⎩

−1, if ST slot
PEVno

= −1∀slot : Pslots,PEV _no∀PEV _no ∈ −→
Z

0, orelse

0 , ∀slot /∈ Pslots,PEV _no ,∀PEV _no ∈ −→
Z

(25.23)

STPEV _no = [ST 1
PEV _no., ST

slot_in
PEV _no, . . . .ST

slot
PEV _no.., ST

slot.out
PEV _no, .., ST

tot_slot
PEV _no]

(25.24)

and

ST slot
PEV _no =

⎧
⎨

⎩

1, charging
−1, discharging

0, idle
, ∀PEV _no ∈ −→

Z (25.25)

Again, the vector of parking time interim for PEV _noth is shown by (25.26),

Pslots,PEV = [
tin,PEV _no,....., tPEV _no,......, tout,PEV _no

]
(25.26)

The scheduling is done for 24 h at 30 min interval, thus total 48 slots has been
considered for each electric vehicle. The horizon of time is defined by

−→
H ,

−→
H = {

Slot
}

(25.27)

The number of EVs reaching at CS is implied by
−→
Z

−→
Z = [1, .., PEV _no, ..tot_PEV (25.28)

Three possible operating mode can be occurred while satisfying the required
energy, i.e., charging mode (+1), discharging mode (-1), and idle (0) mode of
operation.

25.3.2.3 Energy Modeling

To satisfy the constraints, as shown in (25.18), the requirement of energy (for
charging/discharging) for each EV needs to be determined by using (25.29) (Das
et al. 2020b)

engreq(orengdis
req) = SOCreq .bcap

ηe f f
(25.29)

When, in G2V mode, ηe f f = ηch and in discharging/ V2G mode, ηe f f = 1/ηdis .
Where, ηe f f is the charging (ηch) / discharging (ηdis) efficiency of EVs.
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Again, to evaluate the SOCreq for each EV, Eq. (25.30) is used,

SOCreq =

⎧
⎪⎪⎨

⎪⎪⎩

1 − SOCarr , when, SOCdep > 1(
SOCdep − SOCarr

)
, when, SOCarr < SOCdep < 1

0, whenSOCarr = SOCdep

−(
SOCarr − SOCdep

)
, when0.2 < SOCdep < SOCarr

(25.30)

where (SOC during arriving at charging station) (SOCarrZhang et al. 2019c) and
SOCdep (SOC during departing from charging station) (Zhang et al. 2019c) can be
calculated from (25.31) to (25.32). Where ET L is the ensuing trip length, d f is the
charging trip distance and AER is the All-Electric Range (AER) of each EV.

SOCarr = 1 −
(
d f/

AER

)
(25.31)

SOCdep =
[(

ET L/
AER

)
+ 20%

]
(25.32)

Though here SOCarr and SOCdep is being calculated, but in real time, the SOC
status after can be gauged from the telematic system of EV. Besides this, complete
charging of battery may lessen the lifecycle of battery (Hadi Amini et al. 2016),
therefore, it’s evaded while formulating the proposed multilevel algorithm.

Now to evaluate the SOC during the arrival and departure of the vehicles, the
charging trip distance, daily mileage, it’s arrival time and desired departure time are
required which are not available in real time. Moreover, these factors are stochastic.
Thus 2m PEM is used to generate data.

25.4 State of the Art for Modeling Uncertainty

25.4.1 2m PEM (2m Point Estimation Method)

Various characteristics of driving cycle used in the proposed algorithm are of uncer-
tain characteristics and have been disparagingly tackled using 2m PEM, which has
certain advantages, such as it utilizes deterministic sequences to grip the probabilistic
contexts and also has lesser computational complexity and efficiency to grip larger
quantity’s stochastic attributes. The efficiency or performance of optimization tech-
nique in case of 2m PEM estimation, is measured by the average value of objective
function. Since the number of uncertain variables is large in this case and the number
of uncertain variable set is generated by 2m PEM to solve the problem is twice the
number of uncertain variables, so the objective function is not represented by the
actual value of the individual set rather, it is calculated individually using each set,
out of 2m sets of uncertain variables. So, for any particular deterministic solution set,
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2m number of cost value can be determined (Das et al. 2020c). So as a result of it, it
is not wise to deal with the best value out of it, rather, while doing the optimization, it
should be dealt with the mean value of the all these 2m costs obtained for a particular
deterministic set. Since, for each and every deterministic solution set (population
sets solution) performance analysis, the mean value of the 2m sets solution is being
used, therefore 2m PEM approach is much more realistic while working with the
stochastic nature of driving cycles.

Methodically, the deterministic routine of daily average cost of charging mini-
mization problem can be shown as (25.33), where f transferences the randomness
from input random variables (IRV ) to output variables (Hashim et al. 2019; Das et al.
2021).

C = f (ri ) (25.33)

C = f (Cr , Z1, Z2, . . . Zl) (25.34)

Here, Zl(l = 1, 2, 3 . . . , l), are IRV under imprecision with the PDF fZl . Statis-
tical instant’s output of input random variables using first four central moments, i.e.,
mean(μzl), standard deviation (σzl), skewness (λZl,3) coefficients and kurtosis(λZl,4)
coefficient, have been determined. This method produces two fixed values for each
IRVZl , as (Zl,1Wl,1) and (Zl,2Wl,2). The Zl,pos(posi tion = 1, 2) is named as posth

location of Zl andWl,pos (pos = 1,2 ) is a weighting factor which signifies the corre-
sponding points in measuring the statistical instants of the output random variable.
Here Zl,pos can be determined as

Zl,pos = μzl + ξZl,pos ∗ σZl , pos = 1, 2 (25.35)

In Eq. (25.35), to asses ξZl,pos for the posth standard location:

ξZl,pos = λZl,3/2 + (−1)(3−pos) 2

√
λZl,4 − (

√
3λZl,3/2)2 (25.36)

In Eq. (25.36) λZl,3 is the skewness (Amini et al. 2018) and λZl,4 is the kurtosis
(Amini et al. 2018) of Zl , respectively, and been assessed by

λzl,3 = m3
/
λ3
zl,3

(25.37)

where

m3 = E
(
Zl − μzl

)3 =
N∑

j=1

(
Zl − μzl

)3
.Prob

(
Zl, j

)
(25.38)

λzl,4 = m4
/
λ4
zl,4

(25.39)



25 Multilevel Planning for Smart Charging Scheduling for On-Road … 665

where

m4 = E
(
Zl − μzl

)4 =
N∑

j=1

(
Zl − μzl

)4
.Prob

(
Zl, j

)
(25.40)

In Eq. (25.38) and (25.40), the expected value is E, N belongs to the observation
number of Zl and P(Zl, j ) is the probability of every input random variable Zl, j .

One IRV is kept fixed at one location and the all-other input random variables are
assumed to be equal to their mean, in each iteration of 2m PEM,

C(l,pos) = f n(Cr , μ1, μ2, . . . . . . ..zl,pos, . . . μZm) (25.41)

Here, pos ε{ 1,2} and l = {1, 2,3, …, m}.
Couple of allowance features of Zl has been determined by (25.42):

Wl,pos = (−1)pos

m
× ξZl,3−pos

ξZl,1−ξZl,2

(25.42)

The first and second moment of the ORV (Output Random Variable) can be
calculated as

E
(
Cy

) =
m∑

l=1

2∑

pos=1

(
Wl,pos × ((

Cl,pos
))y)

, y = 1, 2 (25.43)

This 2m PEM method can be useful to all ambiguous attributes of the delinquent
using (25.30–25.38). Henceforth, the average and standard deviation of the output
random variable can be determined by (25.44):

μc = E
(
C1

)
& σC =

√(
E

(
C2

)) − (
E

(
C1

))2
(25.44)

25.5 Solution Strategy of “The Multilevel Planning
for Charging Scheduling”

25.5.1 Level 1: Solution Strategy for Selection of Appropriate
Charging Station

In this stage, after successful findings of nodes for installation of EVCS, using soft-
computing technique (Will be discussed in next section), IntegerLinear Programming
has been used to choose or select the relevant charging station for each EV has been
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Table 25.1 Structure of assignment matrix

EV1 EV2 EVe Supply

CS-1 E_con (1,1, t) E_con (1,2, t) E_con (1, e, t) …

CS-2 …. …

… …. …

CS-F E_con (f,1, t) E_con (f, 2, t) … E_con (f, e, t) …

Demand 1 1 1

chosen, where the EV could reach at minimum energy consumption. Thus, it is
clear that the successful allotment of CS for each EV has been done by consuming
optimum amount of energy. Since, in real time, it is never compulsory that the nearest
charging station is always relevant (Das et al. 2020a).

Let e number of EVs and f is the number of CSs, where e, f are the positive
integers (e >> f ). Now, C is the assignment matrix which can be well-defined as
C (f, e) where each EV e can be assigned to CSf . This problem is following the
well-known benchmark problem, i.e., “Assignment problem” with the mixture of
“Transportation Problem” as shown in Table 25.1 (Das et al. 2020a).

Consumption of energy depends on various factors such as vehicles speed
(v( f, e, t)), distance between the location of vehicle and the charging station
(d( f, e, t)), theAER(e) of individual vehicles, its battery capacity

(
bcap(e)

)
, vehicles

flow
(
vq( f, e, t)

)
and traffic density

(
j jam( f, e, t)

)
. The traffic density is assumed to

be same in every route and the vehicles flow is considered constant (González-Garrido
et al. 2019; Pal et al. 2019).

The mandatory time to reaching the charging station’s distance (d( f, e, t)) by an
EV can be shown as

T = d/
v, where, T, d, v ∈ f n( f, e, t) (25.45)

Again, from “Greenshields Model”, it has been proven that the flow of vehicle
(v f q) is proportional to the vehicle’s density (Djam) (Hadi Amini et al. 2016)

v f q ∝ Djam (25.46)

or, vq = k1.Djam, where, k1 = 1

v
andv f q , Djam ∈ f n( f, e, t) (25.47)

The consumed energy Econ under normal conditions is directly proportional to
its battery capacity, the distance it covers and inversely proportional to its AER or
battery autonomy.

Econ = bcap.d

AER
,where,C, AER ∈ f n(e)andd ∈ f n( f, e, t) (25.48)
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So, by bearing in mind the flow of EV and traffic congestions it can be redefined
as

Econ = bcap.T .vq

AER. j jam
(25.49)

Here, 3 CS has been considered and the demand of EV is to get a single charging
station at a particular time, thus, the demand is 1.

In this ILP, keeping the energy consumption of battery at a minimum is the main
objective, i.e.,

min

⎧
⎨

⎩

f∑

f =1

e∑

e=1

(Econ( f, e, t).x( f, e, t))

⎫
⎬

⎭
(25.50)

Subjects to, 1.
∑cs

f =1 x( f, e, t) = 1,∀EV e(eachvehicle)where1 ≤ e ≤ EV , i.e.,
each EV can visit only one CS at a time.

2.
∑ev

e=1 x( f, e, t) ≤ CS f ,∀CS fwhere1 ≤ f ≤ CS, i.e., the slot capacity of
each CS must not surpass its maximum limit.

3. First trip length d f should not be the lesser than the distance of EVs from
charging stations dise_ f .

i.e.,

dise_ f ≤ d f (25.51)

This Integer Linear programming problem (ILLP) has been unraveled in
MATLAB interface. In this ILLP problem, the decision variable can be stated as

x( f, e, t) =
{
1, |if EV Le is selected for CS f at time t

0, |or else (25.52)

25.5.2 Second Level: Henry’s Gas Solubility Optimization:

To optimize Power loss and aswell as the daily total charging cost has been optimized
by Henry’s Gas solubility optimization (HGSO) (Hashim et al. 2019).

25.5.2.1 Henry Gas Solubility Optimization (HGSO)

To solve the real-world problem, several metaheuristic optimization algorithms have
been developed. Among the Henry Gas Solubility optimization is a very recent
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optimization proposed by Fatma. A. Hashim and her team in 2019 (Hashim et al.
2019). This is an NSA (Nature Science based Algorithm), which takes the inspiration
from the Henry’s Gas solubility law, which states that “At constant temperature the
amount of a provided gas that dissolves in a particular type and volume of liquid is
directly proportional to the partial pressure of that very gas in equilibrium with that
liquid” (Hashim et al. 2019). Therefore, from the definition it can be observed that
the gas’s solubility is highly dependent on the temperature and thus, the solubility
of the gas is directly proportional to the partial pressure of the gas as shown in
Eq. (25.52–25.58). This HGSO algorithm emulates the clustering nature of gas to
balance between exploration and exploitation. Thus, local optima can be avoided.
This HGSO mimics the Henry’s gas law to solve typical optimization problems.
Here, in this paper, HGSO is applied to minimize the total daily charging cost of
electric vehicles

solgas ∝ pgas, pgas ∈ partial pressure of the gas (25.53)

solgas = k.pgas (25.54)

where, k = Hgas , here,Hgas ∈ Henry
′
sconstant

Moreover, the effect of temperature reliance on Henry’s law constant should be
taken into consideration. The change in variation of temperature can be shown and
described by the Van’t Hoff equation as shown in Eq. (25.55):

∂(2.303logH)

∂( 1
T k )

= −∇sol E

Rmolar
(25.55)

Here, Henry’s constant H is the function of T k . −∇sol E is the enthalpy of the
disbanding solution, Rmolar is themolar gas constant.After integrating theEq. (25.55)
and simplifying it, Eq. (25.56) can be determined.

H
(
T k

) = exp

(
M

T k

)
∗ N (25.56)

Here, M and N are dependent parameter of H
(
T k

)
. The value T k is considered

to be 298.15 k.

H
(
T k

) = ∼
H. exp

(−∇sol E

Rmolar
(
1

T k
− 1

T̃
)

)
(25.57)

Now, in case of Van’t Hoff’s equation, the enthalpy must be constant. So,
considering it, Eq. (25.57) can be simplified and written as Eq. (25.58)

H
(
T k

) =∼
H xexp

(
−C̃(

1

T k
− 1

T̃
)

)
(25.58)
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25.5.2.2 Mathematical Model and Algorithm for HGSO

Initialization Process:

The random population can be initialized by Das et al. (2020c).

Y i (k + 1) = Y k
min + rand(Y k

max − Y k
min) (25.59)

Here, the function “rand” generates arbitrary values between 0 and 1 interval, i.e.,
[0, 1] interval. In the suffix of Y i , i = 1, 2, …, Npop, where size of the population is
Npop. Y k

max,Y
k
min are the lower and upper limit of the algorithmwhere k is the iteration

time. The total number of gases are i and “Henry’s constant” value can be expressed
in (Hl(k)), which is of type l. By pi,l of gas i of cluster l, the partial pressure of gas
can be expressed. The value of constant C̃l of cluster type l, the partial pressure and
the Henry’s constant can be initialized at the beginning and shown by Eq. (25.60):

H 1(k) =C1 ∗ rand (0, 1)

pi,1 =C2 ∗ rand (0, 1)

C̃l =C3 ∗ rand (0, 1)

⎫
⎪⎬

⎪⎭
(25.60)

Here, the value of C1,C2, andC3 are the constants with the values 5E-02,100 and
1E-02, respectively.

Clustering and Evaluation

Clustering in donewhere each cluster l contains same type of gases andwith the same
Henry’s constant value. The total number of populations are separated in few clusters
as per the gas type’s number. After dividing into clusters, each of them is evaluated
to choose the best gas that achieves the balance of equilibrium state from other gases
in each cluster l. After that, these gases are ranked to determine the optimal gas in
the entire population of swarm.

Update of Henry’s Coefficient and Corresponding Solubility

(Hl(k + 1)),= (Hl(k))xexp

(
−

∼
Cl (

1

T (k)
− 1

T̃
)

)
, , T (k) = exp

(
− k

i ter

)

(25.61)

soli,l(k) = α.Hl(k + 1).pi,l(k) (25.62)
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By Eq. (25.61), the Henry’s coefficient can be updated which will be followed by
the update of solubility of the gas i in cluster l as shown in Eq. (25.62). pi,l is the
partial pressure of gas i of cluster l. Here, α is a constant.

Update of molecule’s Position

The positions can be updated using the below mentioned Eqs. (25.63) and (25.64)

Y i,l(k + 1) =Y i,l(k)

+ F ∗ rand ∗ σ ∗ (
Y i,best (k) − Y i,l(k)

) + F ∗ rand ∗ μ ∗ (soli,l(k)

∗ Y best (k) − Y i,l(k)) (25.63)

σ = β.e(−Fbest (k)+ε/Fi,l (k)+ε), whereε = 0.05 (25.64)

Here, the position of gas i in cluster l is denoted as Y i,l . Y i,best signifies the ith
gas is the best gas in cluster l. σ is the gas’s ability in cluster l to intermingle with
other gases of its own cluster.

Moreover, μ is the influence of other gases of different cluster to interact with the
gas i in cluster l. Its value is considered to be 1. Here, another constant is β.

In contrast, Ci,l is the fitness of the gas i in cluster l and Cbest is the fitness value
of best gas in that very cluster.

Here, F is the factor or rather flag which helps the search space for exploration in
the search space for the swarm (search agent) and it provides the diversity = ± .

Y i,l , and Y i,best are two parameters to make balance between exploration and
exploitation.

Escaping from Local Optima and Updating the Worst gas’s Position

Nworst = N ∗ (
rand

(
r2 − r1

) + r1
)

(25.65)

Gi,l = Gmin(i,l) + rand(Gmax(i,l) − Gmin(i,l))) (25.66)

Equation (25.65) is used to escape from the local optima of the search space and
make the search agent for the exploration. These gases are aggregated as per their
fitness value and the worst agents are identified and again using Eq. (25.66), their
positions has been updated and accordingly the fitness value is determined.

Gmax(i,l),Gmin(i,l) are the minimum and maximum value of the worst agent of gas
i in cluster l.
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25.6 Case Studies and Input Data

Asmentioned in introduction, to establish or install a charging station and to perform
scheduling various practical constraints and factor needs to be considered. Many
works have either ignored these factors or didn’t discussed in elaborative manner.
Among them, one of the major factors is the seasonal variation. Due to global
warming, one of the major issues is climate change. Earth is getting warmer day by
day. This change in climate is directly correlatedwith the power system loads. Conse-
quently, it is necessary to consider this while performing the optimal allocation of
charging station.Moreover, as per theweather, driving cycles are also changed. Thus,
reflects on the charging scheduling. Therefore, in charging scheduling also, seasonal
variation is needs to be considered. On the other hand, since optimal allocation of
EVCS and charging scheduling is indirectly correlated, thus, in the proposed algo-
rithm, the data has been considered considering seasonal variation and according the
execution process has been carried out.While executing the process, few assumptions
and factors has been established.

• A small urban area in a summer-based country has been selected in Asia. The
reason behind selecting a summer base country lies in the battery of EV. EV
battery is very much correlated with the temperature and thus, intentionally this
kind of place has been chosen to verify our algorithm at extensive condition.

• In this area, broadly 3 kinds of season can be observed. Dry season, monsoon
season and the winter season.

• 33-bus radial distribution network has been chosen in that area, for installing
EVCS (Pal et al. 2019, 2021).

• The homogenous traffic scenario has been considered for allotting apt charging
station to each EV (Das et al. 2020a).

• Three kinds of EV, such as BEV, PHEV-30, and PHEV-40 has been selected for
the experiment (Das et al. 2020b).

• The charging stations are slow charging station. Because, to implementV2Gmode
of operation, it is essential to have charging station with lower charging rates.

25.6.1 Input Data

25.6.1.1 No of Cars Arriving in Charging Station:

Season wise, the number of EVs in the road may vary. Especially during monsoon
and winter, many people try to travel less by driving its own car or drive their car
for smaller distances. According to the data found from National Household Travel
Survey (NHTS) (Pal et al. 2021), from statistical analysis, it has been seen that the
arrival of EV at charging station generally follows the normal distribution (Pal et al.
2021). This value varies from season to season. The mean and standard deviation of
no of cars arriving at charging station in 24 h is shown in Table 25.2.
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Table 25.2 Parameter for
normal distribution for the
number of cars arriving at
charging station (Pal et al.
2021)

Season Mean (μ) Standard deviation (σ)

Summer 80 15

Monsoon 45 15

Winter 60 20

During performing the experiment, it has been assumed that total 300 EVs are
present in that area and after consideringmeteorological scenario, theworst condition
among these three seasons (maximum number of cars arrived at charging station)
has been considered for further analysis. It has been seen that in summer, maximum
100 eV arrived at charging station. Similarly, during monsoon, it is only 55 and in
winter it is 80. But before installing a charging station, it is assumed that maximum
100 eV can be accommodated in each charging station. And based on its maximum
available capacity, the charging station needs to be placed in 33 bus radial distribution
network based on the worst-case scenario.

25.6.1.2 Arrival and Departure Time of EV in Charging Station

The arrival and departure time of EVs vary as per meteorological condition and
from literature, it has been observed that most of the time these two attributes can
be modeled using two parameter Weibull distribution function (WPDF) (Pal et al.
2021). The seasonal details regarding the parameter (shape factor and scale factor)
have been shown in Table 25.3.

Using these parameters, it has been observed that mean time to arrive/depart,
to/from charging station is 7.00 am and 8 pm. For monsoon it is around 10 am and
5 pm and for winter, it is around 9 am and 6 pm. This variation is happening due to
bad climate in monsoon and winter. During monsoon, heavy rainfall causes traffic
congestions and as well as water logging, which make resistance for cruising of EV.
At the same time, in winter season, high windy weather and smog causes difficulties
in cruise. Thus, most of the time, the EV reach the charging station in late morning
and it also leave the charging station in early evening.

Table 25.3 The shape and scale factor of WPDF

Arrival time Departure time

Season Mean
shape
factor
(α)

Standard
deviation
(σ) of α

Mean
scale
factor
(β)

Standard
deviation
(σ) of β

Mean
shape
factor
(α)

Standard
deviation
(σ) of α

Mean
scale
factor
(β)

Standard
deviation
(σ) of β

Summer 1.01 0.02 16.49 0.45 5.24 0.17 50.09 0.38

Monsoon 0.99 0.01 16.80 0.25 4.85 0.10 50.00 0.33

Winter 1.00 0.02 16.41 0.40 4.89 0.12 50.07 0.35
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25.6.1.3 Daily Mileage and Charging Trip Distance of EV

As per the literature, it can be observed that the daily mileage of EV can be modeled
using normal distribution (Saleem et al. 2019). This mileage can vary due to seasonal
factor. Considering this factor, in Table 25.4, the mean daily mileage and standard
deviation has been shown, which has been considered in 2m PEM, for execution
purpose.Moreover, from literature, it also been observed that almost 90%ofEVmake
at least 3 trips per day among which, each trip is in average of 35 km, irrespective
of all season.

25.6.2 Type of EVs

In recent scenario, basically 3 types of EV have been assumed which usually cruise
in that area. These are PHEV-30(Das et al. 2020a), PHEV-40 (Pal et al. 2019) and
BEV (Battery Electric Vehicles) (Pal et al. 2019), whose specifications are given in
Table 25.5.

25.6.3 Seasonal Real-Time Pricing (Seasonal RTP)

The statistics about seasonal RTP are highly unstable. The data is fetched from
NEMS of 2019 (http://www.emcsg.com), where RTP of every 30 min interval are
shown. The whole data of real-time pricing is segregated season wise and the average
real-time pricing has been considered for charging scheduling purpose. To justify the
RTP, the corresponding seasonal average real-time load at 30 min. interval is shown
in Figs. 25.2, 25.3 and 25.4.

Table 25.4 Statistical value
for daily mileage and
standard deviation

Season Mean daily mileage (μ)
(km)

Standard deviation (σ )

Summer 55 10

Monsoon 29.5 10

Winter 35 10

Table 25.5 EV’s
specifications (Hashim et al.
2019; Das et al. 2021, 2020c)

Vehicle type AER (km) Battery capacity
(kWh)

Battery type

PHEV-30 48 13.8 Lithium ion

PHEV-40 64 18.4 Lithium ion

BEV 188 28 Lithium ion

http://www.emcsg.com
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Fig. 25.2 Real-time pricing and Load of summer (http://www.emcsg.com)

Fig. 25.3 Real-time pricing and Load of Winter (http://www.emcsg.com)

Fig. 25.4 Real-time pricing and Load of monsoon (http://www.emcsg.com)

http://www.emcsg.com
http://www.emcsg.com
http://www.emcsg.com
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25.7 Execution of Work, Results, and Discussion

The execution of work has been done in three operational level. In each level, the
meteorological factor has been considered. As mentioned earlier, the multilevel
strategy for smart charging scheduling has been done considering charging (G2V),
discharging (V2G) and idle mode of operation. The detailed execution procedure has
been described as follows.

25.7.1 Executing Multilevel Algorithm

25.7.1.1 First Level: Optimal Allocation of EVCS

Three charging stations have been considered for this work. Optimal allocation of
EVCS has been performed on IEEE 33 bus radial distribution system. The network
has been divided into three regions according to EV charging demand as shown in
Fig. 25.5. Region wise optimal locations have been found out based on power loss
minimization.

Considering all the seasonal variation, the worst case has been selected for place-
ment. As there are 300 EVs are present in the study area, therefore 100 EVs in each
charging station have been considered for the allocation problem. The optimiza-
tion problem has been solved by HGSO technique. The optimal locations have been
presented in Table 25.6.

Fig. 25.5 Region wise divisions of the distribution system (Pal et al. 2019, 2021)

Table 25.6 Optimal allocation of EVCS considering worst-case scenario

Place in region-1 Place in region-2 Place in region-3 Mean power loss
(kW)

SD power loss
(kW)

2 21 30 240.4525 2.3568
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Fig. 25.6 Voltage profile of the distribution system

Fig. 25.7 Locations of EVCS in IEEE 33 distribution network (Pal et al. 2019)

It can be observed in table 25.6 that three optimal locations are selected from
each region. Minimized mean power loss obtained by the optimization technique is
240.4525 kW by taking the uncertainties using 2m PEM. The voltage profile of the
distribution system has been illustrated in Fig. 25.6 and the graphical allocation in
the IEEE 33 node distribution system has been shown in Fig. 25.7. It can be easily
noticed in Fig. 25.7 that the EVCSs are scattered in the area to attend all the EVs
equally.

25.7.1.2 Second Level: Selection of Apt Charging Station

After fixing the optimal location in 33 bus radial distribution network, next motto is
to send the EVs (which required charging/want to participate in V2G mode) to its
apt charging station at minimum battery energy consumption. Here, it is considered
that this is not always essential that the adjacent CS will always be the relevant. To
break this myth, this kind of analysis has been executed using ILP. This is executed
in three main seasons, i.e., dry season (summer), monsoon (rainy) and winter (or
fall). As described earlier, it is very obvious that, in these three seasons, the distance
traveled by each car in daily basis will vary and accordingly, the battery state (battery
energy) will also vary and the number of EVs on road will also differ. Keeping this
in mind, using normal distribution, three scenarios has been considered and one
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scenario is for each season. This scenario is considered to be the wort scenario in
that very season. Based on this, it has been seen that most EV has been found in
road in summer, then little less in winter and very less in rainy season. The number
of EVs available on road in these three seasons, have been shown in tabular form
in Table 25.7. Thereafter, using ILP, as the availability and requirement how many
EVs went to each charging station, and in what ratio, which type of car has reached
in that very charging station, that also been shown in Table 25.7. It is assumed that
each charging station can accommodate maximum 100 EVs.

25.7.1.3 Third Level: Optimal Charging Scheduling

After successful allotment of CS for each EV, the ultimate aim is to perform the
optimal scheduling of these EVs in each charging station at minimum cost consid-
ering G2V, V2G, and idle mode of operation. From the previous allotment it has
been observed that in each charging station contains three types of EVs, i.e., PHEV-
30, PHEV-40, and BEV at certain ratio. In some CS, the higher battery capacity
EVs (BEV) are in greater ratio and somewhere, lower battery capacity EVs are in
greater ratio. Besides this, it has been observed that, season wise, this percentage is
varying. From this observation, it is pretty prominent that this will keep an impact
on the charging cost. As well as the charging scheduling criteria will also differ for
different seasons. Keeping this in mind, the charging scheduling of EVs has been
performed and the assumed statement has been verified. The charging scheduling
for each charging station of each season has been shown in Figs. 25.8, 25.9, 25.10,
25.11, 25.12, 25.13, 25.14, 25.15 and 25.16. Its corresponding cost is also depicted
in tabular form in Table 25.8.

Moreover, to establish the consistencyof the proposed algorithm, applying another
soft-computing technique, i.e., DE (Differential Evolution), the results for level 3
have been determined and compared. From Table 25.8, it has been seen that the
using both the soft-computing technique, the proposed algorithm can determine the
charging cost with higher accuracy.

25.7.1.4 Wilcoxon Signed Rank Test and Quade Test

Wilcoxon Signed-Rank Test (WSRT) (Das et al. 2020c)

The Wilcoxon signed-rank test is a non-parametric test for hypothesis analysis. For
comparison of two liked samples, coordinated samples, or repetitive calculations on
a single sample and to assess whether their population mean ranks differ, this can be
done with this test. In this chapter, Wilcoxon Signed rank test has been done on 30
repeated measurements on a single sample and two hypotheses we have made, i.e.,

H0 (Null Hypothesis): No significant difference among those 30 values.

H1 (Alternative hypothesis): significant difference among those 30 values.
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Fig. 25.8 Charging strategy
of summer in CS1

Fig. 25.9 Charging strategy
of monsoon in CS1

Fig. 25.10 Charging
strategy of winter in CS1

From Table 25.9, it is observed that, at 95% significance level for 30 of samples, the
value of test statistic is 216 for HGSO and 198 for DE. But as per α-distribution table,
the value corresponds to 30 sample is 137.Since, the absolute value, i.e., 137 is lesser
than both test statistic values; therefore, it can be said that there is no significance
difference between these 30 repeatedmeasurements and thus the null hypothesis, i.e.,
H0 can be accepted. This implies that the proposed multilevel algorithm for charging
scheduling is robust enough to give consistent output.
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Fig. 25.11 Charging
strategy of summer in CS2

Fig. 25.12 Charging
strategy of monsoon in CS2

Fig. 25.13 Charging
strategy of winter in CS2

Quade Test (Das et al. 2020c)

This is another the non-parametric test by which the significant difference between
two or more than two groups can be determined. The Quade test is used for analyzing
randomized complete block designs. Here, the level of significance is α = 5% (95%
confidence interval). From Table 25.10, it can be said that for both HGSO and DE,
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Fig. 25.14 Charging
strategy of summer in CS3

Fig. 25.15 Charging
strategy of monsoon in CS3

Fig. 25.16 Charging
strategy of winter in CS3

the absolute value (which can be obtained from f -distribution table) is less than the
test statistic value. Thus, null hypothesis can be denied. Alternatively, it implies that
there are significant differences between the results coming after applying HGSO
and DE.
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Table 25.9 WSRT For multilevel algorithm

Optimization No of samples Value of α

(level of
significance)

Test statistic
value

Absolute value
(from
α-distribution
table)

Hypothesis

HGSO 30 0.05 (95%) 216 137 Accepting H0

DE 30 0.05 (95%) 198 137 Accepting H0

Table 25.10 QT result for multilevel charging scheduling algorithm

No. of samples No of groups Value of α (level
of significance)

Test statistic
value

Abs value Hypothesis

30 2 0.05 (95%) 3.89 2.04 Reject H0

25.7.2 Discussions

From first level, it has been realized that, irrespective of seasonal variation and other
constraints, the optimum location to install the charging station is at node 2, 21 and
30. Placing in this location will minimize the power loss by 240.4525 kW. Since the
worst condition among these three seasons have been considered, thus it can be said
that, under any circumstances, these locations are optimum and the maximum power
minimization can be achieved throughout the year.

Thereafter, the apt charging station has been assigned for the required EVs.While
assigning this charging station, it has been observed that, in each season, the number
of cars available on road is varying. Besides this, in some charging station, the
number of lower capacities EVs are more. Again, in some places, the higher battery
capacity EVs are more. While performing the successful allotment, the dynamic
vehicle congestion has been considered and it can be seen that, in some cases, the
nearest charging station is not always the apt one.

After successful allotment, in the final level, the combined scheduling of EVs
considering G2V, V2G, and idle mode of operation has been performed. Here idle
mode played an important role.

• When Real-time tariff for purchasing the electrical energy from grid is high (so
it cannot go for G2V mode of operation) and both CSO and EV owners wants to
be benefited and earn some revenue, in that scenario, in those hours, they will try
to keep the EV in idle condition.

• When there is no sufficient amount charge in the battery of the vehicles and so,
it cannot go for V2G mode of operation, in that case also, the EV may remain in
idle mode.

• Otherwise, when the cost of selling the energy is less, but the cost of purchasing
power as well as is high, but sufficient amount of power SOC is there in the EV,
then also, EV owner may keep their EV in the idle condition, so that it may make
profit in the later hours, when the selling price of energy will be higher.
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Based on this rules and concept, the coordinate charging scheduling of EVs at each
charging station has been performed for every individual season. From Figs. 25.8,
25.11 and 25.14, it can be seen that when higher battery capacity EVs are in majority
and lower battery capacity EVs are less, in that case, when the real-time pricing is
higher, the EVs are contributing in V2G mode of operation. Again, when real-time
pricing is decreasing, the EV are contributing in G2Vmode of operation. This results
reduction in the overall daily charging scheduling cost of EVs. In contrast, when the
scenario is opposite, i.e., the lower battery capacity EVs are more and Higher battery
capacity EV is lesser, in that case, sometimes besides being the higher tariff rate,
EVs are participating in G2V mode of operation. Such incident is occurring due
to limited battery capacity of the EVs and uncertainties. This results more cost in
charging process.

Again, from Figs. 25.2, 25.3 and 25.4, it can be observed that in summer, the
average RTP is higher than the RTP of Winter and Monsoon. From Table 25.8, it
can be seen that when majority of EVs connected with the grid is of lower battery
capacity, in that case, the daily cost of charging is increasing by 80% in average
irrespective of any season. Elaborately, it can be said that though the average RTP of
monsoon is lower than the summer, then also, for equal number of EV (27 eV in this
case), the daily cost of charging is more than the daily charging cost of summer. Such
incident is occurred because, even though the number of EV is equal, but in case
of summer, Higher battery capacity EV is more and in monsoon the Lower battery
capacity EV is more. This is why, the cost of charging in monsoon is increased about
7 times than the charging cost of summer. With compared to the winter season also,
the scenario is same. Hence, it can be said that, for proper economic coordinated
charging process, greater number of higher battery capacity EVs are needs to be
connected with the grid. This will decrease the charging cost, moreover will increase
the V2G facilities, which will help in peak shaving of load. This is how, both the
utility and EV users can be in some win-win situation.

Apart from this, it can be seen that, during rainy season and sometimes in winter
also, the number of cars arriving in CS is less because of many constraints, natural
calamities and as well as the tariff rate is also less in average (Figs. 25.9 and 25.10) at
that time. This is resisting EVs users to participate in V2Gmode of operation. There-
fore, to promote V2G technology and as well as to endorse coordinated charging
process for the whole year, the utility should think of providing more incentives in
terms of money or in terms perks, during monsoon and winter, which will insist EV
users to participate more in V2G mode of operation. Consequently, this will help to
reduce unwanted peak loading condition during in these two seasons, especially in
evening time.

Moreover, using non-parametric analysis, i.e., WSRT, it can be observed that, for
both HGSO andDE, the proposedmultilevel charging scheduling algorithm is robust
and consistent enough. Furthermore, after performing the Quade test, it can be seen
from Table 25.10, that a significant difference is there in the results are there after
applying HGSO over DE. HGSO is performing better than DE. Though both of the
soft-computing techniques are robust enough to provide consistent output.
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25.8 Conclusions

In this book chapter, an innovativemultilevel charging scheduling algorithm has been
proposed, which provides a complete charging solution in a smart and optimal way
considering seasonal uncertainties related to the driving cycles of EVs. This chapter
discussed mainly Socio-techno-economic perspective and various perspectives of
EVs. In the first level, the optimal placement of EVCS has been performed in such
a way that it could be able to cover the complete distribution network for attending
all the EVs equally by consuming minimum amount of power loss. Thereafter, for
each and every EV, the relevant charging station has been assigned in such a way
that it could reach corresponding EVCS by overriding minimum battery energy.
Subsequently, for coordinated charging scheduling of EVs, G2V, V2G, and the idle
mode of operation has been utilized in such a way that the mean daily charging cost
of the EVs will be minimized. In all these three levels, the uncertainties related to
driving cycles, due to seasonal changes, have been considered and handled using
2m PEM method. From the nature of charging scheduling, it can be realized that,
for better coordination of G2V, V2G, and idle mode of operation, a greater number
of EVs with higher battery capacity are required. This could result in V2G mode of
operation, when Real-time pricing is higher and G2V mode of operation when Real-
time pricing is lower. But using lesser number of EV with lower battery capacity
is not apt to serve this purpose and consequently the charging cost will become
higher. On the other hand, it can be said that, to promote V2G for all year along, the
utility should provide more incentives to the EV users during monsoon and winter
season for better coordination between the grid and EVs. Above and all, the proposed
methodology along with the algorithm is a complete solution, through which all the
three major sectors, i.e., Grid, EVCS, and EV users will be in a beneficial position.
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Chapter 26
Layout Optimization Planning of Hybrid
Offshore Wind-Solar PV Power Plants

Santanu Paul, Syed Raahat Ara, and Zakir Hussain Rather

Abstract The integration of renewable energy, particularly wind and solar, is being
done on a large scale in the modern power system. The installation of these tech-
nologies was earlier limited to onshore, but with advancements in technology and
increasing land requirements, these renewable energy generations are gradually
shifting offshore. There are multiple advantages associated with offshore renew-
able power generations, such as the proper utilization of the potential of renewable
resources without hindrance. Improvement of the annual capacity factor of renew-
able power plants is another major factor in moving offshore locations. Wind and
solar resources are often complementary in nature; hence, with many wind power
plants already in place, it might be a good option to install solar PV with the existing
infrastructure, which will reduce its seasonal intermittency and also increase the
capacity factor. For the maximum utilization of these sources, optimal placement
of wind turbines (WTs) and solar PV panels in an offshore location is an inevitable
part of planning for setting up hybrid wind and solar PV offshore power plants. This
chapter mainly focuses on the layout optimization of offshore hybrid wind and solar
PV plants to improve system-level planning to maximize the energy output. The
generation from the offshore hybrid plants needs to be optimized considering wake
effect and tower shadow effect loss on wind turbines and solar panels, respectively,
to improve the overall efficacy of the hybrid offshore plants. This chapter also deals
with different aspects of mathematical modeling of the wind and solar PV systems
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to calculate the wake and tower shadow losses while determining the optimal layout
of large-scale hybrid offshore wind-solar PV plants.

Keywords Wind energy · Hybrid solar PV wind · Layout optimization · Particle
Swarm optimization ·Wake modeling · Shadow analysis

Nomenclature

Ct Coefficient of thrust
Gq

best Global best position up to the qth iteration
Pqi,best Local best position up to the qth iteration for the ith particle
CA Annual loan repayment
η1 Panel efficiency
η2 Performance ratio
CSP Concentrated Solar Power
GHI Global Horizontal Irradiance
MPP Maximum Power Point
PDF Probability Distribution Function
WF Wind Farm
ψ1, ψ2 Cognitive and Social learning constants
rand1, rand2 Random values between 0 and 1
uci and uco Cut-in wind speed and Cut-out wind speed
Lx, Ly Projection of WT on x and y axis
Sx, Sy Coordinates of elliptical shadow along the x and y-axis
Cx, Cy Coordinates of circle center or coordinates of WT
CF Capacity Factor
LCoE Levelized Cost of Energy
PV Photo Voltaic
PSO Particle Swarm Optimization
WT Wind Turbine

26.1 Introduction

The apparent rise in the electricity demand, the rapid exhaustion of fossil fuels,
and the increasing environmental concerns along with the stringent environmental
laws throughout the world have led to the deployment of renewable energy sources
on a large scale, especially wind and solar. Even though, since 2008, the world
economic crisis has been affecting the world economy, significant investments in
renewable energy have continued nevertheless. As of the latest data, wind and solar
generation account for about 24% of India’s installed capacity, generating 10.70%
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of total electricity throughout the country (India 2020). In the Paris Agreement, the
Government of India has committed to meeting a target of 40% of its total production
of electricity from renewable sources by 2030. The goal was to install 175 GW of
renewable energy power by 2022, including 100 GW of solar energy and 60 GW of
wind and rest from other renewable sources (The Indian Express 2015).

It is seen that new investments in wind and solar systems have been at the fore-
front. The installation of these technologies was earlier limited to land, but land being
a premium commodity and their huge requirement for it is making these technolo-
gies go offshore. This move has presented itself with its own merits and demerits.
For solar, the merits include fewer obstacles to block sunlight, less dust effect, the
negative coefficient efficiency of the PV junction, higher energy efficiency due to
lower temperature underneath the panels. On the other hand, for wind, it is the
higher and more consistent wind speeds, thus higher power generation. The demerits
continue to be transportation, installation, evacuation of power, threats like seawaves,
cyclones, high tides, storms, and tsunami, increased corrosion of the metallic struc-
ture, increased maintenance, effect on fishing, and other transportation activities
depending on the selected site (Sahu et al. 2016).

Nonetheless, with the advances in technologies, there has been significant growth
in offshore wind. And now, offshore solar is also making its way (Snieckus 2019).
Onshore hybrid solar PV-wind is not a new concept. Due to the unpredictable nature
of these sources, they are not entirely reliable when explored independently. Their
complementary nature, however, makes their use as a hybrid system more cost-
effective and dependable.

26.2 Brief History Associated with Wind and Solar PV
Power Plants

The renewable energy industry is expanding throughout the world, developing reli-
able and cost-competitive systems using a variety of technologies. Various hybrid
systems have been developed, but the wind and solar hybrid systems dominate the
charts. These two technologies, due to their complementary nature, have been used
together for some time. When used together, it increases the reliability and provides
a more constant output.

The first known reference or some technology resembling a windmill dates back
to 1st BC or 1st AD and is from “Hero of Alexandria” in his work “Pneumatics.”
Windmills made their first recorded appearance in twelfth century Northern Europe
(England) but are believed to have arrived in the 10th or 11th-century (Manwell
et al. 2010). On the other hand, solar PV technology was born in 1954, when Calvin
Fuller, Daryl Chapin, and Gerald Pearson created the first silicon PV cell at Bell Labs
in the United States. It is reported that Willoughby Smith, in 1873, discovered the
photo-conductivity of selenium which led to the various discoveries that later lead
to the invention of the first solar PV cell (Perlin 1999).
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26.3 Recent Development and Potential of Wind and Solar
Power at Off Shore Locations

The cost of building solar PV and wind power plants is continuously falling. Hence,
a significant scale-up of renewable generation has become feasible for the devel-
oping world. Thousands of villages in many parts of the globe are still being exiled
from electricity, and energizing these villages with conventional generation alone
by extending grid infrastructure will be uneconomical. In 2019, renewable energy
accelerated its growth rate, growing globally by 12.2% relative to 2018. Renewable
energy demand has risen at an average annual rate of 13.7% over the past decade.
Renewables have been the only energy group that has risen at double-digit rates
globally over the past decade. The planet used 8.2 exajoules of green energy in 2009
for comparison. That has risen dramatically to 29.0 exajoules in 2019 (Rapier 2020).

India has a high potential for renewable generation. In the last few years, the
share of installed renewable generation capacity has grown many folds. India has
set an ambitious target of generating 175 gigawatts (GW) of electricity through
renewable resources, especially wind (60 GW), and solar (100 GW), by 2022. Of
this, around 38.80 GW of wind and 40 GW of solar have already been installed till
31st March 2021. The rest of the target of 175 GW would be mainly through hydro
and biomass. This implies an enormous potential in energy generation with current
renewable energy technologies. Various countries and entities around the world have
already started to shift their focus from offshore wind to offshore hybrid systems.
The firms, including Denmark’s Floating Power Station, UKMarine Power Systems,
and Norway’s Pelagic Power, are all promoting the concept of using floating wind
turbine platforms for a range of generation properties, from wind and wave to solar
and ocean thermal power. Experts claim that using a single multi-technology floating
platform will help increase the energy yield per unit of area, thus reducing the total
cost of electricity.

26.4 Studies Related to Hybrid Offshore Wind-Solar PV
Plants

Several studies have been reported in the literature related to optimal planning
and operation of hybrid renewable resource power plants in recent times. Techno-
economic evaluation is an essential parameter to assess the feasibility of such hybrid
renewable systems (Ma et al. 2018). Optimization of different performance indi-
cators such as net present value, fuel cost, operation cost, and cost of energy for
a standalone hybrid PV- wind- battery- diesel power system has been reported in
Masrur et al. (2880), Sethi 2020). The authors in Alharthi et al. (2019), Chong et al.
2011) have studied performance evaluation of hybrid wind- PV systems connected to
the utility grid considering several economic and environmental factors. A new plan-
ning approach for optimal sizing of standalone PV- wind hybrid system has been
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proposed in Belmili et al. (2014) from an economic and reliability point of view.
Sizing of hybrid renewable generation systems such as wind and solar PV always
needs to be done considering maximum utilization of their capacity (Celik 2003).
In Islam (2018), the authors are focused on developing an efficient model of the
renewable energy system to minimize the consumption of electricity from the grid
by producing maximum electric power for a large office building. On the other hand,
accurate mathematical modeling and optimal sizing of standalone solar PV-wind-
biogas energy systems are determined considering economic and reliability issues
for a large building in Mudgal et al. (2019). The study reported in Aguilar-Jiménez
et al. (2018) shows that the hybrid combination of solar PV and concentrated solar
power (CSP) plants perform economically better compared to the solar PV-battery
combination for large-scale isolatedmicrogrids. A new planning framework has been
provided in Blechinger et al. (2016) to assess the techno-economic benefit of solar
PV, wind, and battery systems over conventional generating units on small islands. A
methodology to determine optimal sizing of the hybrid system consisting of solar PV,
wind, biogas, and fuel cell for both on-grid and off-grid operation for small villages
has been discussed in Rad et al. (2020). A comprehensive analysis of the utilization
of solar PV- diesel and battery systems from a socio-techno and environmental point
of view have been provided in Shaahid and Elhadidy (2008). A multi-objective plan-
ning framework to optimize the hybrid renewable energy systems considering the
socio-techno-economic issue has been developed in Sawle et al. (2018).

Many studies have been carried out related to the planning and techno-economic
aspect of hybrid power plants. Large-scale hybrid offshore power plants are an
emerging area of research, but comprehensive study on layout planning issues is
missing in this domain. Against this backdrop, in this chapter, a comprehensive plan-
ning methodology has been proposed to optimize the layout of offshore wind-solar
PV power plants to maximize the generation from renewable resources.

26.5 Problem Description and Overall Proposed Approach

Proper planning of any project is a prerequisite for its efficient operation. Planning of
off- shore hybrid wind-solar PV power plants can be divided into various categories
like layout optimization, sizing of electrical components, techno-economic perfor-
mance evaluation, etc. In this chapter, the optimal layout design of a hybrid offshore
wind-solar PV plant has been carried out.

Layout optimization is an important aspect to maximize the power generation of
the hybrid offshore wind-solar PV plant. Power generation from WTs is affected by
the wake effect losses; if appropriate spacings among the WTs are not maintained
during the construction stage, these losses may increase. On the other hand, genera-
tion from solar PV panels is reduced due to the shadow effect. Hence, an optimization
methodology has been proposed to determine the optimal layout of the power plant
considering the wake and tower shadow effect onWTs and solar panels, respectively.
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26.5.1 Requirements for the Optimum Configuration
of Offshore Hybrid Wind-Solar PV Power Plants

Knowledge of the local weather pattern in addition to economic and reliability
analysis is very critical for optimal sizing of the hybrid offshore wind-solar PV
network. To study the performance analysis, a propermathematicalmodel of different
components is essential. A few key factors for planning and sizing offshore hybrid
wind-solar PV power plants have been discussed below.

26.5.1.1 Meteorological Data

The power generation from offshore hybrid wind-solar PV plants is dependent on the
climatic conditions of a place. Therefore, weather data of the area is very important
for a feasibility study or optimal sizing of the hybrid systems. Analysis of the climatic
condition is important before setting up a plant. This data is available mainly at the
local weather stations. The significant parameters necessary for such a study are solar
radiation, ambient temperature, and wind speed. Wind data is very site-specific, but
solar data does not vary much within a few hundred kilometers of a site. The data
used can be time-series data or statistically generated probability distribution. The
data might not be available in some places for the entire necessary duration of the
study; in that case, the statistical methodologies are used to produce the data. If the
data is available for a nearby venue, it can be extrapolated by making appropriate
changes to the site (Wahab and Essa 1998).

26.5.1.2 Modeling of Photovoltaic System

There are different mathematical models available for modeling solar PV systems.
To capture maximum possible solar irradiation, it is essential to consider the effect
of the tilt angle of solar panel on the calculation (Lin et al. 2013). Some studies have
modeled power output from solar PV panels as a function of short circuit current
and open-circuit voltage (Alsayed et al. 2013). Modeling of solar PV output as the
function of area and panel efficiency (Solanki et al. 2017) has also been adapted
in various studies. To estimate the power output of PV panels, it is important to
consider the effect of diffused, reflected, scattered, and incidental radiation on an
inclined surface (Mahesh and Sandhu 2015).

26.5.1.3 Modeling of Wind Energy System

Mathematical modeling of the wind energy system includes power curve modeling
of WT. The power curve of WT represents maximum power point (MPP) operation
at a particular wind speed. According to the available studies, the power curve of
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WT has been modeled as linear, quadratic, cubic, or a piecewise linear function with
few nodes. On the other hand, studies have considered WT power output in terms of
rotor swept area (Mahesh and Sandhu 2015). Manufacturers of WT provide a power
output of individual WT at different wind speed; using those data appropriate power
curve can be reconstructed using cubic spline regression technique (Paul and Rather
2016). WT output in a WF is greatly influenced by the downstream wake generated
by the upstreamWTs. Previously, many mathematical models were used to estimate
the wake-effect on the WF performance, including Jensen’s, Frandsen- Gaussian
wake model (Tao et al. 2019) etc. Jensen’s wake model being popular among all
and used for wake effect estimation (González-Longatt et al. 2012) (Paul and Rather
2016). In a large WF interaction of multiple wakes among different WTs take place,
the multiple wake effect can be calculated by geometric analysis.

26.5.2 The Complete Process

Different inputs to this optimization problem are given in Fig. 26.1. For better under-
standing the process of optimization of the layout of an offshore hybrid wind-solar
PV power plant, the entire methodology is represented by a flowchart in Fig. 26.2.

26.6 Accessing Meteorological Data

The weather data for the study was taken from the Photovoltaic geographical infor-
mation system (PVGIS), which provides the solar data, wind data, and temperature
of different locations on land. However, the solar data does not vary much for a few
hundred kilometers, as can be found in various solar potential maps (Solanki et al.
2017). So, the solar data of a nearby coastal area of the Indian state of Gujarat was
used for the analysis. As the wind data varies a lot from onshore to offshore, the data
of the nearby onshore location could not be used. So, the wind data of that specific

Fig. 26.1 Inputs for the optimization problem
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Fig. 26.2 Flowchart of the Entire process

offshore location near the coast of Gujarat was accessed from a study referenced as
(COWI 2017).

26.7 Modeling of Wind Energy System

WTs extract energy from the wind to generate electricity; therefore, the wind leaving
the turbine has a lower energy content than the wind upstream of the turbine. This
effect is known as the wake effect. As the wind flows further downstream, this wake
will begin to spread and slowly return to the conditions of free streams. Down-stream



26 Layout Optimization Planning of Hybrid Offshore Wind-Solar PV Power Plants 697

WT is said to be shadowed by the turbine producing the wake if the wake intersects
with the swept area of that downstream WT. The two main drawbacks of the wake
effect are (i) a reduction in the wind farm’s energy production and (ii) an increase in
the mechanical loading on downwind turbines due to the turbulence in the wind. In
this section, a detailed model of the wake effect has been discussed.

26.7.1 Mathematical Modeling of Wake Effect

In designing a wind farm, it is crucial to consider the wake effect losses in order
to maximize the WT’s energy output and lifetime. Model development to describe
the wake effect began in the 1980s. Since then, a significant number of numerical
models have been developed. These are of varying depths and complexities and can
generally be classified as either explicit or implicit (González-Longatt et al. 2012).

The explicit or kinematic wake models are the earliest. Some of these models
include “Ainslie’s model,” “Frandsen’s model,” and “Jensen’s model.” They are
simple and need fewer measurements. However, these methods tend to deliver fairly
accurate results despite their relative simplicity. Implicit models of wake were devel-
oped as elaborate alternatives to explicit models of the wake effect. They are based
either on approximations of the “Navier–Stokes equations” or “vorticity transport
equations.” The implicit models are generally believed to give the most compre-
hensive and accurate simulation results. However, these models are also the most
complex models, which are not suitable for optimizing layouts (Hu 2016). The
wake models commonly used are based on simplified “aerodynamic equations” and
“empirical relationships.” They simulate a less precise but much faster wake-effect.
Moreover, numerous studies show that there is not much difference between the
complex and simplistic versions in terms of precision. In this chapter, the wake is
calculated using Jensen’s model.

26.7.1.1 Jensen’s Single Wake Model

A simple single-wake model is the N.O. Jensen wake model. In Ref. González-
Longatt et al. (2012) and Molina (2014) the model is well documented. This model
is based on the assumption that the diameter of a wake expands linearly. Assuming a
linear expansion of the wake, a cone represents the direction taken by the wind that
has passed through the turbine blades. This idea is represented in Fig. 26.3.

The wake velocity can be obtained from (26.1) at a distance x from the wind
turbine.

V1 = V0 + V0

(√{1− CT } − 1
)(r0

r

)2
(26.1)
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Fig. 26.3 The Jensen’s single wake model

where V 1 is the downstream wind velocity, V 0 is the incoming wind velocity, CT

is the coefficient of thrust, r0 is the radius of rotor blades, and r is the radius of
the wake at distance x behind the turbine. As a function of incoming wind speed,
Eq. 26.1 provides the wake speed at the downwind spot where r can be set to (26.2).

r = r0 + αX. (26.2)

The dimensionless scalar α, known as the coefficient of wake expansion, deter-
mines how rapidly the wake expands over space. Its value is deemed to be
0.08.

26.7.1.2 Multiple Wake Model

In a WF, where a large number of WTs are placed, wake created by multiple WTs
interacts, as shown in Fig. 26.4. The results of all the different wakes are combined
into a single effect to measure the multiple wake interaction within a WF. The
wake shadow created by upstream WTs measures the degree of overlap between
the area spanned by the wake shadow cone (Ashadow) and the shadowed downstream
turbine’s swept area (A0), an example of wake shadowing is shown in Fig. 26.3.
There are four possible distinct wake shadows, namely: “complete shadowing,”
“quasi-complete shadowing,” “partial shadowing,” and “no shadowing.“ Provided
that all wind turbines have the same diameter (2r0), the shadowed turbine area can
be determined using (26.3), (Paul and Rather 2016).
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Fig. 26.4 The multiple wake model

Vm =
√{

V 2
0 +

∑N

j=1

{
V 2
jm − V 2

0

(
Ashadow

A0

)}}
(26.3)

where Vm is the wind velocity faced by the m-th turbine, j is the turbine number, A0

is the circular area covered by rotation of blades, Ashadow is the blade area shaded
by the wake, Vjm is the velocity of m-th turbine when j-th turbine is producing the
wake, and N is the total number of turbines.

26.7.2 Inclusion of Wind Direction

The wake impact depends on the distance between the turbines in a WF, and as
the wind direction changes, so does the interspacing distance between the WTs as
seen by the observer sitting in the direction of wind (Paul and Rather 2018). Hence,
wind direction influences the WF’s power production. To take wind direction into
account coordinate transformation-based method is used (Paul and Rather 2016).
Coordinates of each WT are first determined in Cartesian coordinate for 0° wind
direction. If initially the coordinates are considered to be (xi, yi), then the transformed
coordinates represented by (xf , yf ) can be calculated using (26.4).

[
x f

y f

]
= T

[
xi
yi

]
(26.4)

where T is the transformation matrix given by (26.5).
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T =
[

cosθ sinθ

−sinθ cosθ

]
(26.5)

where θ is the “direction of the wind with respect to the X-axis taken anticlockwise,”
as shown in Fig. 26.5. The figure shows the layout of transformed coordinates (solid
line) of an example WF with 9 WTs as seen by the observer placed in the wind
direction when the wind flows at an angle of 0°, 45°, 135°, 225°, and 315°.

Thus, for every wind direction, the wake pattern hence the wake loss, changes.
The wind directions have a significant impact on WF performance, as changes in
wind direction change the wake interaction (overlapping area) and consequently
their effects on the power output of each individual turbine.

26.8 Wind Farm Layout Optimization Using Particle
Swarm Optimization (PSO)

26.8.1 Importance of Layout Optimization

Layout optimization of the hybrid offshore wind-solar PV plant is a critical factor in
maximizing power generation. Power generation fromWTs is affected if appropriate
spacing among the WTs is not maintained during the construction stage. On the
other hand, generation from solar PV panels is reduced due to the shadow effect.
This chapter proposes an optimization technique to determine the optimal layout of
hybrid offshore wind-solar PV plants, considering the wake and tower shadow effect
on WTs and solar panels, respectively. It has been assumed that the foundation of
solar panels is surrounded, considering the WT foundation as the center point.

This chapter will discuss the approach of optimal placement of WTs and solar
PV (the solar PV panels are placed around WTs) in an offshore location, which will
be determined considering the wake effect of wind and tower shadow effect on solar
panels. The aim is to maximize the generation from the hybrid power plant. The
major goals of the study presented in this chapter are summarized below,

Fig. 26.5 Coordinate transformation approach for different wind directions (Paul and Rather 2016)
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• Determination of the optimized layout of the hybrid wind-solar PV plant.
• Mathematical modeling of the wake effect onWT andWT shadow effect on solar

PV panels.

26.8.2 Particle Swarm Optimization

A stochastic optimization technique introduced by Eberhart and Kennedy in 1995,
the Particle Swarm Optimization (PSO) algorithm imitates the social behavior of
animals, including insects, herds, birds, and fish. These swarms stick to a collabora-
tive way of finding food, and each participant in the swarm adjusts the search pattern
based on the learning experiences of their own and other nearby participants. The
fundamental idea of the algorithm can be explained as follows. Individual partici-
pant in the swarm is represented by a point in the Cartesian coordinate system with
a randomly assigned initial velocity and position. Every participant referred to as a
particle is a potential solution of the optimized problem in an N-dimensional search
space. All particles memorize the best position of the swarm and that of its own,
along with its velocity. Particles update their locations and velocities according to
the change in the environment so that it meets the proximity and consistency speci-
fications. Particle information is merged in each generation to change the velocity of
each dimension and is used to measure the new direction of the particle. The algo-
rithm operates so that all particles achieve the same velocity at the optimal point and
move in the same direction. Particles in the multi-dimensional search space contin-
uously change their states before they attain stability or optimal state. Through the
objective functions, specific connections between various dimensions of the problem
space are introduced.

So PSO is a computational approach that optimizes a problem by iteratively
attempting to improve a candidate solution on a given quality measure. It finds
the optimal solution by having a population of candidate solutions (particles) and
moving these particles over the position and velocity of the particle in the search
space according to simple mathematical formulae, given in (26.6) and (26.7).

v
q+1
i = wv

q
i + ψ1rand1

(
Pq
{best,i} − Y q

i

) + ψ2rand2
(
Gq

{best} − Y q
i

)
(26.6)

Y q+1
i = Y q

i + v
q+1
i (26.7)

where w is the inertial weight,ψ1 andψ2. are cognitive and social learning constants.
The best position is defined by Gq

best and Pq
best.i is the best position up to the qth

iteration for the ith particle. The rand1 and rand2 produce random numbers. The
movement of each particle is determined by its best-known local location (local
best) but is also directed toward the best-known search space positions (global best),
which are modified as other particles find better positions. This is supposed to move
swarm toward the optimal solutions (Wang et al. 2018).
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Analyzing the velocity update formula, we can see that the first component is
the effect of the previous velocity of the particle. This suggests that the particle
has confidence in its current state and conducts inertial movement according to its
present velocity, so the parameter is called inertia weight. The second component,
called the “cognitive” factor, depends on the distance between the current location
of the particle and its own ideal position. It implies the cognition of the particle
itself, i.e., the action of the particle arising from its own experience. Therefore,
the parameter ψ1 is named the cognitive learning factor (also termed as cognitive
acceleration factor). The third element depends on the distance between the present
location of the particle and the optimum global (or local) position in the swarm and is
called the ‘social’ component. It implies the exchange of knowledge and interaction
between particles, namely the movement of particles from the experience of other
particles in the swarm. This stimulates the flow of good particles through learning,
so the ψ2 parameter is called the element of social learning (also called the social
acceleration factor).

Since the birth of the PSO algorithm, it has obtained great interest because of its
intuitive context, convenient, and simple implementation, as well as broad adapt-
ability to various types of functions. Both the theory and implementation of the
PSO algorithm have made tremendous progress in the past two decades. Researchers
had a reasonable grasp of the theory, have carried out its implementation in various
domains. A lot of scientific research has proven that this algorithm is an efficient
method for optimization. It is possible to outline the benefits as follows: It does not
require differential, derivative, and continuous optimized functions; its convergence
rate is rapid and very easy to implement (Fig. 26.6).

26.8.3 Implementation of PSO for WF Layout Optimization

In order to implement PSO for this problem, the placement of all WTs in the WF
is considered as a single particle. Hence, each particle is embedded with the two-
dimensional coordinate position of all WTs, along with their velocity over each axis
of the coordinate. Each iteration produces many possible WF layouts (depending
on the number of particles) in terms of individual WT coordinates. The net energy
generated by the entire WF, which depends on each WT’s position, is the objective
function considered in this chapter. For a better understanding of the problem, every
aspect is further discussed in detail.

26.8.4 Calculation of Objective Function for the Optimization

In this chapter, the power output of the offshore WF is taken as the objective func-
tion. The impact of the wake effect has been taken into account in the optimization
model. The cumulative influence of multiple wakes created by upstream WTs to the
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Fig. 26.6 Flowchart of PSO

downstream WTs, and the effect of wind direction has been considered to calculate
the wake effect.

26.8.4.1 Calculation of Power Output of a Wind Farm

The power generated at hub height by a wind turbine is a function of the wind speed.
For any WT, this relation is generally given by the power curve, which represents
MPP operation at any particular wind speed. The manufacturer provides the WT
power output for different wind speeds. These data can be interpolated to reconstruct
the power curve that can be used to calculate power output fromWTs. In this chapter,
piece-wise cubic Hermite interpolation polynomial (PCHIP) and the result is shown
in Fig. 26.7.

Along with the power curve, the probability density function (PDF) of the yearly
wind speed of the site at the hub height (denoted as frequency (U)) is also required
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Fig. 26.7 Power curve of
Vestas V90 WT after
reconstruction

to be calculated. The PDF is represented by the Weibull distribution. The histogram
of the wind speed distribution is shown in Fig. 26.8.

Finally, a wind turbine’s average power output can be determined by (26.8),

Pturbine =
uco∫

uci

P(u) f req(u)du (26.8)

where Pturbine is the “power output of the turbine”, freq(u) is the “frequency of w”
P(u)is the” power output for the velocity u”, uci and uco are the “cut-in wind speed”
and “cut-out wind speed”, respectively.

26.8.4.2 Average Power Output and Annual Energy Yield of a Wind
Farm Considering Wind Direction

The annual energy yield of the entire WF is the summation of the annual power
output of individual WT (Fig. 26.8). Different wind speeds and wind directions will
cause different wake scenarios in theWF for aWF of a given layout. The wind speed
distribution and direction for the site are shown using the wind rose in Fig. 26.9.

Figure 26.9 shows two-dimensionalwind rose to depict the probability distribution
of the wind speed for different wind directions for an offshore location near the
coast of the Indian state of Gujarat. The wind speed shown in the wind rose is the
undisturbed wind speed at the height of 10 m above sea level. The relation between
height and the wind speed can be represented approximately by (26.9),

uh2/uh1 = (h2/h1)a (26.9)

where h2, h1 are the heights above sea level, uh2, h1 are the wind velocities at those
heights respectively, and a is a constant with the value of 0.1 (for calm sea surface).
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Fig. 26.8 Histogram of the wind speed data

Fig. 26.9 Rose plot of wind speed (at the height of 10 m above sea level) (COWI 2017)

The average power output and annual energy production is given by (26.10),

Etotal =
3600∑
θ=00

⎡
⎣

N∑
i=1

⎛
⎝

uco∫

0

P(u, θ) f req(u, θ)du

⎞
⎠ · T

⎤
⎦ (26.10)

whereEtotal is the energy output for a year, freq (u, θ) is the frequency ofwind velocity
(u) along wind direction θ, N is the total number of wind turbines, P u, θ is the power
output for the velocity u and direction θ, T is the number of hours per year and uco
is the cut-out wind speed. Capacity factor (CF) of the farm is given by (26.11),
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CF = Etotal

Pr .T
(26.11)

where Pr is the rating of the WF.

26.8.4.3 Constraints

The constraint for this study is the minimum distance requirement between any two
successive WTs. The distance between the two turbines should not be less than four
rotor diameters (RD) as the rule of thumb to avoid erosion of turbine blades caused
by wake turbulence. The net area in which the turbines are allowed to move is shown
by the boxes as given in Fig. 26.10 (Paul and Rather 2019).

26.9 Mathematical Modeling of Solar PV System

The photovoltaic system has been modeled in PVGIS. A study related to the contrast
between photovoltaic systems on land and at sea shows that the relative annual
average energy production is around 12.96% higher at sea compared to land, and in
some months, it increases up to 18% (Snieckus 2019). Several studies show that the
effect of ocean waves changing the optimum tilt angle of solar PV panels doesn’t
affect the output much; in fact, the increased solar irradiation and less temperature
increase the output. The Energy output of PV (per day) is given by (26.12),

Eday = GH I Area n1n2 (26.12)

Area = Prated
n1

Fig. 26.10 An example of
area constraint for the
optimization problem (Paul
and Rather 2019)
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where Eday is the energy output of PV (per day), GH I is the Global Horizontal
Irradiance,

η1 is the panel efficiency, and η2 is the Performance ratio and Prated is the nominal
power or peak power, which is the power claimed by the manufacturer of the module.
It is the power output of the module(s) measured at Standard Test Conditions (STC).
The capacity factor of the solar PV is given by (26.13),

CF = Etotal

Prated24.365
(26.13)

26.9.1 Mathematical Modeling of Tower Shadow Effect
on Solar PV Panels

WTs exert shadow on solar panels placed around them and cause a decrease in power
output. In order to calculate the losses due to the shadow of theWT, it is first required
to determine the area of shadow around a single turbine. The elevation and azimuth
angle of the sun is taken from University of Oregon (2020) and the method for
estimating the shading on PV by using sun path charts is given in Vignola (2004).
The WTs are placed far apart, so the shadow of one turbine does not fall on PV
surrounding the other WTs. Figure 26.11 shows the solar elevation path throughout
a year for a particular site. The shadow is calculated using the solar elevation angle
and azimuth angle of an hour, and this shaded area is considered as the average
shaded area for that hour. To calculate the shadow, basic trigonometry is used, and
the intersecting area is calculated. A few assumptions to calculate the shadow area
are provided below,

• Solar panels are fixed around the wind turbine in the form of a circle.
• Tower has a uniform width from top to bottom, and shadow has the same width

as the tower.
• The swept area of the blade as a solid disc.
• The sun is always behind the rotating blades (never sideways).
• Output of the shaded panels is decreased by 80%.
• Panels have no inclination.

The shadow of the tower is divided into two parts:

(a) Rectangular shadow (shadow area of the tower)
(b) Elliptical shadow (shadow area of the blades)

Here, the tower is referred to as the actual tower length minus the blade length.
The shadow length throughout the day presents us with three main scenarios as
shown in Fig. 26.12. First, the total length, i.e., the maximum length of the tower
shadow with the blades, is less than the radius of the circle in which PV panels are
placed as shown in Fig. 26.12a. In this case, the area of the shadow is calculated
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Fig. 26.11 Sun Path chart for the coastal area of Gujarat (University of Oregon 2020)

Fig. 26.12 Shadow of the WT at different times of the day

considering the area of the elliptical shadow (for WT blades) plus the rectangular
shadow (WT tower). Second, when the total length of the shadow is greater than
the radius of the PV panel circle, but the length of the tower shadow is less than the
radius of the circle, as shown in Fig. 26.12b. In this case area of shadow consists of
the complete rectangle and partial ellipse to be calculated. Third, when the length
of the tower shadow is greater than the radius of the circle in which the PV panels
are placed, as shown in Fig. 26.12c. In this scenario, the shaded area will be the
partial rectangular area of the tower only. To calculate the partial elliptical shadow,
the points of intersection of ellipse and circle are calculated first (Fig. 26.14), then
the intersected area is calculated.
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26.9.2 Calculation of Shadow

In Fig. 26.13, a pole of length u in the y–z plane inclined at an angle α and angled
at an angle θ is shown. The shadow length P is “co,” Px and Py are given in (26.14)
(Groumpos and Khouzam 1988).

Px = u.cosα.sinθ + u.sinZ .cotβ.sinα (26.14)

Py = u.cosα.cotθ + u.cosZ .cotβ.sinα

where Z is the azimuth angle of the sun and β is the elevation angle of the sun. For
calculating the area of a complete ellipse, we consider one axis of the ellipse (axis
parallel to the surface of the sea) to be of the fixed length and equal to the rotor
diameter. The perpendicular axis changes the length with the elevation of the sun.
The total area of the ellipse and the length of its axis is calculated using (26.15),

Fig. 26.13 The shadow components of a WT tower
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Sx = RD/tanβ

Sy = RD (26.15)

Area = π

4
Sx Sy

RD is the rotor diameter, Sx, Sy is the axis of elliptical shadow along the x and y-axis.
For calculating the shadow area when part of the blade shadow shades the PV panels,
we first calculate the points of intersection between the circle and ellipse by solving
their equations. Equation of circle is given by:

C2
x + C2

y = radius2 (26.16)

Equation of ellipse is given by:

x0 = hhub/tanβ

(x − x0)
2

S2x
+ y2

S2y
= 1. (26.17)

solving the above two equations give the points of intersection. Using the point in
the first quadrant of Fig. 26.14 (x1, y1), we find the area under ellipse, integrate the
ellipse from x= xmin to the point of intersection (x1) and integrate the circle from x1
to radius.

Fig. 26.14 Diagram for
calculation of shadow area
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26.10 Application of the Methodology for a Practical Site
and Observations

When an offshore WF is set up, sometimes a margin of the capacity of its elec-
trical infrastructure remains un-utilized (keeping in mind partially possible future
expansion), such as the capacity of cable, transformer, and other associated elec-
trical components. Some portion of these unused capacities can be utilized without
losing operational stability to generate electricity by adding up solar PV panels.

In this chapter, 80% of the excess capacity of the cable has been utilized to
determine the penetrationof the solar PV that could be set up.Anoffshore hybrid plant
of 230MWwind capacity and about 13MWadditional solar (which is the maximum
capacity of solar that can be set up using the un-utilized electrical infrastructure) is
considered, and the meteorological data of a site near the coast of Gujarat (Gulf of
Khambhat) in India is used for the calculations. From the Fig. 26.15, it is evident that
the wind and solar resources are complementary, and hence the seasonal variation in
outputs can be reduced by their combined utilization. The net capacity factor of the
offshore hybrid plant after optimization comes out to be 32%.

Fig. 26.15 Seasonal variation of wind speed and solar irradiance data for the Gujarat site
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26.10.1 Wind Farm Optimization Using PSO

WF having eight rows and five columns has been considered for this study, and
the results after optimization are given in Fig. 26.17. The green dots in Fig. 26.17
represent the position of WT for different iteration counts of PSO. The black dots
represent the final position of WTs (Fig. 26.16).

after optimization. It can be seen that WTs settle at the corners of the individual
rectangular area in which they are allowed to move. The convergence of the PSO
algorithm is shown in (Fig. 26.18) (for better clarity, the convergence of three particles
is shown in Fig. 26.18).

26.10.2 Shadow Analysis

The average solar irradiance for theGujarat site is given in Fig. 26.16. The table shows
the result of the shadow analysis. Here, we are considering the area surrounded by PV
to be the maximum possible area taking into account the 4RD constraint as discussed
in Sect. 10.3.3. The average loss of energy in the PV system due to shading by the
WT is around 3% (Figs. 26.17, 26.18 and Table 26.1).

An average of about 5.418 MWh is lost to shading in one day if shaded panels
are considered to be producing no output. If we consider panels generating 20% of
the output in un-shaded conditions, the average loss in a day is 4.33 MWh. 151.8
MWh is the total energy output of the 46,000 panels throughout the day, considering

Fig. 26.16 Average monthly irradiance for the site of Gujarat
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Fig. 26.17 Offshore wind farm layout after optimization

Fig. 26.18 Plot of power output of the WF with every iteration

STC for the 11 h of sunlight. The hybrid offshore wind-solar PV plants are espe-
cially beneficial for countries having relatively lower wind velocity and higher solar
irradiance. As solar is far cheaper than wind, often the Levelized cost of energy of
offshore wind is higher than a hybrid offshore wind-solar PV plant.
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Table 26.1 Number of shaded panels at different times of the day

Time (Hour) 7 8 9 10 11 12 13 14 15 16 17

No. of shaded panels 380 2481 3309 2165 1390 0 1390 2165 3309 2481 380

26.11 Conclusions

This chapter discusses the layout planning of offshore hybrid wind-solar PV power
plants. In a region with lesser wind speed and higher solar irradiance, wind and
solar together improve the efficacy of the plant. The layout optimization further
enables this better utilization of the renewable resource as the power output increases.
The presented planning framework is based on parameterized models of various
equipment and renewable resource profiles. In this chapter, different phenomenon
such as the wake effect and tower shadow loss which impact the overall generation
from the offshore hybrid plant, have been model mathematically. Since the cost of
the generated electricity is the deciding factor, the planning framework discussed
can be customized to compare the cost of generation from wind and wind-solar
hybrid plants for any site. In the future, the presented framework could be extended
to determine the optimal share of wind and solar PV to obtain a minimum Levelized
cost of energy.
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Chapter 27
Analysis of Acoustic Noise and Vibration
of PMSM Coupled with DC Generator
for Electric Vehicle Applications

Rajesh M. Pindoriya, Rishi K. Thakur, Bharat S. Rajpurohit,
and Rajeev Kumar

Abstract In recent years, the market of the brushless Permanent Magnet (PM)
motors, such as Permanent Magnet Synchronous Motor (PMSM) and Brushless
Direct CurrentMotor (BLDCM) drives, has become huge due to demand of the Elec-
tric Vehicles (EVs) and Hybrid Electric Vehicles (HEVs). However, brushless PM
drives are less robust compared to other types of motor drives due to the high acoustic
noise, vibrations, and de-magnetization risk of the PM (Chan. Proc IEEE 95:704–
718, 2007;Report, ImplementingAgreement forCo-operationonHybrid andElectric
Vehicle Technologies and Programmed. International Energy Agency, 2016). These
shortcomings pose important restrictions for critical applications. Initially, to run
PMSM, Sinusoidal PulseWidthModulation (SPWM) is implemented. But this tech-
nique generates current harmonics and high torque ripples, which ultimately leads to
Acoustic Noise and Vibration (ANV) in PMSM drive. Hence, for analysis purpose, a
framework based on lumped model along with effective mass and mass participation
factor technique for prediction of torsional vibration in case of SPWM technique
is elaborated to show detailed methodology for vibration response caused by high
torque ripples. This framework is generalized in a way that can be easily extended to
any mechanical power transmission system having shaft-coupler or geared system
especially for EV and HEV application. Also, vibration prediction modelling is inte-
grated with optimum number of modes or degree of freedom selection technique,
which help to enhance the accuracy of model along with computationally efficient,
which is the novelty of present work, which usually researchers took earlier randomly
based on their setup andmass distributionwithout any specific technical justification.
The vibration analysis reveals high torsional twisting and untwisting of shaft in case
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of SPWM, because of high source torque ripple. Henceforth, a Random Pulse Width
Modulation (RPWM) technique for reduction of ANV is discussed in this chapter.
The proposed RPWMmethod brings a significant reduction in torque ripples which
directly influence ANV in the motor, thereby enhancing the performance of the
complete drive system under operation. The relationships between the stator current
harmonics feed by drive and non-sinusoidal magnetic field flux distribution, with
torque ripples is developed and detailed analysis is discussed in this chapter. An
extensive simulation and experimental work are carried out on a 1.07- kW, 4-poles,
36-slots, 3-phase PMSM drive for validation of proposed control strategy. In the end,
experimental validation part is presented for all analytical modelling and simulation
results presented in this chapter.

Keywords Acoustic Noise and Vibration (ANV) · Electric Vehicles (EVs) ·
Hybrid Electric Vehicles (HEVs) · Random Pulse Width Modulation (RPWM) ·
Permanent Magnet (PM) motors · Resonance · Mode shape · Modal analysis ·
Orthonormality · Effective modal mass · Mass Participation Factor (MPF)

Nomenclature

ANV Acoustic Noise and Vibration
EVs Electric Vehicles
FPGA Field Programmable Gate Array
FEM Finite Element Method
HEVs Hybrid Electric Vehicles
MMF Magneto-Motive Force
MPF Mass Participation Factor
PMSM Permanent Magnet Synchronous Motor
PM Permanent Magnet
RPWM Random Pulse Width Modulation
SPWM Sinusoidal Pulse Width Modulation
VSI Voltage Source Inverter

27.1 Introduction

Electric Vehicles (EVs) are the solution of energy crises and toxic emissions but its
cost, range anxiety, long charging times, limited cargo and slow acceleration limits
its usability (Chan 2007). Traction motors such as, Permanent Magnet Synchronous
Motor (PMSM) and Brushless Direct CurrentMotor (BLDCM) drives, reduces these
problems to some extent. In recent years, the market of Permanent Magnet (PM)
motors, such as (Permanent Magnet Synchronous Motor (PMSM) and Brushless
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Direct Current Motor (BLDCM)) drives, has become huge due to demand of the EVs
and Hybrid Electric Vehicles (HEVs) (Report 2016). During last decade, design and
control of PMSMandBLDCMhave been the focus of significant research efforts due
to their superior performance in key aspects as high efficiency, high power density,
lowmoment of inertia, and high torque to power ratio compared to other motor types
(Dorrell et al. 2011). Superior features have made PMSM and BLDCM inherently
suitable for many applications such as automotive, robotics, servo drive system,
military, and aerospace applications.

But they have to face mechanical anomalies like Acoustic Noise and Vibration
(ANV), de-magnetization risk of the PM (Zou et al. 2017; Bosing 2012). These
shortcomings pose important restrictions for critical applications. For safe and better
performance, analysis of acoustic noise, vibration, condition monitoring and fault
diagnosis are key aspects of being carefully looked for preventive measures for
industrial applications. The space harmonics in the airgap flux density is the main
cause of ANV which depends on the number of stator slots and type of machine
winding of the PMSM. Also, electromagnetic torque ripple and cogging torque are
the main cause of ANV, which is produced by the interaction between time and
space harmonics inside the airgap of PMSM (EL-Refaie 2010; Besnerais et al. 2009;
Knopik and Binder 2011; Chattopadhyay et al. 2014).

Extreme vibration especially at resonance leads to adjoining components under
impact loading causes comfortless, reduction in power transmission efficiency,
further noise and catastrophic shaft and bearing failures (Huang et al. 2019a). There-
fore, need of analysis of design is there which will help in revealing the cause of
noise andvibration,which ultimately improve the effectiveness of vibration reduction
tactics, hence enhance the reliability and performance of EVs.

Xiaohua et al. (2020) presented an analytical mathematical model of electromag-
netic forces and analysis the characteristic parameters of generation of ANV by
PMSM drive for EVs applications.

All components under rotational motion are under torsion to some extent due
to source power fluctuation especially during starting, stopping and running condi-
tion. As Zhang et al. (2020) presented that source of ripple in torque is harmonics
present in three-phase voltage source inverter which induces torsion of components
and sometimes creates defects or even catastrophic failure of the transmission shaft
(Zhang et al. 2020). Manguelle et al. (2018) reported relation between current and
voltage harmonicswith torque at the output. Similarly, Han et al. (2013) give shaft life
prediction using power harmonics. Rabbi et al. presented multi-degrees of freedom
lumped model for torsional vibration analysis of shaft of submersible pump during
starting and stopping of motor shaft (Rabbi et al. 2020). Shen et al. present vibration
analysis of two stage gear system considering shaft crack into consideration to make
system reliable (Shen et al. 2020). Hence, to make system power efficient and reli-
able, it is very important to analyse the torsional vibration and stresses induced due
to harmonics in power supply and ripple in source torque. So, for enhancing system
reliability, in present chapter:
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• A detailed generalized framework based on multi-Degrees of Freedom (DOF)
lumped modelling for dynamic torsional vibration response is presented, which
can be easily extended for any type of mechanical power transmission shafts,
couplers and geared system especially in EVs and HEVs applications.

• The important step associated with modelling is number of DOF to be consid-
ered. Less number of DOF leads to inaccuracy and more number of DOF leads
to increase in computational cost. The present methodology is integrated with
optimum number of DOF or mode selection technique to enhance accuracy along
with computational advantage.

• A small-scale experimental setup driven by PMSMwhich is run by vector control
based SPWM technique is developed, for all experimental analysis related to
ANV.

Schematic layout of EVs andHEVs is shown in Fig. 27.1. The schematic layout of
EVs and HEVs are become combinations of power electronics components, batteries
and control logic.

The main objective of this book chapter is to present detailed elaborative study of
ANV of PM based electric drive using simulations and experimental results. Time-
domain and frequency-domain analysis is performed to show the effects of changing
the operating parameters of the power electronic converters on theANV. The focus of
this chapter is to develop a better understanding and to draw an operational concept
of ANV produced by PM electric drive from deduced theoretical and experimental
investigations. The experimental investigations are performed on a low-cost labo-
ratory setup of PM electric drive and acoustic chamber to validate the theoretical
deductions.

The organization of this chapter is as follows. Sources of acoustic noise and
vibration in permanent magnet based electric drive are given in Sect. 27.2. SPWM
based control strategy and operation characteristics of PM based electric drive is
discussed in Sect. 27.3. Small-scale experimental setup driven by PMSM trans-
mitting power to load DC generator which is required for validation of simulation
results is explained in Sect. 27.4. Further, a detailed and generalized modelling of

Fig. 27.1 Schematic layout of electric and hybrid electric vehicles
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torsional vibration induced in the same experimental setup is presented in Sect. 27.5.
Experimental validation of simulation results and key finding of results are discussed
in Sect. 27.6. Techniques for reduction of acoustic noise and vibration is given in
Sect. 27.7. Conclusion of this work is given in Sect. 27.8.

27.2 Sources of Acoustic Noise and Vibration of PM Based
Electric Drive

Electric vehicles have acoustic noise as an audible sound which is unwanted. Vibra-
tions may be supposed to state forward where they are transmitted to the body
through. The ANV are key factors to select an electric machine for industrial and
commercial applications. The power electronic converters are the heart of an electric
drive which operates at very high switching frequency range, during the normal oper-
ation of drives. Due to the non-sinusoidal output and high switching frequency of the
power electronic converters, it produces time harmonics as well as ANV in the elec-
tric drives. Also, vibration due to design parameters and power supply fluctuations
causes collision, bending and twisting issues of shafts of EVs which leads to acoustic
noise. For rotating electricalmachines,ANVhas been classified in the following three
categories: aerodynamic noise, mechanical noise and electromagnetic noise as given
in Fig. 27.2 (Gieras et al. 2006). In Basu et al. (2009), Pindoriya et al. (2018), authors
had presented a classification of ANV sources in electrical machines and its commu-
nication pathway to airborne sound. The Field Programmable Gate Array (FPGA)
based architecture of the hall sensor-based control system for PMSM drive is shown
in Fig. 27.3. The control system features the cascaded control principle included as
the inner loop current controller and outer loop speed controller with a sinusoidal
PWM technique for voltage source inverter-fed PMSM drive.

Fig. 27.2 Noise generation and propagation in electrical machines
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Fig. 27.3 The control block diagram of a hall sensor based PMSM drive

The mechanical structure of the stator and rotor of electric machines and design
parameters of power transmission line in Electric Vehicles are also the key factors
which influence the generation of ANV. The three-phase (3-F) star connected stator
winding of PMSM has its own natural frequency. When the frequencies of the
exciting forces match with the natural frequencies of three-phase star connected
stator winding, then resonance occurs, which produces a high level of acoustic noise
in PMSM drive. Therefore, it is essential to calculate the natural frequency of the
stator. There aremany techniques reported in the literature to find out natural frequen-
cies of the stator of PMSM (Rik et al. 2016; Verma et al. 1989). Similarly, the effect of
fluctuation in operating characteristics of PMdrive on power transmission line is to be
considered, to findout induced dynamic vibration response,which helps in improving
effectiveness of reduction of vibration and hence enhance system reliability.

27.3 Control Strategy and Operation Characteristics
of PM Based Electric Drive

Initially, vector control basedSPWMtechnique is used to runPMSM.Error in PMSM
speed is calculated by comparing actual speed with reference speed and processed
through the Proportional and Integral (PI) controller. The output of the PI controller
generates the current reference iq. With the help of theta (θ), idq is converted to i*abc.
Reference current i*abc, actual current (iabc) and carrier wave signals are fed to pulse
generator and pulse generator, generated pulses are fed to the three-phase inverter.
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The electric drives use solid-state power electronic converters, which produces
non-sinusoidal signals as supply voltage and current to electric drives. Depending
on the system’s configuration, the frequency of the generated harmonics may be of
any order. The order of the important harmonics having higher magnitudes are 3rd,
5th, 7th, and 11th only. Gieras et al. (2006) had presented a mathematical model
of electromagnetic noise and vibration which is generated due to electromagnetic
fields. A three-phase balanced stator has three similar windings shifted in space by
120° electrical. For a three-phase balanced stator (Ia, Ib and Ic), the amplitude of the
input stator current of each phase is

√
2I and 120° electrical phase shift, which are

given by (27.1)–(27.3):

Ia = √
2I cos(ωt) (27.1)

Ib = √
2I cos

(
ωt − 2π

3

)
(27.2)

Ic = √
2I cos

(
ωt − 4π

3

)
(27.3)

The Magneto-Motive Force (MMF) of a single-phase winding changing in space
and time can be resolved into two waves rotating in opposite directions, which can
be found by (27.4).
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where f (x, t) is the variation of the MMF with the linear coordinate x-axis with
respect to time (t), f mv is the magnitude of the vth harmonic of the MMF per phase,
v is the no. of the stator vth space harmonics or Poisson’s ratio, τ is the pole pitch
and ω is the angular frequency.

Based on (27.4) the space harmonics of the MMF produced by each phases
winding which are written by (27.5)–(27.7):
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According to (27.5)–(27.7), harmonics waves of the MMF of each phase are
shifted by the angle of (v ∓ 1)(2π/3) one from each other. From (27.5)–(27.7) it
can be easily identified that which order and what magnitude of the space harmonics
in MMF are present in the three-phase voltage source inverter-fed PMSM drive.
The Voltage Source Inverter (VSI) supplies the current, which is not pure sinusoidal
and rich in harmonics. The existing harmonics are further distinguished into, set
of time and space harmonics. These harmonics are the cause of vibrations in the
stator core of PMSM. The ripple produced in the torque finally leads to acoustic or
electromagnetic noise. Bolton et al. (1984), Le-Huy et al. (1986) presented a general
relation for the electromagnetic torque developed by a converter-fed PMsynchronous
motor is analyses for harmonic rich current waveform and the magnetic field flux
distribution. The torque harmonics frequencies depend upon stator phases and can
be calculated by the stator MMF harmonics rotational speeds with respect to the
synchronous rotor speed.

The stator supply phase current is assumed to be symmetrical and with no even
harmonics, then the phase current in the N th phase is given by (27.8) (Le-Huy et al.
1986; Bolton and Ashen 1984):

iN = I
∧
[
sin

(
ωt + (N − 1)

2π

N

)
+ KI3sin3

(
ωt + (N − 1)

2π

N

)
+ · · ·

]
(27.8)

where I
∧

is peak stator phase current, ω is supply frequency, i is instantaneous current
and K IP is peak value relative to fundamental of pth harmonic in current waveform.

Hence, the torque for 3-F PMSM is shown as (27.9) (Le-Huy et al. 1986; Bolton
and Ashen 1984):
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(27.9)

Torque ripple frequency will be 6, 12, 18… cycles per pole-pair of rotor position.
From (27.9), for the ideal case, if the field flux and the stator currents are perfect
sinusoidal, then the torque is constant and torque ripple will be zero. In practice,
due to the motor construction and the step field distribution, the induced EMF’s are
non-sinusoidal and contain high-order harmonics. The fundamental torque T 1 due
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to the fundamental of the stator ampere-conductor and field distribution is given by
putting with p = 1,

T1 = 0.5N I
∧

B
∧

mDLPKw1 (27.10)

For three-phase PMSM, N = 3 and the values of X (p, q) and Y (p, q) are X (p, q)
= 1 for |p-q| = 0, 3, 6… and Y (p, q) = 1 for p + q = 3, 6, 9… and zero otherwise.

Since the torque harmonics/ripples are a function of stator current time-
harmonics/rippleswhich in turn contributes to the production of PMSMANV.Hence,
once the magnitude and order of harmonics are known then suitable techniques like
spread harmonics spectrum over the time range through random PWM techniques
can be easily implemented for ANV reduction for PMSM drive.

The harmonics in the current–voltage inverter output with high ripples produces
corresponding torque with high ripples causes twist and untwist or angular acceler-
ation or deceleration of shaft about axis of rotation, may lead to fracture of shaft.
Torque response (τ ) at the motor shaft of PMSM is shown in Fig. 27.4 and measured
experimentally using in-line torque sensor (Torque constant = 0.49 N-m, range 0–
5 N-m for 12,000 rpm, manufactured by FUTEK) placed over PMSM and DC gener-
ator for vibration analysis. Using waveform from Fig. 27.4, mathematically torque
waveform can be expresses as (27.11).

τ = 1.06 + 0.117 sin 314t (27.11)

The torque waveform as shown in Fig. 27.4 acts as initial input for vibrational
analysis and hence leads to acoustic noise.

Fig. 27.4 Torque ripple measured at shaft (S1) of PMSM drive
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27.4 Small-Scale Experimental Setup of PMSM Coupled
with DC Generator

A three-phase star-connected inverter fed PMSM drive is used for the analysis of
ANV. For modelling, analysis and results validation of ANV, a small-scale experi-
mental setup is considered as shown in Figs. 27.5, 27.6, 27.7, 27.8, and 27.9, in which
PMSM is coupled with DC generator through end to end coaxially coupled stepped
shafts. A schematic layout and pictorial view of the experimental set-up are shown
in Figs. 27.5 and 27.6, respectively. For measurement of acoustic noise and vibration
of electric machines, a highly effective low-cost acoustic chamber has been designed
with the highest cut-off frequency of 40 Hz. The whole setup is placed inside low-
cost acoustic chamber to measured exact acoustic noise of PMSM drive as shown
in Fig. 27.7. Also, Table 27.1 summaries the experimental system parameters of the
PMSM drive used for this study.

The real-time National Instrument (NI) Compact Reconfigurable Input–Output
(c-RIO) 9081 from National Instruments Pvt. Ltd. use as a NI-DAQ. Compact-RIO
controllers are embedded real-time controllers that are ideal for advanced control
and monitoring applications. The controller with a compatible compact chassis. The
8-slot, 1.06 GHz Dual-Core CPU, 2 GB DRAM, 16 GB Storage, Xilinx Spartan-6
LX75 Field ProgrammableGate Array (FPGA). For the realization ofmeasurements,

Fig. 27.5 Schematic layout of a low-cost acoustic chamber for measure of acoustic noise of electric
motors
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Fig. 27.6 An experimental setup for characterize of a low-cost acoustic chamber

Fig. 27.7 Schematic diagram of experimental setup for analysis of ANV of PMSM drive

a directive sound source was used, placed microphones in two different locations.
Microphone-1 put inside the chamber and microphone-2 put outside the chamber, as
shown in Fig. 27.6.
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Fig. 27.8 An experimental setup for analysis of ANV of PMSM drive

Fig. 27.9 Acoustic chamber with sensors and PMSM drive

The complete setup having PMSM coupled with DC generator through end to
end coaxially coupled shaft (placed inside acoustic chamber as shown in Fig. 27.9)
which is required for vibration analysis is shown in Fig. 27.10.

Schematic layout of PMSM driven experimental setup is shown in Fig. 27.11.
Power from motor shaft (S1) used to drive generator shaft (S3) through shaft (S2).
Generally axial, transverse and torsional vibrations are present, if axial motion is
arrested as in most of the cases, only transverse and torsional vibration are there in
electric vehicles power transmission system. Transverse vibration is usually found
where aspect ratio is high and span between end supports of shaft is high. Roller
support (B2) is attached over shaft S2, to reduce the chances of shaft whirl because of
high aspect ratio and eccentricity from support, therefore only torsional vibration is
considered and lateral or transverse vibration is neglected. Claw coupling (A) with
discs (C1) and (C2) are attached with shaft S1 and S2, and claw coupling (B) having
disc (C3) and (C4) are attached with shaft S2 and S3, respectively. Claw couplings
are flexible coupling easily transmit power between non-coaxial shaft also. Inbuilt
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Table 27.1 Experimental setup specification of PMS drive

Specification item Value Unit

Power 1.07 kW

Rated speed 3000 rpm

No. of poles 04

Torque cont. stall 3.6 N-m

Current cont. stall 6.29 A

Rated bus voltage 300 V

Per phase resistance 3.07 �

Per phase inductance 6.57 mH

Rotor inertia 1.4–1.8 kg-m2

Spartan 3AN FPGA kit 20 MHz Clock frequency

Peak current 16 A

Torque constant 0.49 N-m/A

IGBT based inverter stack 600, 30 V, A

Microphone (1/2′′ free-field) 10 mV/Pa

Accelerometer sensitivity 10 mV/g

Fig. 27.10 Small-scale experimental setup with PMSM driven including coupled shaft and load
DC generator

Fig. 27.11 Schematic layout of PMSM drive experimental setup
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bearing (B1) is present in between shaft S1 and motor hub, similarly, B3 is inbuilt
bearing present in generator shaft S3 and its hub.

27.5 Generalized Framework of Dynamic Response
of Torsional Vibration in PMSM Drive Coupled
with Load DC Generator

Torsional vibrations in end to end coaxially coupled shaft are produced due to high
ripples in torque as shown in Fig. 27.4 which act as input for modelling of torsional
vibration. The detailed generalized procedure and analysis for steady state response
of torsional vibration is as follows.

Step 1: Calculation of optimum number of lumped elements, Natural frequen-
cies and mode shape at resonance

To analyse dynamic response of torsional vibration various methods are used in
literature. Analytic methods in which system is considered as continuous, results in
partial differential equations and especially for such complex system, complex Partial
Differential Equation (PDE) are formed, which are computationally expensive and
sometime unsolvable. To solve these differential equation, approximate methods like
Finite Element Method (FEM) and various software based on FEM like NASTRAN,
SAP, ADINA, ABAQUS, ANSYS etc., are introduced which convert these PDE’s
to set of linear equation (Chengsheu and Wenchen 2000; Junhui 2019). But because
of limitation such as lengthy pre-processing like geometry preparation, material
properties, meshing, boundary condition as input from user make it time consuming
and computationally expensive (Seung et al. 2016). So, a lumpedmodellingmethod is
introduced in which whole structural domain is discretised into some finite lumped
masses and degree of freedom corresponding to each lumped mass is evaluated,
which reveals the behaviour of system (Huang et al. 2019b; Qianwen et al. 2017).
External loading conditionsmay be thermal, electrical, acoustic, magnetic or amulti-
physics problem (Chengsheu and Wenchen 2000). This method is computationally
efficient with a level of accuracy (Rao 2016). Also, some researchers integrated
FEMwith lumped modelling like for vibration analysis problem. Sometime, lumped
model is not able to incorporate various geometrical or boundary conditions like
stepped beam, eccentric loading. So, researchers had done modification work in
conventional lumpedmodelling to make it suitable for specific problem. In literature,
an improvement in lumpedmodel is presented, for transverse vibration analysis using
piezoelectric sensors. Lumped method is still a preferred choice in latest research
paper for vibration analysis and in other areas (Huang et al. 2019b ; Qianwen et al.
2017), reveals its computational effectiveness.

In lumped model, system is discretized, and finite lumped masses are created and
the torsional vibrational characteristics like angular displacement, natural frequen-
cies etc., are calculated for respective lumped element. Lumped model has less
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Fig. 27.12 Lumped parametric modelling of torsional vibration in PMSM coupled with DC
generator

accuracy compared to FEM but various accuracy enhancement techniques are there
which will make lumped model accurate along with advantage of computationally
inexpensiveness (Rahman and Gupta 2020; Papadrakakis et al. 2000; Cremer and
Heckl 1988). One suchmethod is effectivemass andmass participation factormethod
which helps to decide optimumnumber of lumped elementswhich is to be considered
(Rahman and Gupta 2020; ABBManual 2015; Papadrakakis et al. 2000). According
to this method, modes with relatively high effective modal masses are more likely
to be excited using external electromagnetic torque and the number of modes to be
considered in such a way that the total effective model mass of lumped model is at
least 95% of the actual mass (Papadrakakis et al. 2000). In the present case, we have
torsional vibration so actual mass is combined polar moment of inertia of the system.
So initially a guess of five number of lumped elements are considered as shown in
Fig. 27.12.

Step 1.1: Modelling of Torsional vibration equation corresponding to each
lumped element

In lumped parametric modelling, each component including PMSM and DC Gener-
ator is replaced by torsional spring, damper and polar moment of inertia (Rao
2016; Irvine 2015). PMSM (M) is considered as first lumped element in the present
system. S1 shaft along with disc C1 of claw coupler A as 2nd element, C2-S2-C3 as
3rd, C4-S3 as 4th and generator as 5th element respectively (Manjibhai et al. 2021). In
this way, 5 degrees of freedom lumped system is established. θ1 to θ5 and J1 to J5 are
degree of freedom in radians and inertia of each lumped mass. (Kt)M and (Ct)M are
torsional stiffness and coefficient of damping of PMSM used in experimental setup.
(Kt)S1+C1 ((Kt)p), (Kt)C2+S2+C3 ((Kt)r) and (Kt)C4+S3 ((Kt)t) are stiffness and (Ct)S1+C1
((Ct)q), (Ct) C2+S2+C3 ((Ct)s) and (Ct)C4+S3 ((Ct)u) are damping of lumped mass 2nd,
3rd and 4th, respectively. (Kt)b3 is stiffness of B3 bearing. (Kt)G and (Ct)G are stiff-
ness and coefficient of damping of load DC generator, respectively. τ , τ b1, τ b2, and
τ b3 are source torque and resisting torque at B1, B2, B3, bearings, respectively.

For jth arbitrary lumped mass, all possible torque and their directions is shown in
Fig. 27.13 that further used in place of any lumped element.

where, θ j, J j, K tj, and Ctj, are angular displacement, inertia, stiffness and coefficient
of damping of arbitrary jth element. τj is the source torque having ripples due to
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Fig. 27.13 Generalized free
body diagram of jth lumped
element

power harmonics, and τbj is frictional torque at each bearing. (Kt)j+1 and (Ct)j+1 are
stiffness and coefficient of torsional damping of successive (j+1)th lumped mass.
Similarly, θj-1 is the DOF of preceding (j-1)th lumped mass. (Ct)j (θ̇ j-θ̇ j-1) and (Kt)j
(θj−θj−1) are torsional torque exerted by equivalent spring and damper of jth lumped
mass. Similarly (Ct)j+1 (θ̇ j+1 − θ̇ j ) and (Kt)j+1 (θj+1- θj) are torsional torque due
to damping and spring exerted by damper and equivalent spring of (j+1)th lumped
mass.

Using Newton’s 2nd law of motion for rotational system, the differential equation
representing state of motion of jth lumped mass as shown in Fig. 27.13, is given by
(27.12).

Jj θ̈ j + (Kt ) j
(
θ j − θ j−1

)+ (Ct ) j
(
θ̇ j − θ̇ j−1

)− (Kt ) j+1

(
θ j+1 − θ j

)
− (Ct ) j+1

(
θ̇ j+1 − θ̇ j

) = τ j − τbj (27.12)

Table 27.2 represents various parameters as in (27.12) corresponding to respective

Table 27.2 Values of generalized coefficient corresponding to respective lumped element

Element no. 1 2 3 4 5 jth

Jj J1 J2 J3 J4 J5 Jj

θj θ1 θ2 θ3 θ4 θ5 θj

(Kt)j (Kt)M (Kt)p (Kt)r (Kt)u (Kt)b3 (Kt)j

θj-1 0 θ1 θ2 θ3 θ4 θj-1

(Ct)j (Ct)M (Ct)q (Ct)s (Ct)v 0 (Ct)j

(Kt)j+1 (Kt)p (Kt)r (Kt)u (Kt)b3 (Kt)G (Kt)j+1

θj+1 θ2 θ3 θ4 θ5 0 θj+1

Ct)j+1 (Ct)q (Ct)s (Ct)v 0 (Ct)G Ct)j+1

τj 0 τ 0 0 0 τj

τbj 0 τb1 τb2 τb3 0 τbj
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lumped element.
Using Tables 27.2 and (27.12), equation of motion for any number of lumped

elements are given as.
For motor as 1st element after simplification,

J1θ̈1 + ((Ct )M + (Ct )q
)
θ̇1 − (Ct )q θ̇2 + ((Kt )M + (Kt )p

)
θ1 − (Kt )pθ2 = 0

(27.13)

Similarly, for 2nd, 3rd, 4th and 5th lumped masses, equations of motion shown
as (27.14), (27.15), (27.16) and (27.17).

J2θ̈2 + ((Ct )q + (Ct )s
)
θ̇2 − (Ct )q θ̇1 − (Ct )s θ̇3 + ((Kt )p + (Kt )r

)
θ2 − (Kt )pθ1

− (Kt )rθ3 = τ − τb1 (27.14)

J3θ̈3 + ((Ct )s + (Ct )r )θ̇3 − (Ct )s θ̇2 − (Ct )q θ̇4 + ((Kt )r + (Kt )q
)
θ3 − (Kt )rθ2

− (Kt )rθ4 = −τb2 (27.15)

J4θ̈4 + ((Ct )r + (Ct )b3

)
θ̇4 − (Ct )s θ̇3 − (Ct )b3 θ̇5 + ((Kt )u + (Kt )b3

)
θ4 − (Kt )uθ3

− (Kt )b3θ5 = −τb3 (27.16)

J5θ̈5 + (Ct )G θ̇5 + ((Kt )b3 − (Kt )G
)
θ5 − (Kt )b3θ4 = 0 (27.17)

Similarly, for jth element, an equation can be written as:

J j θ̈ j + (Kt ) j
(
θ j − θ j−1

)+ (Ct ) j
(
θ̇ j − θ̇ j−1

)− (Kt ) j+1
(
θ j+1 − θ j

)− (Ct ) j+1
(
θ̇ j+1 − θ̇ j

)
= τ j − τbj (27.18)

These equations in matrix form are written as:

[J ] j× j

{
θ̈
}
j×1 + [Ct ] j× j

{
θ̇
}
j×1 + [Kt ] j× j {θ} j×1 = {τ } j×1 (27.19)

This equationwill give j number of natural frequencies, mode shapes and dynamic
response of torsional vibration. As initially five elements (j = 5) are considered, so
(27.19) can be written using (27.13) to (27.17) in expanded form as (27.20).

⎡
⎢⎢⎢⎢⎢⎣

J1 0 0 0 0

0 J2 0 0 0

0 0 J3 0 0

0 0 0 J4 0

0 0 0 0 J5

⎤
⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎣

θ̈1

θ̈2

θ̈3

θ̈4

θ̈5

⎤
⎥⎥⎥⎥⎥⎦

+

⎡
⎢⎢⎢⎢⎢⎣

(Ct )M + (Ct )q −(Ct )q 0 0 0

−(Ct )q (Ct )q + (Ct )s −(Ct )s 0 0

0 −(Ct )s (Ct )s + (Ct )v −(Ct )v 0

0 0 −(Ct )v (Ct )v 0

0 0 0 0 (Ct )G

⎤
⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎣

θ̇1

θ̇2

θ̇3

θ̇4

θ̇5

⎤
⎥⎥⎥⎥⎥⎦
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+

⎡
⎢⎢⎢⎢⎢⎣

(Kt )M + (Kt )p −(Kt )p 0 0 0

−(Kt )p
(
(Kt )p + (Kt )r

) −(Kt )r 0 0

0 −(Kt )r
(
(Kt )r + (Kt )u

) −(Kt )u 0

0 0 −(Kt )u
(
(Kt )u + (Kt )b3

) −(Kt )b3

0 0 0 −(Kt )b3
(
(Kt )b3 + (Kt )G

)

⎤
⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎣

θ1

θ2

θ3

θ4

θ5

⎤
⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎣

0

τ − τb1

−τb2

−τb3

0

⎤
⎥⎥⎥⎥⎥⎦

(27.20)

Step1.2:Calculationof various geometricparameters required in lumpedmodel

Asmentioned in (27.20), along with external loading, various geometrical and mate-
rial parameters are required to find out the dynamic response of torsional vibration of
system. This step is also generalized by considering a stepped generalized element
as shown in Fig. 27.14.

To find out various parameters required in (27.20) like J j, (K t)j, (Ct)j which are
inertia, stiffness, coefficient of damping and τ j is source torque and τ bj is frictional
torque at bearings for jth element respectively, the methodology used is as follows.

Equivalent torsional stiffness ((Kt)j): For equivalent torsional stiffness of gener-
alized jth elementwhich is assumed as Fig. 27.14, is a series combination of n number
of shaft and coupler which are in the form of a solid circular disc having varying
diameter and length is given as

(Kt ) j = 1

(Kt ) j1
+ 1

(Kt ) j2
+ . . . . . . .

1

(Kt ) jn
(27.21)

where, (Kt ) jn is nth disc in jth element.

(Kt ) jn = G j (Ja) jn
L jn

, n varies from 1 to n. (27.22)

where, Gj is the Shear modulus of components (for stainless steel (Grade-304), Gj

is 77 × 103 MN/m2) and its density is 7780 kg/m3 (Cremer and Heckl 1988; Bach-
mann and Ammann 1995). (Ja)jn, Ljn is inertia and length of nth disc in jth element,
respectively. where,

Fig. 27.14 Generalized jth
element
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(Ja) jn = πd4
jn

32
; n varies from 1 to n. (27.23)

where, djn is the diameter of various coaxial shaft & coupler present in jth element as
shown in Fig. 27.14. Using (27.23) in (27.22), and then (27.22) in (27.21), equivalent
torsional stiffness (K t)j of a generalized jth element is calculated.

Mass polar moment of inertia (Jj): Mass polar moment of inertia of assumed
jth element is given as

(J ) j = m j1d2
j1

8
+ m j2d2

j2

8
+ . . . . . .

m jnd2
jn

8
(27.24)

where, mjn is mass of nth disc in jth element.
This generalized methodology is used for small scale experimental setup of

initially assumed five number of lumped elements as follows.
For PMSM and DC Generator (lumped element 1 and 5), the value of torsional

stiffness (Kt ) and polar moment of inertia (J) is directly taken from the manufacturer
catalog (ABB Manual 2015) and given in Table 27.3.

For lumped element 2, 3 & 4, value of torsional stiffness (Kt ) and inertia (J) is
calculated using above stated methodology and various geometrical parameters and
calculations are in tabular form given as follows.

For lumped element -2
See Fig. 27.15 and Table 27.4.
For lumped element -3

Table 27.3 PMSM and load DC generator parameters

Element No Inertia (J) Inertia
(kg-m2)

Stiffness
(Kt)

Stiffness
(N-m/rad)

1 (PMSM) J1 1.6 (Kt )M 0.0434

5(DC generator) J5 2.4 (Kt )G 0.642

Fig. 27.15 Parameters of lumped mass-2 (Scale 1:1)
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Table 27.4 Parameters of lumped mass-2

Parameters Values
(m)
× 10–3

Mass
(kg)
× 10–3

J
(kg-m2)
× 10–7

(Kt)p
N-m/rad

D11, L11 22,10 22.56 17.88 4.36 × 105

D12, L12 49, 13 190.63 572.11

D13, L13 54,12 213.7 778.95

L14, H14, W14 12, 20, 54 100.8 278.59

J2 =∑ J = 1647.53 × 10–7

See Fig. 27.16 and Table 27.5.
For lumped element -4
See Fig. 27.17 and Table 27.6.

Fig. 27.16 Parameters of lumped mass-3 (Scale 1:2)

Table 27.5 Parameters of lumped mass-3

Parameters Values
(m)

× 10−3

Mass
(kg) × 10−3

J
(kg-m2)

× 10−7

(Kt)r
N-m/rad

L21, H21, W21 (Cavity) 10, 40, 54 −168.048 −632.42 0.146 × 105

D22, L22 54, 23 409.60 1492.99

D23, L23 49, 12 175.963 528.10

L24, D24 60, 19 132.28 59.69

L25, D25 20, 57 396.85 1611.70

L26, D26 28, 65 722.99 3815.65

L27, H27, W27 18, 40, 65 −364.104 −1767.4

J3 =∑ J = 5108.29 × 10–7
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Fig. 27.17 Parameters of lumped mass-4 (Scale 1:1)

Table 27.6 Parameters of Lumped Mass-4

Parameters Values
(m)

× 10−3

Mass
(kg) × 10−3

J
(kg-m2)

× 10−7

(Kt)u
N-m/rad

L31, H31, W31 15, 20, 65 151.71 584.71 2.56 × 105

D32, L32 65, 13 335.44 1771.54

D33, L33 57, 20 396.85 1611.70

L34, D34 50, 38 440.94 795.89

J4 =∑ J = 4763.84 × 10–7

Step 1.3: Natural frequencies and mode shape calculations

For natural frequencies or frequencies at resonance and mode shape calculations,
(27.19) rewrite as (27.25).

[J ] j× j

{
θ̈
}
j×1 + [Kt ] j× j {θ} j×1 = {0} (27.25)

By considering sinusoidal solutionwhose resonance frequency isωn and vibration
magnitude is {θ0}, (27.25) rewrite as (27.26).

([D] − λ[I ]){θ0} = {0} (27.26)

where [D] is given as [J ]−1[Kt ] is called as dynamic matrix, λ is ωn2 called as eigen
values of system. Equation (27.26) gives j no. of natural frequency (ωnj) and mode
shape (θ0 j ). Using the parameters from Step 1.2 in (27.26), five natural frequencies
are obtained and given in Table 27.7.

Table 27.7 Resonance frequency corresponding to each lumped mass

Mode number 1 2 3 4 5

Natural frequency (Hz) 23.78 34.6 3.133 × 103 7.855 × 103 8.33 × 103
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Putting these natural frequencies in (27.26), mode shape (θ0 j ) can be obtained. For
plotting purpose, all mode shapes are converted to scale of 1, called as displacement
normalized (θNi) and shown in Fig. 27.18.

For dynamic behaviour of the system, a modal analysis approach is used. Further,
these, 8Nj are ortho-normalized. 8Nj are already orthogonal but are not inertia
normalized. Aj is modal mass multiplied with 8Nj to make them inertia-normalized.

where

A j =
√

1[
θN j
]T
[J ]
[
θN j
] (27.27)

where j varies from 1 to 5.
Hence,

A1 = 0.7587, A2 = 0.6194, A3 = 42.683, A4 = 44.184 and A5 = 77.8274.
(27.28)

Hence, modes become orthogonal and also inertia normalized by multiplying Ai,
So,

{θON1} = [0.75; 0.74; 0.22; 0.19; 0.18]
{θON2} = [0.22; 0.19; −0.56; −0.60; −0.61]
{θON3} = [0.001; −1.61; −42.68; −12.002; 0.01]
{θON4} = [−0.0003; 3.36; 11.55; −44.18; 0.006]
{θON5} = [0.007; −77.82; 1.38; −1.66; 0.0002] (27.29)

Hence, ortho-normalized modal matrix.

[θON] = [θON1, θON2, θON3, θON4, θON5] (27.30)

Step 1.4: Optimum number of lumped elements using effective modal mass and
mass participation factor method.

In this step, the initial guess of five number of lumped elements is tested using
effective modal mass and mass participation technique. For this, orthonormalized
mode are required as calculated in step 1.1 to step 1.3.

Step 1.4.1: Calculation of influence vector {r}

Influence vector represents the value of the degree of freedom (angular displacement)
of all lumped elements when the whole body is assumed as a rigid body and fixed
supports are rotated by unit degree. So as the body is rigid for calculating the influence
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Fig. 27.18 Mode shapes corresponding to each lumped mass: (a) lumped model and (b) mode
shapes for all lumped masses at resonance
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vector, so all lumped elements are displaced by unity (i.e., 1 rad). Let initial guess
of 5 number of mode or indirectly 5 number of degrees of freedom.

Hence,

{r} = [1; 1; 1; 1; 1] (27.31)

Step 1.4.2: Calculation of coefficient vector {L}

{L} = [θON]
T [J ]{r} (27.32)

{L} = 10−2

⎡
⎢⎢⎢⎢⎢⎣

75.9 22.2 0.1 −0.04 0.78
74.13 19.64 −161.2 336.8 −7782.7
22.1 −56.28 −4268.4 −4418.8 −166.32
19.02 −60.62 −1200.2 −4418.48 −166.32
18.11 −61.94 1.08 0.63 0.02

⎤
⎥⎥⎥⎥⎥⎦

T

10−4

⎡
⎢⎢⎢⎢⎢⎣

16000 0 0 0 0
0 1.647 0 0 0
0 0 5.108 0 0
0 0 0 4.763 0
0 0 0 0 24000

⎤
⎥⎥⎥⎥⎥⎦

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

1
1
1
1
1

⎫⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎭

{L} = 10−7

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

16489983.6
−11322567.7

26.67
2.45
0.81

⎫⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎭

(27.33)

Step 1.4.3: Calculation of Model Participation Factor (MPF)

The MPF for jth mode is given as

MPF j = L j1(
Jg
)
j j

(27.34)

As modal vectors are orthonormalized so the generalized mass polar moment of
inertia matrix ([Jg]) is an identity matrix. so

(
Jg
)
j j = 1. It means.

MPFj = L j1 (27.35)

The effective modal mass for jth mode ((Jeff)j) is given as
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(
Jef f

)
j = MPF2

j(
Jg
)
j j

(27.36)

On calculating.
(Jeff)1 = 2.71 kg-m2

(Jeff)2 = 1.28 kg-m2

(Jeff)3 = 7.1 × 10–12 kg-m2

(Jeff)4 = 6 × 10–14 kg-m2

(Jeff)5 = 6 × 10–15 kg-m2

Total actual polar moment of inertia of system is given as

Jactual =
5∑
j=1

JJ = J11 + J22 + J33 + J44 + J55

Jactual = 10−4 × (16000 + 1.647 + 5.108 + 4.763 + 24000)

Jactual = 4.0016 kg-m2

Contribution of the first mode ineffective mass

%
(
Jef f

)
1 =

(
Jef f

)
1

Jactual
× 100

%
(
Jef f

)
1 = 2.71

4.0016
× 100 = 67.72%,< 95%

Contribution of first two modes ineffective mass

%
(
Jef f

)
2 =

(
Jef f

)
1 + (Jef f )2
Jactual

× 100

%
(
Jef f

)
2 = 2.71 + 1.28

4.0016
× 100 = 99.71%,> 95%

As the minimum modes number is taken in a way that their sum of effective
mass is at least 95% (Song and Su 2017). So, in the present case, the number of
significant modes (m) is equal to 2. For Rayleigh damping and dynamic response
calculation (Song and Su 2017), a number of modes or degree of freedom are 2.5
times of significant number of modes (m). Therefore, a number of modes to take
advantage of less computational time along with ensuring accuracy is (2.5 × 2
= 5). Hence, five number of modes are optimum for the considered system and
further dynamic response of torsional vibration calculation is done by considering
five lumped elements.
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Step 2: Dynamic response of torsional vibration of lumped masses of experi-
mental setup

As in step 1.3, modes become orthonormalized which helps in ease in computa-
tion during torsional vibration calculations. Orthonormalized mode shape satisfy the
conditions as given in (27.37).

[
θONj

]T
[J][θONi] = 0 and

[
θONj

]T
[K][θONi] = 0 (27.37)

Now,
[
J
]{

θ̈
}+ [Ct ]

{
θ̇
}+ [ Kt

]{θ} = {τ } (27.38)

By principal coordinate qi(t) these all equation of motion represented by differ-
ential equation become independent or uncoupled. By theorem of expansion qi(t) is
expressed as (27.39).

{θ} = [θON]{q}and{q}[q1; q2; q3; q4; q5] (27.39)

where q1, q2, q3, q4, and q5 are principal coordinates for each lumped mass. Using
(27.39) in (27.38) further multiplying [8ON]T, equation become

[θON]
T
{
[J ][θON]{̈q} + [θON]

T [Ct ][θON]{̇q} + [θON]
T [Kt ][θON]{q

} = [θON]
T {τ }
(27.40)

Also, as modes are inertia normalized, so [8ON]T [J][8ON]become identity matrix
called generalized inertia matrix ([Jg]) and [8ON]T [K][8ON] become diagonal matrix
with ωnj2 as diagonal element, named as generalized stiffness matrix ([Kg]) where,
ωnj is natural frequency. [8ON]T [Ct][8ON] is the generalized damping matrix ([Cg]).

Step 2.1: Calculation of generalized damping matrix ([Cg])

In this step, the procedure for calculation of modal damping ratio (ξ ) and damping
matrix is presented which is generalized for any shaft coupler system. For torsional
damping, the present system is in such a way that its damping matrix is a linear
combination of inertia and stiffness matrix. This mentioned in (Song and Su 2017),
that this assumption can be used where inertia and stiffness matrix is symmetric and
in present case these matrices are symmetric. i.e.,

Ct = α[J ] + β[Kt ] (27.41)

where α and β are constants. This is called Rayleigh damping, classically damped
or proportional damping.

This is used in generalized damping matrix ([Cg]) i.e.,

[Cg] = [θON]
T [Ct ][θON] (27.42)
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Using (27.42) in (27.41)

[Cg] = α[θON]
T [J][θON] + β[θON]

T [Kt ][θON] (27.43)

Using property of orthonormality of modes as in paper, i.e.,

[θON]
T[J][θON] = I (Identity matrix) (27.44)

And

[θON]
T[Kt] [θON] = diag

(
ω2
nj

) (
diagonal matrix having diagonal elementω2

nj

)
(27.45)

Using (27.44) and (27.45) in (27.43),

[
Cg
] = α[I] + βdiag

(
ω2
ni

)
(27.46)

And as in (27.40),

α + βdiag
(
ω2
ni

) = 2 × ξi × ωni (27.47)

where ξ j is modal damping ratio.

ξi = α

2 × ωni
+ β × ωni

2
(27.48)

To find α and β, by using (Papadrakakis et al. 2000; Irvine 2015). It seems from
(27.48) that initially for a small value of ωnj vary from 0.5–8.5 rad/s as given in
(Papadrakakis et al. 2000) α

2×ωnj factor dominates and variation of ξ j vs ωnj is not
linear. But for, ωni > 8.5 rad/s the variation become linear. In the present case the
minimum natural frequency i.e., first natural frequency is 1.495 × 102 rad/s. Hence,
for the present case and also it is said in Rao (2016), in most of the cases, linear
variation is assumed between ξ j vs ωnj. From ( Bachmann and Ammann 1995, ISO
2001), for carbon steel (Grade -304), the upper and lower bond of damping ratio
varies from 0.001 to 0.002. The minimum value of ξ is considered at a first natural
frequency and maximum value at a natural frequency of the last mode which is
significant, i.e., in present case up to 2nd mode Therefore, the highest value of ξ

is at a natural frequency corresponding to the 2nd mode. Hence for mode 1, modal
damping ratio ξ 1 = 0.001, and for the last significant mode (in this case 2nd mode)
ξ 2 = 0.002. Further, for calculation of remaining ξ i, the following methods are
followed-

Method 1- Considering linear variation between ξ i and ωni as an angular
frequency in the present case is higher.

Using linear interpolation
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ξi − ξ1

ωn,i+1 − ωnm
= ξm − ξ1

ωnm − ωn1
, for,m < i < 2.5m (27.49)

where m is a number of significant modes. By using (27.49), ξ 3, ξ 4, and ξ 5 are
calculated i.e., modal damping ratio corresponding to 3rd, 4th, and 5th modes are
calculated.

Method 2- Using data points as mentioned above ξ 1 = 0.001, ξ 2 = 0.002, ωn1 =
1.495 × 102 rad/s and ωnm = 2.177 × 102 rad/s (in present case m = 2) in (27.50)

β = (2 × ξ1 × ωn1) − (2 × ξm × ωnm)

ω2
ni − ω2

nm

(27.50)

where ξ 1, ξm are modal damping ratios for 1st and last significant mode (i.e., m= 2).
And ωn1 and ωnm are natural frequency in rad/sec for 1st and last significant mode
(m = 2).

(27.50) gives β and using (27.51) i.e.,

α + β
(
ω2
n1

) = 2 × ξ1 × ωn1 (27.51)

Equation (27.51) gives α. Using (27.52).
i.e.,

α + β
(
ω2
ni

) = 2 × ξi × ωni (27.52)

It gives ξ3, ξ4, and ξ5 i.e., modal damping ratio corresponding to 3rd, 4th, and 5th
modes are calculated.

Method 3- Using data points as mentioned above ξ1 and ξ2.5 m as calculated in
the previous step and ωn1 = 1.495 × 102 rad/s and ωn,2.5 m = 5.237 × 104 rad/s (in
present case m = 2) in (27.53)

β = (2 × ξ1 × ωn1) − (2 × ξ2.5m × ωn,2.5m
)

ω2
ni − ω2

n,2.5m

(27.53)

where ξ1, ξ2.5 m are modal damping ratios for 1st and last mode (i.e., 2.5 × m = 5).
And (ωn)1 and (ωn)2.5 m are natural frequencies in rad/s for 1st and last mode (i.e.,
5th mode).

(27.53) gives β and using (27.54) i.e.,

α + β
(
ω2
n1

) = 2 × ξ1 × ωn1 (27.54)

(27.4) gives α. Using (27.55).
i.e.,
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α + β
(
ω2
ni

) = 2 × ξi × ωni (27.55)

It gives ξ3, ξ4, and ξ5 i.e., modal damping ratio corresponding to 3rd, 4th, and 5th
modes are calculated.

Method 4- In this method, the average value of ξi obtained in method -2 and
method -3 are considered. So, in actual practice which method seems to be near to
linear interpolation values that method is followed. This is the procedure of finding
modal damping ratio ξi. But as in Rao (2016), to avoid such a long procedure,
authors considered a constant value of modal damping ratio within the limit of accu-
racy. Hence, ξi is equal to 0.0015, constant for all modes, and found that this value
best fits the values that come from the linear interpolation method. In this way,
the torsional damping coefficient used in the generalized torsional damping matrix
([Cg])is calculated.

Step 2.2: Calculation of resisting bearing torque (τbj): τbj is resisting torque
offered by ball bearing and its empirical relation (27.56) is taken from manufacturer
catalogue.

τb = 0.5 × 0.0015 × radial force (N) × bearing bore dia (m). (27.56)

where the radial force (N) is calculated using the shear force diagram method and
shown in Table 27.8.

Putting all these in (27.40) and the uncoupled five second order differential
equation in principal coordinates are obtained as (27.57)–(27.61)

q̈1 + 0.45q̇1 + 22337.8q1 = 0.78 + 0.87sin314t (27.57)

q̈2 + 0.65q̇2 + 47380.5q2 = 0.21 + 0.02sin314t (27.58)

q̈3 + 59.0q̇3 + 38751.2 × 104q3 = −1.7 − 0.18sin314t (27.59)

q̈4 + 148.1q̇4 + 24.36 × 108q4 = 3.51 + 0.394sin314t (27.60)

q̈5 + 157.1q̇5 + 27.42 × 108q5 = −82.45 − 9.1sin314t (27.61)

Table 27.8 Resisting torque offered by bearings

Sr. No Name of bearing Radial force (N) Bore diameter (m) Resisting torque (τ bj )

(N-m)

1 B1 13.37081 22 × 10–3 2.265 × 10–4

2 B2 1.25 19 × 10–3 1.7281 × 10–5

3 B3 16.06351 38 × 10–3 4.5781 × 10–5
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These equations can be generalized as

q̈i + Ci q̇i + Diqi = Ei + Bisinωi t (27.62)

whose solution is given as (27.63)

qi (t) = Ei

Di
+ Bi

/
Di × sin(ωi t − ∅i )√(
1 − r2i

)2 + (2ξi ri )
2

(27.63)

where∅i = tan−1

(
2ξi ri
1 − r2i

)
and ri = ωi

(ωn)i
(27.64)

By putting all values of Ei, Di, and Bi from (27.57)–(27.61) in (27.63, 27.64), the
steady state response in principal coordinate are:

q1 = 3.516 × 10−5 + 1.137 × 10−5sin(314t−3.138) (27.65)

q2 = 4.393 × 10−6 + 4.486 × 10−7sin(314t−3.135) (27.66)

q3 = − 4.405 × 10−9− 4.868 × 10−10sin
(
314t − 4.784 × 10−5

)
(27.67)

q4 = 1.465 × 10−9 + 1.617 × 10−10sin
(
314t − 1.907 × 10−5

)
(27.68)

q5 = − 3.006 × 10−8− 3.319 × 10−9sin
(
314t − 1.975 × 10−5

)
(27.69)

Putting Eqs. (27.65–27.69) in (27.39), steady state response of torsional vibration
is {θ} = [8ON] {q} and is plotted as Fig. 27.19.

27.6 Experimental Validation of Simulation Results
and Finding of Results

For validation ofmodelling results (Table 27.7), accelerometers are placed on PMSM
and loadDCgenerator. InitiallyPMSMis run at rated rotational speed, and thenpower
off causes reduction in speed to zero. In between, the frequency response is noted
as shown in Fig. 27.20. In present setup, the maximum rotational speed of PMSM
is 3000 rpm. So, out of five natural frequencies, first two natural frequencies i.e.,
23.78 Hz and 34.64 Hz, respectively are within range of maximum rated speed and
are possible to excite during starting or stopping of motor. So, only first two modes
are significant and need to be analysed, remaining modes are not able to excite as
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Fig. 27.19 Dynamic torsional vibration response corresponding to lumpedmasses: a PMSMDrive,
b S1-C1, c C2-S2-C3, d C4-S3, and e load DC generator

Fig. 27.20 Experimental validation of resonance response: a PMSM and b load DC generator
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their natural frequencies are far away from rated speed. That is why, only first two
modes can be validated experimentally and results are presented as Fig. 27.20.

It is observed from Fig. 27.20a, that the first peak of frequency response in case
of accelerometer attached over PMSM is 24 Hz, close to the modelling result i.e.,
23.78 Hz, which is resonance frequency of PMSM.Also, by Fig. 27.20b, for load DC
Generator peak of frequency response comes at 36.5 Hz, close to modelling result
i.e., 34.6 Hz, which is resonance frequency of load DC generator. Hence analytically,
experimental results are validated.

Also, using MATLAB, the vibration response at resonance called mode shape
(here modes are displacement normalised i.e., reduced to scale 1) is obtained corre-
sponding to first two natural frequencies. From Fig. 27.21a, it can be easily noticed
that all the lumped elements are twisted in one directionwhen resonance at frequency
23.78 Hz will occur, and maximum amplitude of vibration is in PMSM so this verify
that 23.78 Hz is natural frequency of PMSM. To analyse relative twisting force on
each element, the amplitude of angular displacement of that element is subtracted
from previous one as twisting force is proportional to difference in angular displace-
ment. So, from Fig. 27.21c, it can be easily visualised that maximum twisting occur
at fixture of PMSM. From Fig. 27.21b, it can be noticed that at resonance frequency
34.64 Hz, PMSM and lumped element-2 is twisting in one direction while lumped
element 3,4 and 5 twisted in other direction, means maximum torsion is to be occur
between lumped element 2 and 3 i.e., coupler A. And Fig. 27.21d justify this, since
lumped element 2 has highest relative twisting force. Also Fig. 27.21b shows that
maximum amplitude of vibration at 34.64 Hz occurs at DC generator, so this justifies
experimental and analytical result. Hence these numerical results are also consistent
with experimental results.

The sinusoidal carrier-based PWM technique has been implemented to observe
and analyses ANV. The simulation results of the PMSM presented in Fig. 27.22.

Fig. 27.21 Numerical result of vibration response of lumped elements: a First mode shape, b
Second mode shape, c Twisting force corresponding to lumped elements at first resonance and d
Twisting force corresponding to lumped elements at second resonance
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Fig. 27.22 Simulation results of PMSM drive: a three-phase stator voltage response, b three-phase
stator current response and c steady-state speed response

Three-phase stator voltageVab, Vbc andVca of PMSMdrive are shown in Fig. 27.22a.
Phases are 120° shifted with from each other. 3-F stator current response of PMSM
is also presented in Fig. 27.22b. Waveforms of three-phase stator current are pure
sinusoidal but with ripple value which is not acceptable in the industry. The steady-
state speed response of the PMSM drive is shown in Fig. 27.22c. The PMSM drive
is operating while taking a reference speed of 1000 rpm, as shown in Fig. 27.22c.
The speed controller forces the motor to follow reference speed. The settling time
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for speed response is less than 0.001 s. Settling time for a speed response is one of
the characteristics of a high-performance PMSM drive.

Electromagnetic torque produced by the motor is shown in Fig. 27.23. Torque is a
component of current, so harmonics in current produces ripple in torque. Therefore,
as shown in Fig. 27.23 the ripple or harmonic component in the torque is touching
above the 1.36 N-m value in the graph, although peak to peak ripple is 1.2 N-m.
Figure 27.23 presents a time and frequency domain vibration spectrum of the PMSM
drive obtained from shaft modelling of PMSM in MATLAB/Simulink at I = 1.95
A, N = 1000 rpm with an average magnitude of vibration at a speed of 1000 rpm
is observed 0.78 gravitation (values of vibration in m/s2 is 7.644), and maximum
vibration occurs at 160 Hz with the magnitude of 80% gravitation.

The experimental results of hall-sensor based PMSM drive are shown in
Fig. 27.24. The three-phase stator input voltage with the amplitude of 300 V of
PMSM drive is shown in Fig. 27.24a. The three-phase stator current with the ampli-
tude of 2. 1 A of PMSM drive is shown in Fig. 27.24b. The waveforms of stator
current are pure sine wave with 120º phase shift to each other. But the three-phase
stator current contained too much ripple due to Maxwell forces. The steady-state
speed response of the PMSM drive is shown in Fig. 27.24c. The settling time for
speed response is less than 0.001 s. The experimental speed response shows very
less steady-state error.

The steady-state torque response of SPWM based PMSM drive is shown in
Fig. 27.24d. The observed average torque response is around 1.6 N-m. The observed
torque ripple is around 0.8N-m,which is very high and not acceptable in the industry.
The generated torque ripple in PMSM drive may be causes of the internal structure
of PMSM, the configuration of the stator winding, the shape of the stator slots and
power electronics control algorithm.

Experimentally obtained acoustic noise and vibration of SPWM based PMSM
drive are shown in Fig. 27.24e, f. The experimental result of vibration was measured
using the accelerometer sensor with an output sensitivity of 10mV/g.The accelerom-
eter sensor was deployed horizontally on the end body of the PMSM drive to
measure vibration. A microphone with an output sensitivity of 10 mV/Pa is located
in line with the radial-axial of one of the stator poles to measure acoustic noise. To

Fig. 27.23 Electromagnetic torque response of PMSM drive
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Fig. 27.24 Experimental results of PMSM drive: a rated input supply voltage, b current response,
c steady-state speed response (refer. speed 1000 rpm), d torque response, e time and frequency
domain response of acoustic noise and f time and frequency domain response of vibration
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measure acoustic noise of PMSM drive, a half-inch free-field microphone provided
by National Instruments (NI) is used. The microphone placed 5 cm far away from
the shaft of the PMSM. The sampling rate of the sound and vibration data recorded
through DAQ is 50000.

The amplitude of acoustic noise is 1.2 Pameasured at I= 2.1 A andN= 1000 rpm
is shown in Fig. 27.24e. The generated acoustic noise has a direct correlation with
electromagnetic torque ripple of PMSM drive. Also, it depends on the switching
frequency of the power electronics converters. Here, measured acoustic noise at a
frequency range of 500 Hz. But the magnitude of acoustic noise varies according
to switching frequency of power electronics. The time and frequency spectrum of
vibration signal for PMSM drive is shown in Fig. 27.24f. Vibration sensors were
located horizontally at the end of the body of the PMSM. One accelerometer with an
output sensitivity of 10 mV/g was attached with beeswax at a point directly behind
any stator poles to measure vibration. Figure 27.24f presents a time, and frequency
domain vibration spectrum of the PMSM drive at I = 2.00 A, N = 1000 rpm with
vibrationmagnitude of 2.13 gravitation (2.1 * 9.8= 20.58m/s2) andmaximumvibra-
tion occurs at 50 Hz with magnitude 150% gravitation, it could be due to mechanical
resonance of mechanical parts like fan blades or the end cap. The vibrations are
well in range as per the ISO 7919–2: 2001 (2001) guidelines. However, acoustic
noise signals were almost double as per the prescribed range according to the IEEE
Standard 85–1980 (1980).

27.7 Acoustic Noise and Vibration Reduction Techniques

The relation between the flux density and radial forces in the airgap of the PMSM
drive is defined as; the radial forces are directly proportional to the square of the
flux density in the air gap. The easy and fast ways to mitigate ANV would decrease
the flux density by increasing the air gap. Skewing the stator slots decreases the
radial forces of PMSM drive, which results in a decreased level of acoustic noise and
vibration (Basu et al. 2009). Various guidelines are available for how to design stator
slot and how to select a number of slots to mitigate unbalanced magnetic pull and
locking between stator slots and rotor of PMSM drives, it can be helpful in reducing
the ANV of PMSM drive (Preindl and Bolognani 2013; Gamoudi et al. 2018).

Many methods are available in the literature to eliminate the space harmonics,
which is generated by power electronic converters (Basu et al. 2009; Pindoriya et al.
2018; Qu et al. 2021). The popular methods are Random Pulse Position (RPP),
random switching operation, and a random switching frequency of power electronic
semiconductor switches of three-phase voltage source inverters. The switching strate-
gies of three-phase voltage and current source inverter will fix the voltage and current
harmonic content. The supply voltage harmonics contain harmonics linked to the
three-phase inverter PWM switching frequency like, (f sw, 2f sw, 3f sw and so on) and
harmonics link to the fundamental switching frequency of power semiconductor
switches (Qu et al. 2021). The largest harmonics and vibration can occur at once
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or twice the switching frequency depending on the PWM strategy and torque-speed
operating point of electric machines (Pindoriya et al. 2018). Increase in the switching
frequency of the three-phase inverter, reduces the ANV of electric machines drives
but, increasing the power semiconductor switching losses. To eliminate the complete
odd-order PWM frequency vibration, a dualbranch three-phase PMSM with carrier
phase-shift implemented in Zhang et al. (2020). The comparison of different random
PWM techniques is given in Fig. 27.25 (Zhang et al. 2020).

The abbreviations of spread spectrum PWM techniques are as following; Random
Pulse Position Modulation (RPPM), Random Pulse Width Modulation (RPWM),
Randomized Carrier Frequency Modulation with Fixed Duty-ratio (RCFMFD),
Randomized Carrier Frequency Modulation with Variable Duty-ratio (RCFMVD),
Randomized Duty-ratio and RPPM with Fixed Carrier Frequency (RDRPPMFCF),
Randomized Carrier Frequency and RPPM with Fixed Duty-ratio (RCFRPPMFD),
Randomized carrier frequency and a Randomized duty ratio, with RPPM (RRRM),
Random Lead-Lag Modulation (RLLM), Random Phase Shift Modulation (RPSM),
Asymmetric Carrier Modulation (ACM), Variable Delay Modulation (VDM),
Fractal-Based Modulation (FBM), and Separately Randomized Pulse Position
Modulation.

27.8 Conclusions

In this chapter, a detailed mathematical, numerical and further experimental vali-
dation of ANV in case of PMSM is presented. A mathematical framework suitable
for torsional vibrational prediction of PMSM based drive by implementing lumped
model along with effective mass method is proposed, which further used for any

Fig. 27.25 Spread spectrum PWM techniques
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power transmission system used in EV and HEV applications. Further, this method-
ology provides a detailed elaboration about selection of optimumnumber ofmodes or
DOF which usually researchers took randomly based on their setup and mass distri-
bution without a technical justification. This method having computational easiness
along with accuracy and required minimal input in term of geometrical, material and
source of vibration i.e., waveform of torque only. The analytical results verified over
a small-scale laboratory setup and further extended for dynamic torsional vibration
response.

From analytical and simulation results related to dynamic response of torsional
vibration, quantitative observation is that the amplitude of vibration is maximum in
PMSMwhich gradually fall down towards load DC generator end, reason is material
own property to dampen the vibration. Also, as maximum twist angle lies between
C1 and C2 disc of coupler A, so, coupler A is under highest fatigue load causes failure
of component. The whole methodology is presented in generalized way so that it can
be implemented to such systems used in electric vehicle applications and helps in
vibration analysis and set design requirement for reliable design.

Also, an introductory idea of further reduction in ANV using RPWM also
presented in this chapter which will be future scope of study. Another way of
controlling the vibration is use of smart materials, for that also the present study
act as pre-requisite to decide number of patches, patches dimension etc., which will
precisely and efficiently reduce vibration. Vibration control tactics enhance the effi-
ciency of mechanical power transmission, system reliability and reduces the ANV
to a significant extent.

Appendix

A detailed graphical representation of methodology including SPWM driven PMSM
along with setup of acoustic noise and torsional vibration measurement sensors is
shown in Fig. 27.26.
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Fig. 27.26 Flow chart for
analysis of acoustic noise
and torsion vibration of
PMSM drive system
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Chapter 28
Integration of Renewable Sources
and Energy Storage Devices

Dipanshu Naware, Ram Babu Thogaru, and Arghya Mitra

Abstract With the ever-increasing penetration of renewable energy sources, solar
and wind are emerging as eco-friendly generating resources in modern-day power
systems. Due to their highly unpredictable nature, the energy storage system is
frequently being used in coordination with these sources. This chapter focuses on
the overview of the integration of solar, wind, and energy storage system in the
present-day power system along with the challenges and control strategies. Photo-
voltaic systems are used to extract themaximum amount of energy from the available
solar intensity. The most commonly used configurations are grid-connected solar PV
and stand-alone PV with an energy storage device. Similarly, wind energy has been
there for thousands of years for sailing ships, water pumping applications, and so on.
Based on the geographical locations, the potential of wind can be utilized to generate
energy. Among the available wind generators, doubly-fed induction generator and
permanent magnet synchronous generator become popular because of their features
ofworking at variable speed in both super-synchronous and sub-synchronous regimes
while extracting maximum power from wind. With the advent of new technologies,
modern-day energy storage systems are cost-effective and more efficient. An energy
storage system, when integrated with a renewable energy source, plays a vital role
as it absorbs energy during periods of high generation and acts as a source during
periods of high demand. The storage device thus can be used to reduce the fluc-
tuations in power generated by the renewable sources that are being exchanged
with the grid. To improve the resiliency of the modern-day grid, it can also be
used as an emergency backup to satisfy the critical loads in the presence of any
disturbance. An array of energy storage options is available in the market such as
super-capacitors, superconductingmagnetic energy storage, compressed air, pumped
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hydro storage, flywheels, and rechargeable batteries. This chapter covers the basics of
solar, wind, and energy storage device, especially superconducting magnetic energy
storage and battery energy storage system, with schematic illustrations such as elec-
trical equivalent circuits, block diagrams, and control strategies. Apart from this, a
novel approach for hybrid integration of solar PV, wind energy, and energy storage
devices is proposed here. Specifically, the several possible configurations incorpo-
rating solar PV, a doubly-fed induction generator, a permanent magnet synchronous
generator, a SMES, and a battery energy storage system are presented and compared
based on cost, reliability, stability, and environmental impact. This chapter aims to
induce knowledge of new-age power generating options and their integrationwith the
utility grid, increase the share of clean and green energy and encourage contribution
towards sustainable development.

Keywords Converters · DFIG · Energy storage system · Grid integration ·
Microgrid · PMSG · Solar PV · Wind energy

Nomenclature

BESS Battery energy storage system
C-rate Charge/discharge rate
CSC Current source converter
DOD Depth of discharge
DFIG Doubly fed induction generator
ESS Energy storage system
GSC Grid side converter
IGBT Insulated gate bipolar transistor
PMSG Permanent magnet synchronous generator
PV Photovoltaic
RES Renewable energy sources
RSC Rotor side converter
SOC State of charge
STC Standard test conditions
SMES Superconducting magnetic energy storage
VSI Voltage source inverter
WECS Wind energy conversion system

28.1 Introduction

The growth of renewable energy sources (RES) in the current scenario is enormous
andwidely accepted all over the world due to their eco-friendly nature. It is the fastest
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growing industry of recent times by establishing new technologies in themodern-day
power systems. Due to the unfavourable impact of fossil fuels on the environment,
people are moving towards green energy generation such as solar photovoltaic, wind
energy, fuel cells, and bio-generation, to reduce carbon emissions. The chapter begins
with the fundamentals of RES followed by recent developments and includes integra-
tion of these sources with various system configurations and challenges associated
with it. Also, few energy storage devices are discussed and finally, stress on the
economic operation of grid integrated RES is given focusing to minimize the gap
between the existing and future smart grid.

Solar is a free source of energy available in abundance. Photovoltaic systems are
used to extract the maximum amount of energy from the available solar intensity.
Latitude of the location, clearness index, sunrise and sunset hour angle, etc. are
responsible for the amount and quality of radiation reaching the earth’s surface.
A Series combination of PV cells forms a module while an array is formed when
multiple modules are connected in series or parallel depending upon the requirement
(Masters 2005). The most commonly used configurations, grid-connected solar PV
and stand-alone PV with an energy storage device are discussed in this chapter.

Wind energy has been there for thousands of years for sailing ships,water pumping
applications, and so on.Based on the geographical locations, the potential ofwind can
be utilized to generate energy.Wind turbines convert the available wind intomechan-
ical energy andmechanical to electrical energy conversion takes placewith the help of
a generator. Synchronous and asynchronous generators are being widely used in the
modern-day application. The available configurations are a doubly-fed asynchronous
generator and a permanent magnet synchronous generator. They become popular
because of their features of working at variable speed in both super-synchronous and
sub-synchronous modes for the extraction of power. Various evolutionary nature-
inspired optimization algorithms can be used to extract the maximum power from
both configurations (Vasavi Uma Maheswari et al. 2021; Dursun et al. 2021; Dursun
and Kulaksiz 2020).

Intermittency issues related to RES need to be addressed for reliable operation of
the system. As uncertainty looms with PV and wind generation, an energy storage
system (ESS) is the viable solution. In the absence of PV/wind, ESS will serve the
purpose of power generating source by satisfying the load demand, thus maintaining
a reliable and uninterrupted power supply (Pamu et al. 2020; Rana et al. 2021). Nowa-
days, more and more cost-effective storage options are available to deal with these
scenarios (Korjani et al. 2020). Superconducting magnetic energy storage (SMES)
is an emerging technology due to its high efficiency, faster response, and limitless
charging/discharging cycles (Mukherjee andRao 2019a). On the other hand, a battery
energy storage device (BESS), also known as a rechargeable battery, is frequently
used in a modern-day microgrid. A lead-acid battery is the cheapest and the oldest
one while a lithium-ion battery is under development stage. Although lithium-ion is
costlier than lead-acid for the same size of the battery, the cyclelife feature outclasses
the latter one. In this chapter, the focus is limited to SMES and rechargeable batteries
applications. The proposed approach in a graphical representation is depicted in
Fig. 28.1.
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Fig. 28.1 Graphical representation of the proposed approach

The major contributions of the study are listed below:

• The hybrid integration of solar PV, wind, and ESS is presented.
• Few possible configurations incorporating BESS and SMES with PV and wind

are proposed.

The chapter is structured as follows: Sect. 28.2 gives the overview of the solar
photovoltaic system, itsmathematical modelling, and two commonly used configura-
tions; a gentle introduction to doubly fed induction generator and permanent magnet
synchronous generatorwind energy conversion systems; ESSwith classifications and
overview of power electronic interfaces; Sect. 28.3 covers various possible configura-
tions for grid integrated hybrid RESwith associated challenges and their comparison
and Sect. 28.4 gives conclusive remarks and probable future scope.

28.2 Overview of Solar, Wind, Energy Storage System
and Power Electronic Interfaces

This section covers the basics of solar PV, its mathematical modelling along with the
description of on-grid and off-grid configuration; wind energy conversion system, its
mathematical modelling, and associated configurations; ESS along with schematic
illustrations, block diagram, mathematical modelling, applications, and various
power electronic interfacing components associated with hybrid configurations. The
objective of this section is to lay the foundation for RES and induce basic knowledge
to the fraternity working in this field.
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28.2.1 Solar Photovoltaic System

The abundance of available sunlightmakes photovoltaic technology themost suitable
candidate for renewable energy generation. It makes use of a solar cell to convert
sunlight into electricity. The most commonly used material is silicon. Several solar
cells are arranged in series and/or parallel to get the required rating, known as a photo-
voltaic module. The current produced is directly proportional to the solar intensity
received on the panel. Similarly, a series or parallel combination of modules forms an
array (Elbaset et al. 2014;Messenger andAbtahi 1999; Zhao et al. 2017). Figure 28.2
shows the basic electric circuit of a solar cell.

From the above equivalent circuit, the load current is given by (28.1),

I = Iph − Is
{
eq

[ V+I Rs
αKT

]
− 1

}
−

[
V + I Rs

Rsh

]
(28.1)

The photo current, Iph as a function of the temperature and the solar insolation
can be expressed as follows

Iph =
(

G

GSTC

)[
Iph,at STC + Ki (T − TSTC)

]
(28.2)

The diode saturation current as a function of PV temperature is given by

Is = Is,at STC

(
T

TSTC

)3

e
[(

qEg
αK

)(
1

TSTC
− 1

T

)]
(28.3)

where,

Fig. 28.2 Single solar cell circuit
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I load current (A)
V load voltage (V)
Iph photo current (A)
Is cell reverse saturation current (A) at the standard test conditions (STC)
K Boltzmann constant

(
1.38 ∗ 10−23J/K

)
T cell working temperature (K)
α diode ideality factor
Rs series resistance (�)
Rsh shunt resistance (�)
G is the solar irradiance (KW/m2)
GSTC is the solar irradiance at STC

(
1KW/m2

)
.

The two most commonly used configurations are on-grid and off-grid. Grid-
connected systems are frequently used worldwide. Here, the solar PV is linked to the
utility grid and AC loads via power conditioning unit, such that during the presence
of PV power, it feeds the AC loads via DC–AC converter, whereas excess generation
can be injected into the utility grid facilitating the bidirectional flow of power. Simi-
larly, during the absence of PV generation, the utility grid will take care of the loads
as shown in Fig. 28.3. Inadequacy of PV imposes stress on the utility grid which
may upset the bus voltage and deteriorates the system performance causing relia-
bility issues. Hence there is a need to encompass a backup storage device that will
share the deficit energy demand along with the utility grid and enhance the overall
efficiency.

The challenge possessed by grid-connected PV systems can be addressed in stand-
alonemode solar PVwhich is equippedwith an energy storage devicewhile the utility

Fig. 28.3 Grid connected solar PV system
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Fig. 28.4 Stand-alone solar PV system

grid is absent. During the periods of high solar intensity, solar PV generates power
that can be fed to the loads and also can be stored in ESSwhile in the absence of solar
PV power, ESS will deliver current to the load as depicted in Fig. 28.4. The total
amount of deficit energy demand will be taken care of by rechargeable batteries. The
selection of BESS is crucial and may be application-specific. Poor choice of storage
device may lead to uneconomical operation causing faster battery degradation and
lesser lifetime. Hence appropriate modelling of the battery aging phenomenon is a
prerequisite.

28.2.2 Wind Energy Conversion System (WECS)

Energy extraction from wind is one of the oldest and cheapest forms of RES used
to harness power when the earth’s surface is non-uniformly heated by the sun. Over
the past few years, it has been emerged significantly in the power industry (Steiger
1988). Wind turbines are used to alter the kinetic energy of wind into mechanical
energy. Power generated by the wind turbine is proportional to the swept area and
also to the cube of the wind speed. Thus larger the swept area, the larger will be the
power production while double the wind speed produces eight times power as given
in (28.4),

Pw = 1

2
CpρAv3 (28.4)

where Pw is the power extracted from the wind (W ), Cp is the power coefficient, ρ
is the air density

(
kg/m3

)
, A is the cross-sectional area intercepted by the turbine

blades
(
m2

)
and v is the wind speed (m/s).
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Fig. 28.5 Schematic of doubly fed induction generator based wind energy conversion system

Due to the uncertainty of wind, fixed-speed wind turbines are incapable of
extracting maximum power. To attain variable speed, doubly-fed asynchronous
generators and permanent magnet synchronous generator-based wind turbines are
used by incorporating the merits of advanced power electronic devices. As the output
of these generators is a function of variable wind speed, their integration with the
utility grid is challenging. Both above-mentioned configurations are discussed below.

Doubly fed Induction Generator based WECS

As the name suggests, this type of wind generator is fed from both the ends, i.e. stator
and rotor as shown in Fig. 28.5. The wound-rotor induction generator is connected to
thewind turbine through a gearbox.The stator of the generator is directly connected to
the utility grid while the rotor is connected via back-to-back converters, i.e. rotor side
converter (RSC) and grid side converter (GSC). In this way, decoupling is achieved
between rotor frequency and grid frequency. This configuration belongs to a Type 3
wind turbine generator (Mitra and Chatterjee 2016).

The shafts of the wind turbine and generator are connected through gears. These
three arrangements (wind turbine, generator, and gear) are mechanically coupled and
thereby arising some torsional oscillations. This 3-mass system may be represented
by a 5th order model involving the dynamics related to each of these three masses
along with that of the connected shafts. Nevertheless, it is reasonable to consider that
gearbox inertia is negligibly small when compared with that of the turbine and/or
generator. Thus, the high-speed shaft is considered to be rigid with respect to the low-
speed shaft, which results in a lumped inertia of the combined gearbox and generator.
So, the systembehaves as a two-massmodel and thereforemay be represented using a
3rd order dynamic equation. When the generator and the turbine masses are assumed
to be lumped to give a single rotating mass, the drive train can be expressed by a 1st
order dynamic equation.

As the shaft connecting the gearbox in a wind farm is lean, it results in a low
mechanical stiffness while compared with electrical stiffness. So, an equivalent
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Fig. 28.6 Permanent magnet synchronous generator based wind energy conversion system

lumped mass model with a first-order differential equation can be considered as
an over-approximation. On the other hand, three mass model is supposed to be best
fitted when a detailed stability study of the wind farm itself is needed which forces
us to consider each of the wind turbo-generator sets individually. It is to be mention
here that, while the study is focusing on the power system stability, representation
of the drive train with two mass model may be suitable.

Permanent Magnet Synchronous Generator based WECS

Apermanentmagnet synchronous generator (PMSG) can be used to generate variable
voltage and variable frequency power as visible fromFig. 28.6. The PMSG integrated
wind turbine is connected to the utility grid via back-to-back converters in series.
The major drawback of this system is visible from the figure as both the stator and
rotor side converters are in series with PMSG and thus they have to carry total power
making this configuration costlier than DFIG-WECS. This configuration is known
as a Type 4 wind turbine generator.

To extract maximum power, the speed of the wind turbine is controlled with the
help of a rotor side converter. The rotor speed should be adjusted as per the wind
variations. Similarly, the role of the grid side converter is to maintain the dc-link
voltage constant to assure smooth active power flow.

Back-to-back Converters

The purpose of a back-to-back AC-DC-AC converter in both the above-mentioned
configurations is to attain smooth integration with the utility grid. In DFIG, the
converter connected to the rotor is known as rotor side converter (RSC) while the
one connected to the utility grid is grid side converter (GSC). Depending upon the
modes of operation, i.e. sub-synchronous or super-synchronous, the converters will
act as rectifiers or inverters.

Based on the theory of rotating magnetic field, following active (P) and reactive
power (Q) flow equations associated with WECS are developed. It represents the
total power delivered to the grid as given in (28.5) and (28.6),

Pdg = Vdsids + Vqsiqs + Vdr idr + Vqr iqr (28.5)
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Qdg = Vqsids − Vdsiqs (28.6)

where Vd and id are d-axis voltage and current respectively, Vq and iq are q-axis
voltage and current respectively.

28.2.3 Energy Storage System

With the increasing popularity of renewable energy sources in the modern power
system such as solar, wind, fuel cells, bio-generation, etc. the research and develop-
ment of energy storage system is achieving a peak concerning environmental protec-
tion. Due to the intermittent nature of these sources, there is a need to overcome
the reliability issues that can be fulfilled by an energy storage device that is actively
adopted nowadays. An energy storage system, when integrated with a renewable
energy source, plays a vital role as it absorbs energy during periods of high genera-
tion and acts as a source during periods of high demand. To improve the resiliency
of the modern-day grid, it can also be used as an emergency backup to satisfy the
critical loads in the presence of any disturbance. An array of energy storage options
is available in the market such as super-capacitors, compressed air, pumped hydro
storage, flywheels, and rechargeable batteries. Each has its own merits and demerits.

Superconducting Magnetic Energy Storage

Superconductingmagnetic energy storage (SMES) systemcombines the advantageof
circulating current within the superconducting coil at critically low temperature and
magnetic field for energy storage. At such a low-temperature resistive loss are negli-
gible, hence it is one of the top contenders for future ESS in the smart grid. Mercury,
vanadium, andniobium-titaniumare themost commonlyused superconductingmate-
rials. It consists of a superconducting coilmagnet, a cryogenic refrigerator, a cryostat,
and a passive filter circuit as shown in Fig. 28.7.

Fig. 28.7 Schematic of superconducting magnetic energy storage
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A superconducting coil forms the heart of the SMES as it stores energy generated
by the circulating current magnetic field. The large size of the coil ensures more
amount of stored energy. To maintain the critically low temperature of SMES coil,
a cryogenic refrigerator is used with helium as a coolant. Due to its rapid discharge
capabilities, it can be used to address the transient stability issues, in modern-day
power systems (Mukherjee and Rao 2019b; Hashem et al. 2021). Furthermore, the
role of SMES is studied in Salama and Vokony (2020) for electric vehicle integra-
tion approaches whereas, at the distribution level, the control strategy of SMES in
coordinationwithRES integration is presented inYang et al. (2020), Said et al. 2020).

The SMES, in simulation studies, may be represented as a pure inductor of high
value with zero resistance. The SMES is integrated with the utility grid in two
possible ways; one through a voltage source converter (VSC) in series with a DC-DC
converter, second through a current source converter (CSC) (Mitra 2015).

The VSC-based SMES is shown in Fig. 28.8. The VSC and the DC-DC converter
are connected by a DC link capacitor (CDC). The control here is complicated and
the reliability is also less because of the presence of two converters in series. The
circuit connection of an IGBT-based CSC integrating the SMES to the utility grid
is shown in Fig. 28.9. Because of the presence of a single converter, the control is

Fig. 28.8 SMES integrated with the grid-based on VSC

Fig. 28.9 CSC based SMES integrated with the grid



770 D. Naware et al.

easier with more reliability when compared with VSC-based SMES.

Battery Energy Storage System

The most widely used option is rechargeable batteries due to their prolonged life and
cost-effective nature. A rechargeable battery facilitates chemical energy to electrical
energy conversion during the discharging process and vice versa during the charging
process (Srujan et al. 2019; Fatnani et al. 2020).

Terminal voltages of BESS during charging and discharging modes are given as,

Vch = E0 + Vop+ + Vop− + I R0 (28.7)

Vdic = E0 − Vop+ − Vop− − I R0 (28.8)

where,

Vch and Vdic Cell charging and discharging voltage respectively,
E0 Open-circuit voltage,

Vop+ and Vop− Voltages at positive and negative electrodes respectively,

I cell current,

R0 Polarization resistance.

Shepherd model is considered to be the best voltage-current model for constant
battery current. The battery voltage may be represented as in (28.9), or as in (28.10),

Vbat = E0 −
(

K

Q − I t

)
I − R0 I (28.9)

Vbat = E0 −
(

K

SOC

)
I − R0 I (28.10)

where

Vbat battery terminal voltage (V),

K Polarization resistance coefficient (�),

Q Capacity of the battery (Ah); It = ∫
Idt.

Battery Basics and Terminologies

Basic terminologies related to the battery are discussed below.

• Cells and Modules—A cell is the smallest form of a battery in the range of
fewer than 10 V whereas a series or parallel combination of cells forms a module.
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Similarly, when modules are connected in series or parallel, it is known as the
battery pack.

• State of Charge (SOC) (%)—It indicates the present available battery capacity
as a percentage of nominal capacity (Ahrated) as given in (28.11). It is usually
bounded in the range socmin ≤ soc ≤ socmax depending on the type of battery.

soc(t) = Ibat ∗ �t

Ahrated
(28.11)

• Depth of discharge (DOD) (%)—It represents the percentage of the battery
capacity that has been discharged.

• Charge/Discharge Rate (C-rate)—The rate at which a battery
charges/discharges with respect to the nominal capacity is known as C-rate
which is the ratio of charge/discharge current to the rated capacity of the battery
given in (28.12).

Crate = Ibat [A]
Nominal Capacity[Ah] (28.12)

• Cyclelife—During its entire lifetime, a battery may get exposed to several
charging or discharging cycles, known as cyclelife. It depends on various factors
such as ambient temperature, SOC, C-rate, etc. A lower value of DOD yields
more cyclelife.

• OpenCircuit Voltage (V)—The voltage appearing between the battery terminals
without any load is known as open-circuit voltage.

• Nominal Voltage (V)—The voltage specified by the manufacturer, also known
as normal voltage.

• Cut-off Voltage (V)—The minimum voltage allowed by the battery.
• NominalCapacity (Ah)—It represents the coulometric capacity in ampere-hours.

It is calculated as a product of discharge current and discharge time.
• Internal Resistance (�)—It represents the resistance within the battery. It is

inversely proportional to cell temperature.

Classification and Design Considerations

The classification of various rechargeable batteries is depicted in Fig. 28.10. Lead-
Acid and Lithium-ion are the most widely used batteries in renewable energy appli-
cations while Nickle batteries are rarely used due to their high cost and less eco-
friendly nature. Lead-acid is the oldest and cheapest of all batteries available whereas
lithium-ion technology is rising and finding its applications in electric vehicles due
to its longer life span but at a higher cost. Even though the initial cost of a lithium-
ion battery is high, it offers low maintenance cost, high energy and power density,
higher cyclelife, and higher efficiency at lower C-rates as compared to its counterpart
batteries.
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Fig. 28.10 Classification of rechargeable batteries

Total cost, lifetime, reliability, and environmental impact are the major variables
considered while designing BESS. Lithium-ion has a higher cyclelife due to deep
discharge application as compared to lead-acid (LA) battery as shown in Figs. 28.11
and 28.12 (Zhou et al. 2011). In Fig. 28.11, the y-axis is on a logarithmic scale. It
is clear from both the figures that for lower DOD, lithium-ion outclasses lead acid
with a higher number of cycles.

Similarly, operating BESS at higher temperature and C-rate cause faster degra-
dation, and the BESS reaches its end of life when the capacity fades to 80% of rated
as depicted in Figs. 28.13 and 28.14 respectively. It is clear that due to the Arrhenius

Fig. 28.11 Cyclelife versus
DOD, Li-ion
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Fig. 28.12 Cyclelife versus
DOD, lead acid

Fig. 28.13 Capacity
retention w.r.t. temperature

Fig. 28.14 Capacity
retention w.r.t. C-rate
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dependence (Eq. 28.13) of reaction rate (k) of a chemical process with tempera-
ture, the useful life of the battery is reduced at higher values of temperature and the
capacity loss is faster. Moreover, with the increasing charge/discharge rate, cyclelife
reduces to a great extent. Fast charging/discharging means, the shorter life span of
the BESS (Suri and Onori 2016; Wang et al. 2011; Zhang et al. 2019).

k = (α ∗ SOC + β) ∗ exp

(
Ea

RT

)
(28.13)

where, Ea is the activation energy
(
Jmol−1

)
, R is the universal gas constant, T is the

temperature in Kelvin, and α, β are the fitting coefficients.
The selection of battery plays a crucial role for a particular type of application. For

economic operation, the optimal size and cost of the battery need to be evaluated by
a suitable optimization technique. This can be achieved with a mathematical battery
aging model subjected to a range of temperature, SOC, and C-rate. The optimal
cost of the battery ensures minimum degradation cost and prolonged lifetime of the
battery. Hence appropriate modelling of the battery aging phenomenon is essential.

28.2.4 Power Electronic Interfaces

AC-DC Converters (Three Phase Controlled Rectifiers)

Three-phase controlled rectifiers find their usage ranging from low voltage to high
voltage DC transmission. It provides a controllable dc output voltage from the three-
phase ac input by adjusting the conduction interval of each thyristor. Figure 28.15
shows the basic arrangement. Load current completes its path when at least one
thyristor, each from the top and bottom group conducts. This converter works as a
rectifier for firing angle α < 90◦ while if α is made larger than 90°, the direction of
power flow reverses, known as inverter operation.

The r.m.s. component of output voltage and current is given by,

Vrms = √
3Vm

√
1

2
+ 3

√
3

4π
cos2α (28.14)

Irms = Vrms

Z
(28.15)

where, Vm is the peak phase voltage, α is the firing angle and z is the load impedance.

DC-DC Converters (Choppers)

Aboost converter is themost commonly usedDC-DC converter inmicrogrid applica-
tions as shown in Fig. 28.16. It is one of the simplest non-isolated DC-DC converters
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Fig. 28.15 Three phase controlled rectifier

Fig. 28.16 DC-DC boost converter

used to step up DC voltage. It consists of dc input source, diode D, controlled switch
S, capacitor C , and boost inductor L . When the switch is on and the diode is off,
it creates a short circuit and the current flows through the inductor storing energy
disconnecting the rest of the circuit. On the other hand, when the switch is off and
the diode is on, the reverse polarity of the inductor causes energy to be released to the
load and also steps up the output voltage. Basic equations governed by the DC-DC
converters are given below (Irwin 2011).

For a given duty ratio d, the transfer function equation for boost converter is as
given below,

Vdc

Vpv
= 1

1 − d
(28.16)

The boost inductance L , when operated in continuous conduction mode is given
as,
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L = (1 − d)2 ∗ d ∗ R

2 ∗ f
(28.17)

The minimum value of filter capacitance Cmin , for ripple voltage Vr , is given by
(28.18),

Cmin = d ∗ Vdc

Vr ∗ R ∗ f
(28.18)

where R is the load resistance and f is the switching frequency.

DC-AC Converters (Three Phase Voltage Source Inverters)

A grid-connected inverter plays a vital role in the transfer of power to the grid in
an effective manner. Figure 28.17 shows the adopted topology. A decoupled control
technique is a prominent feature in voltage source inverter (VSI) for controlling the
flowof power between the inverter and grid independently (Lakshmi andHemamalini
2018).

The total active and reactive power delivered to the utility grid can be written as,

P = 3

2

[
Vsd Id + Vsq Iq

]
(28.19)

Q = 3

2

[−V sd Iq + Vsq Id
]

(28.20)

Assuming that for the grid synchronization, the component Vsq is regulated to
zero, this gives the expressions,

Fig. 28.17 Three phase voltage Source Inverter
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P = 3

2
[Vsd Id ] (28.21)

Q = 3

2

[−V sd Iq
]

(28.22)

From the above expression, it is clear that the direct axis component of the current
(Id ) and the quadrature axis current (Iq) are used to control the active and reactive
power respectively.

28.3 Hybrid Integration of Renewable Energy Sources

As fossil fuel is regularly being exhausted, RES is gaining popularity in the present-
day microgrid. Although RES has several advantages of reduced transmission
and distribution losses, customer participation in the retail electricity market, net
metering, feed-in-tariff facility, etc., integration of distributed energy resources with
the utility grid invites more challenges such as energy trading, system stability, the
control strategy for converters, reliability, efficiency, and security. With the advent of
new technologies in the power electronic domain, modern-day power conditioning
units and high-efficiency controllers allow the smooth operation of the system.

The idea of hybrid integration comes with the fact that the potential of solar
and wind can be utilized maximally. Given the fact that two adjacent wind turbines
are located at a safe distance, the space between them can be used to install solar
PV panels. This configuration has the advantage of generating PV power during
the presence of insolation while power from wind turbines can be extracted during
the absence of PV. Also, this operation can be supported by assimilating ESS to
undertake the fluctuations in power generated by the renewable sources that are
being exchanged with the grid (Al-Shetwi et al. 2020; Shi et al. 2020; Mbungu et al.
2020).

This section covers various possible configurations of RES, schematic diagrams,
mathematical modelling, and challenges associated with them.

28.3.1 Case-I: Hybrid Integration of Solar PV, PMSG,
and BESS

Figure 28.18 shows the schematic of hybrid integration of solar PV, PMSG, and
BESS. Here, a solar PV along with PMSG and BESS are connected to the utility grid
via power conditioning units. The DC power produced by solar PV is stepped up
with the help of DC-DC converters which feed to the DC bus. Here static, dynamic,
and constant power loads can be connected along with the electric vehicle. Also,
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Fig. 28.18 Hybrid solar PV, PMSG, and BESS

a PMSG based wind turbine is directly connected to the AC bus via back-to-back
converters in series.

Since PMSG and its associated power electronic converters have to carry total
power, the cost of the converter is high.Again, as permanentmagnets are not available
easily, the overall cost becomes comparatively higher than that of the DFIG. Also,
hybrid integration of these sources is unable to address the short-term fluctuations
as BESS response time is small, hence the improvement of transient stability with
this configuration remains a challenge.

28.3.2 Case-II: Hybrid Integration of Solar PV, DFIG,
and BESS

Figure 28.19 shows the schematic of hybrid integration of solar PV,DFIG, andBESS.
Here, a solar PV along with DFIG and BESS are connected to the utility grid via
power conditioning units. Moreover, a DFIG based wind turbine is connected via
back-to-back converters. The power generated by DFIGwill vary as per the available
wind speed.Alongwith theseRES, aBESS is equipped to take care of the fluctuations
in the grid.

As we are aware that during the daytime, solar PV will harness maximum power
from the available solar intensity and will satisfy the load demand while surplus
generation will be used to charge the BESS and further injected into the utility grid.
Similarly, the potential of available wind will be utilized by the wind turbines for the
energy conversion process with the help of DFIG. To overcome the issue of variable
wind speed, the rotor of DFIG operates at speeds both above (super-synchronous)
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Fig. 28.19 Hybrid solar PV, DFIG, and BESS

and below (sub-synchronous) the synchronous speed. As the stator and rotor are
decoupled with each other, the total power carried by converters is relatively small,
hence it is preferred over PMSG. It also offers reduced inverter cost and improved
system efficiency.

The role of BESS in this system is to absorb energy during the periods of high
generation from PV andwindwhile acting as a source when either of them is unavail-
able.As bothPVandwind are intermittent, the fluctuation caused by thesewill impact
the stability of the system, hence BESS is a viable option to handle long-term fluc-
tuations but enhancement of transient stability of such a hybrid system with BESS
is a challenging task.

28.3.3 Case-III: Hybrid Integration of Solar PV, DFIG,
BESS, and SMES

To address the short-term fluctuations arising due to the stochastic nature of solar and
wind, another possible hybrid configuration is shown in Fig. 28.20. A solar PV and
a DFIG based wind turbine are incorporated with the utility grid along with BESS
and SMES.

As mentioned in the previous sub-section, BESS is comfortable with long-term
fluctuations but suffers from several drawbacks. Its charging/discharging is governed
by load current, ambient temperature, state-of-charge, depth-of-discharge, and C-
rate. These factors are responsible for the aging of the battery; hence battery degra-
dation cost is high. Due to its high efficiency, faster response time, and effectively
zero resistance, SMES is a suitable candidate to overcome short-term fluctuations
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Fig. 28.20 Hybrid solar PV, DFIG, BESS and SMES

caused by solar and wind or may be due to disturbance as it offers immediate power
requirement.

28.3.4 Comparison Between Different Configurations

This sub-section compares the various configurations of hybrid integration discussed
above based on several factors such as cost, reliability, stability, and environmental
impact. Table 28.1 depicts the overall comparison.

Large-scale integration of hybrid renewable sources for the probable improvement
of the transient stability of multi-machine power systems is proposed in Verma and
Mitra (2018). The study shows that a modification in the control strategy of the

Table 28.1 Overall comparison of various configuration

Particulars Case-I Case-II Case-III

Cost High Low High

Reliability Yes Yes Yes

Stability Can handle Long-term
fluctuations, hence
steady-state stable

Can handle Long-term
fluctuations, hence
steady-state stable

Can handle both long
and short term
fluctuations, hence
improved transient
stability

Environmental Impact Yes, due to BESS Yes, due to BESS Mostly due to BESS,
as SMES is
hazard-free
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GSC of both solar PV farm and DFI-based wind farm can be made during a fault
aiming to support the reactive power and thereby improving the magnitude of the
terminal bus voltage of the system, where the hybrid sources are integrated. This
strategy ultimately helps to improve the overall transient stability of the system. The
hybrid sources, comprising of solar PV and wind farm, not only use the advantages
of both the sources, but also reduce the capacity of the energy storage used for long
term support to decrease fluctuations in the injected power to the grid because the
availability of power through such sources are balancing each other in the majority
of the times in one solar day.

So, not only at themicrogrid level, large-scale implementation of hybrid renewable
sources is the future of the power system towards sustainable energy supply.

28.4 Conclusion and Future Scope

This chapter aims to provide an overview of grid integration of renewable energy
sources. The basics of various RES such as solar PV and wind energy along with
battery energy storage systems and superconducting magnetic energy storage are
covered in detail with schematic illustrations and building-block diagrams. Each
RES with its equivalent circuit, mathematical modelling, various configurations, and
their applications is presented here in a comprehensive manner. The role of an energy
storage system in modern-day microgrids such as BESS and SMES is highlighted
and compared in this chapter. The chapter also discusses the various power electronic
interfaces which are widely used for the integration of renewable sources and energy
storage systems with the power system grid.

The hybrid integration of RES with the utility grid and the challenges associated
with these configurations is reported here. Configuration I deals with the integration
of solar PV, PMSG, and BESS with the utility grid with improved reliability as
both solar and wind are acting during the day while BESS takes care of long-term
fluctuations but the overall system cost is high due to series-connected back-to-back
converters. Moreover, in configuration II, PMSG is replaced by DFIG to address the
cost-related issue as converters do not carry total power. Although the short-term
fluctuations are still untouched due to the slow response time of BESS and it also
causes environmental hazards. On the other hand, in configuration III, there is a
trade-off between cost and environmental impact caused by the inclusion of SMES
along with BESS. The transient stability is enhanced with the help of SMES due
to its faster response time while BESS continues to handle long-term fluctuations.
The overall comparison shows that the hybrid integration of renewable sources and
energy storage devices is practically feasible with some trade-offs between various
comparison parameters.

As we are moving towards the deregulated environment, the share of RES is expo-
nentially increasing and the results are overwhelming. Also with the advancement
in the field of the energy storage system, fluctuations arising due to the stochastic
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nature of these sources can be suppressed thus making the modern-day grid reli-
able, efficient, secure, and hazard-free. This chapter makes a valuable contribution
in the area of power systems and will be useful to the researchers, academicians, and
fraternity working in this field.
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Chapter 29
Optimal Allocation of Electric Vehicles
Charging Station in Distribution
Network Beside DG Using TSO

Jitendra Singh Bhadoriya, Atma Ram Gupta, Mohamed Zellagui,
Nitin Kumar Saxena, Aadesh Kumar Arya, and Aashish Kumar Bohre

Abstract Increasingly, there is growth in electric cars globally, and itwill keep rising
owing to increasing knowledge and interest on the part of people, all while consid-
ering the significant environmental and financial effects. Installation in the distri-
bution system of rapid electric vehicle charging stations that meet the increasing
charging demand for electric vehicles. Although fast-charging stations are placed
in the distribution system, the implementation of these stations leads to adverse
effects such as higher power loss and a more inferior voltage profile. To minimize
these adverse effects, one must strategically locate charging stations and allocate
dispersed generation appropriately across the distribution system. In the article, the
negative impacts of charging stations on radial distribution systems and the posi-
tive impacts of distributed generation on unbalanced systems to balance single
and multiple distributed generation to reduce active and reactive power loss and
enhance voltage stability were evaluated for IEEE-25 unbalanced radial distribution
systems. The distribution system with sufficient active and reactive power injection
has the distributed generation with unity, fixed, and optimum power factor assigned
to enhance it. Various optimization strategies were proposed for EVCS allocation,
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but a novel physics-based meta-heuristic algorithm, Transient search optimization
(TSO), which had just been created, was used formulti-objective functions. Based on
the modeling findings, the voltage profile improved, and power loss was reduced in
every scenario. The convergence features have emerged regarding the new algorithm
recently created to coordinate all scenarios with the findings of the outcomes.

Keywords Electric vehicle · Electric vehicle charging station · Transient search
optimization · Power loss · Voltage profile

Nomenclature

ANN Artificial neural network
APL Active power loss
CO2 Carbon dioxide
CRAE Correlation attribute evaluation
DG Distributed generation
EVCS Electric vehicles charging stations
EVs Electric vehicles
EVSE Electric vehicle charging station expenditure
GA Genetic algorithm
PSO Particle swarm optimization
RAPL Reduction in active power loss
TAPL Total active power loss
TSO Transient search optimization
URDS Unbalanced radial distribution system

29.1 Introduction

29.1.1 Overview

The road transportation industry is a significant source of greenhouse emissions
(Verma and Kumar 2013). Because Electric vehicles (EVs) have the potential to
decrease greenhouse gas emissions, they have emerged as an ecologically friendly
alternative to conventional Internal Combustion Engine powered cars. However,
widespread adoption of EVs may pose a significant danger to the electric power
system, owing to the rise and variability in power consumption caused by electric
vehicle charging stations (EVCS). Indeed, voltage stability and reliability indices are
degraded, reserve margins are decreased, and power losses rise due to the inappro-
priate placement of EV charging stations in the electric power distribution network
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(Chen et al. 2021). The electrification of cars has been prompted by the economic and
environmental issues associatedwith fossil fuel transportation.Many nations have set
goals to achieve 100% EV penetration over the next few years, with Norway having
achieved 28.8%market share, the Netherlands having 6.4%, and China getting 1.4%
(Sharma et al. 2019). A worldwide total of 35 million electric vehicles are projected
to be sold by 2022. When EVs are fuelled by renewable energy, the expanding EV
sector indicates the possibility of zero emissions. In reality, it is essential to power
these EVswith renewable energy sources to the greatest extent feasible since the high
charging loads would have negative environmental consequences if they are fuelled
by fossil fuel power plants (Deb et al. 2018). The number of EVs is projected to
multiply over the next several years, owing to the waste of oil and the environmental
damage connected with their usage. As a result, efforts to decrease urban pollution
and greenhouse gas emissions tend to be coordinated. At the moment, one of the
most severe issues confronting EV growth is the scarcity of charging infrastructure.
Drivers may charge their EVs at home, but it takes a long time. To encourage the
growth of electric vehicles, it is essential to build fast-charging stations that can fully
charge an EV battery in around 15 min. The downside of rapid charging, on the
other hand, is the increased power consumption and its effect on the grid. Renewable
energy sources and storage technologies may be added to these stations to solve
this issue. A review of research on the suitable system design for the installation
and operation of an EV charging station can be found in Drossinos et al. (2016).
Environmental pollution and the fossil fuel problem are the primary reasons for
the electric vehicle’s attractiveness. Governments are pushing EV usage in every
way possible and encouraging businesses to establish charging stations. The need
for EV charging presents enormous difficulties to power system experts. Optimized
planning is required to install EVCS in optimum locations to service customers in
crowded regions with high charging demand. Furthermore, power losses must be
maintained to a minimum and voltage deviations within statutory limitations on
the power system network. Additionally, the cost of land is a significant issue in
constructing a charging station. Dealing with the uncertainties associated with elec-
tric vehicles is also a challenging task when planning the construction of charging
stations. Due to the environmental issues connected with greenhouse emissions and
fossil resources running out, EVs are quickly replacing gasoline-fueled vehicles.
As EVs quickly increase, peak load demand will rise, and feeder currents will also
increase. This will cause voltage profiles to deteriorate in the distribution system.
Inappropriate placement of distributed generation (DG) produces a higher amount
of power loss and a decrease in voltage profile magnitude. Shunt capacitors are often
used in the industry to enhance voltage profiles on distribution systems. To address
the risks caused to the existence of EVs and DGs, distribution system planners will
need to establish best practices for EV, DG, and capacitor size and location (Rao
et al. 2020). EVs are a viable alternative to conventional gasoline and diesel cars.
When it comes to the benefits of electric vehicles, it is essential to note that they
decrease carbon dioxide emissions, air pollution, and noise. The existing charging
infrastructure may be a constraint on the commercial potential of electric cars soon.
One of the issues that may hinder the adoption of electric cars in cities is the lack
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of infrastructure to restrict the duration of trips that customers could take in their
vehicles. Apart from that, the charging time is another issue that may impact the
adoption of electric vehicles. However, even if the cost of charging an electric car
is cheaper than the cost of filling a tank, consumers will choose the quick charge of
conventional vehicles if charging periods are prolonged. For instance, it may take
between 4 and 8 h to charge a battery fully (Injeti and Thunuguntla 2020).

29.1.2 Previous Work

It was shown in Reddy and Selvajyothi (2020) that the placement issue was formu-
lated by taking into account three objective functions: EV flow, voltage variation, and
power loss. Cost, annualized traffic flow, and energy losses were included as objec-
tive factors in the model developed for this issue. As previously stated in Johari et al.
(2013), the cost was considered the primary goal function of the placement issue,
and the placement problem was solved using the Binary Firefly Algorithm. When
it comes to placement schemes for public charging stations, the authors of Jacobs
(2018) presented a system that used cost as the goal function. In Tang et al. (2018), the
authors modeled the placement problem using a multi-objective framework, with the
objective functions being cost, real power loss reduction index, reactive power loss
reduction index, and voltage profile improvement index. The cost, real power loss
reduction index, and voltage profile improvement index were used as the objective
functions. In order to deal with this issue, a hybrid GA PSO method was developed.
According to Deb and Tammi (2018), the authors proposed an optimum placement
strategy for charging stations that took stochastic charging into consideration. A
voltage sensitivity index-based optimum design method for EV charging stations
was presented in Roosta and Khooban (2019) and it was based on the authors’ find-
ings. In Moghaddam et al. (2017), the authors proposed an optimum placement and
charging strategy for electric vehicle charging stations in a smart distribution grid
that was subjected to a variety of contingency circumstances. The authors proposed a
scenario-based planning model for charging station placement that took into consid-
eration network reconfiguration, and they used a coevolutionary method to address
the issue at hand. According to Xiong et al. (2018), the authors developed a multi-
objective framework for charging station location that considered voltage variation,
power losses, and electric vehicle traffic.

Optimal planning of EV charging stations has been accomplished via the use of
a variety of methods and goals. The use of EVs as a spinning reserve to provide
peak demand and improve system performance may aid in the optimum design of
charging station locations. In order to achieve better economics and key parameter
improvement, such as loss reduction and voltage deviation minimization EVs are
being developed. It is discussed in Satish et al. (2020) how particle swarm opti-
mization is applied to the issue of locating charging stations. To design EV charging
stations, the authors of Ahmadi et al. (2021) have considered CO2 emissions. It is
shown in Shariff et al. (2020) that maximizing interaction among parking lots using
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the K-means clustering method may result in profit maximization for a parking lot
owner. Furthermore, by arranging parking spaces with charging stations most effi-
ciently, it is possible to reduce power loss and voltage variation while increasing
network dependability. Ghatak et al. (2019) proposes a novel method for mitigating
the negative impacts of high solar penetration and charge stations by strategically
placing and situating both at the most advantageous locations. In the same way,
researchers have utilized sun photovoltaic production to enhance voltage profile to
mitigate the detrimental effects of EV parking in Grahn and Söder (2013). In order
to expand the usage of electric vehicles, a well-planned charging infrastructure is
needed to make them more accessible to users (Pillai et al. 2018). Despite this, their
cost is very expensive, and if appropriate planning is not undertaken, they have the
potential to overwhelm the electrical power grid. Jacobs (2018) describes how to
design fast-charging stations while considering the costs and traffic in a distribution
network. In Hadian et al. (2020), the Nash bargaining theory is used to maximize the
profit of operators by locating and sizing fast-charging stations in the most profitable
locations. It is shown in Gong et al. (2019) that a complete strategy for optimizing
the location and size of fast-charging stations on metropolitan roadways is devel-
oped. This plan considers electric vehicle and power grid failures, and it recognizes
them as key considerations when choosing the location and size of charging stations.
Nonetheless, none of the studies examined has addressed maximizing and evaluating
the advantages of utilizing more than one kind of charging station, even though this
is common. It is also not thoroughly investigated the potential advantage of DG allo-
cation in terms of preserving voltage in the distribution system in the presence of
charging stations.

Authors may deal with the question of sites for these EV stations and their size
but simplify matters by just talking about the quantity of electricity needed and how
it is supplied. In order to identify locations for fast-charging stations, a team of
researchers used a mixed-integer non-linear optimization method. They first deter-
mined the monetary, energy, and power grid losses of EVs and the development and
electrification expenses. In the model, just the number of EVs that reach the station
was specified, but they did not include the time it takes for them to arrive or whether
or not people are using the station. Using a multi-objective planning model, they
proposed a new approach to power losses and voltage variations in the distribution
system that reduced power losses and voltage deviations. A pre-set demand was
specified, and the functioning of the charging process was ignored. The location of
the EV charging station was found by using a geographical and temporal model of
EV charging demand. The researchers utilized a fluid dynamic traffic model and
queueing theory to simulate traffic flow. With regards to the placement and size of
charging stations, the team created a model. The team also considered interactions
with the power system but did not include alternative sources of energy. As some
other researchers have shown, it is possible to derive models for the design of EV
charging stations, where the design incorporates various simplifications. Having no
connection to the grid and thus cannot determine the size of a charging station using
renewable energy. Designed an EV charging station that minimizes the total cost of
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ownership. Renewable energy, connection to the grid, and batteries were all investi-
gated, but their algorithmdid not factor in arrival time.UsingPVandwind generators,
they demonstrated the electrical architecture of an EV charging station, but they did
not examine the space required for the station. Converters and control algorithms
were the emphases of his design. Previously authors constructed a daily demand
curve, solar and wind power production, by using a logarithmic equation. Since
the demand models utilized for EV charging stations are straightforward, constant
demand and load profiles are assumed. In terms of EV charging, authors are moti-
vated by various aims, including maximizing revenues, minimizing overall energy
costs for consumers, decreasing network power losses, limiting generating costs, and
preventing congestion in the distribution network. For the most part, prior studies
have examined the operational and impact aspects of EV charging, while just a few
papers concentrate on EV charging station design.

Design papers do not address the charging dynamic because they must customize
the input data to programming like Homer, which is not designed to handle this issue
(Domínguez-Navarro et al. 2019), also describes the optimum design of EVCS for
the IEEE 30 bus system. In Chen et al. (2021), a hybridized optimization method was
utilized to appropriately distribute EVCS in Allahabad’s distribution system while
minimizing start-up costs and improving the gird’s power quality. The authors in
Reddy and Selvajyothi (2020) optimized the charging station’s integration into a 33-
bus distribution system utilizing two-layer optimization. The authors of Battapothula
et al. (2019) attempted to serve the most significant number of vehicles with the least
amount of power loss and voltage variation. In Gong et al. (2019), charging stations
were installed across the Beijing area, reducing costs and power loss.

Using various optimization methods, researchers designed EVCS with renewable
integration in order to optimize various goals such as power loss and cost. The liter-
ature on EVCS allocation is sparse since research on electric vehicles and charging
stations is still in its infancy. There is a dearth of literature on the allocation of EVCS
in the context of EV uncertainty. Additionally, most study articles do not consider the
distribution network in conjunction with the road network when allocating EVCS.
Numerous research studies have placed charging stations in nearbyplaces,whichmay
not be sufficiently robust to service all customers in a region. While most research
papers have attempted to reduce power loss, power loss fluctuates as load changes
with EV flow. As a result, reducing power loss may not result in optimal allocation.
Numerous research studies have examined just fast-charging stations for allocation;
however, not all EVs are compatible with fast charging. As a result, the charging
station should provide both slow and rapid charging.

It is also apparent from literature that researchers have used a wide range of
meta-heuristics and conventional optimization methods to deal with charging station
location to solve it.Whendealingwith complicatednon-linear issues like the charging
station location problem, heuristics or meta-heuristics may provide near-optimal
solutions in less time than analytical techniques Lelièvre et al. (2016), which can
save time and money. As a result, there is a continuing need for the development of
efficient and quick meta-heuristics. It is also apparent that researchers have used a
wide range of meta-heuristics and conventional optimization methods to deal with
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charging station location to solve it. In the proposed work, a new transient search
optimization technique is implemented for EVCS allocation.

29.2 EVCS

There is an urgent need to provide an adaptable charging infrastructure for various
car segments to increase EV adoption. The most critical enabler in the whole EV
value chain is the charging infrastructure. The examination of various pricingmodels
concerning the local Conditions must be created to expedite the adoption of electric
cars in the nation. An electric vehicle charging station expenditure (EVSE) is a
wall-mounted module that provides electricity for recharging electric car batteries.
An essential element of EVSEs is a safety mechanism that prohibits the flow of
electricity until the plug is physically connected to the vehicle. It is possible to add
customization options to EVSEs such as:

• Verification (such as driver registration)
• Integration with payment gateways and,
• software for remote monitoring.

Several industry standards and recommendations have arisen due to increasing
electric car charging technologies. A quick perspective of the technology, standards,
and nomenclature for the charging infrastructure is given here. Charging power,
which dictates how long it takes to charge a car, varies by order ofmagnitude between
charge stations. A modest home outlet can charge at a rate of up to 1.2 kW, while
the most sophisticated fast-charging stations can charge at speeds of up to 350 kW.
The charging infrastructure is classified generally according to its speed: Level 1,
Level 2, and direct current (DC) rapid charging (sometimes referred to as Level
3). Table 29.1 lists the three different kinds of chargers that may be used to refuel

Table 29.1 Charging station details

Charger Type Charger
connectors

Location No. of
charging
point

Minimum
power and
voltage range

Charging
time
(hours)

Fast (Level 3) CCS Commercial/Industrial 1 50 kW,
200–1000 V

0.5–1

CHAdeMO 1 50 kW,
200–1000 V

Type-2 AC 1 22 kW,
380–480 V

Slow/Moderate
(Level 1 and 2)

Bharat
DC-001

Residential/Commercial 1 15 kW,
72–200 V

6–8

Bharat
AC-001

3 10 kW,
230 V

11
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electric vehicles. Level 1 chargers are low-power chargers that are most often seen in
residential regions of the world. Level 2 chargers are preferred over level 1 chargers
when it comes to minimizing charging time. Level 2 chargers, on the other hand,
need an increase in protection if they are used inside a residential building. Level 3
chargers are intended for use at the commercial level, as they can completely charge
an EV battery in one hour or less. As a result of their decreased charging time,
fast-charging stations are gaining in popularity.

Private EVCS: charging the batteries of privately owned automobiles through
household charging stations. Billing is a significant component of home/domestic
metering.

AC “Slow” EVCS: Generally, home private chargers are used with a 230 V/15A
single-phase socket capable of delivering up to about 2.5KW of power. The EVSE
provides alternating current to the vehicle’s onboard charger, converting it to a direct
current to charge the battery.

Public EVCS: Outside of the house, electric powermust be invoiced, and payment
collected. Occasionally, the power consumed by these chargers may need to be
controlled.

DC “Fast” EVCS: Direct current is delivered straight to the electric vehicle’s
battery through the charging connector. FC chargers (often 50 KW or more) may
provide up to 100 kms of range per hour.

Fast chargers are often used to supplement rather than charge cars entirely. These
are critical for taxi firms and corporate users with an electric vehicle fleet. Two- and
three-wheeler electric vehicles need slow charging, while light four-wheeler electric
vehicles may be charged both slowly and quickly. Heavy four-wheeled vehicles
(buses) need just rapid charging at public stations. Table 29.1 provides details of the
charging station.

29.3 Objectives

The optimization method may be used to determine the optimum value or solution.
The optimization issues may include determining a maximum or minimum value or
using a single or many objectives. Multi-objective optimization is a term that refers
to problems that have more than one goal (Gunantara 2018). Table 29.2 enlists the
objective function formulated previously.

The following single-objective function is used to formmulti-objective functions.

29.3.1 Total Active Power Loss (TAPL)

With the high R/X ratio and radial construction of the distribution network, active
power loss is high compared to the transmission system. The TAPL is the difference
between power given by generators and demanded by the load. If all the power given
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Table 29.2 Objective considered previously

Reference Bus system Maximization Minimization

Hadian et al. (2020) IEEE-69 Bus DNO profit, EVCS
profit

Pashajavid and Golkar
(2013)

Practical 11 Bus Voltage deviation,
Electrical energy loss

Moghaddam et al.
(2017)

Transport network Total travel time,
Recharging cost

Reddy and Selvajyothi
(2020)

IEEE-19 and 25 Bus Active power loss

Pal et al. (2021) Practical 33 Bus Energy loss

Proposed IEEE-25 Voltage profile Active power loss

by the generator meets the demand of load, then no loss of power will take place,
but generally, the difference gets increases because loads do not demand all the time
power in all three phases, but since power cannot provide storage, so excess power
is generated for fulfilling the demand of load at any time. The power loss occurs in a
branch or distribution line connected with two adjacent buses, whereas the voltages
change occurred on the bus of the distribution system. The primary objective is to
reduce its TAPL to augment the distribution system’s capability, whichwill smoothen
the operation and improve its performance. The APL is determined using the branch
current loss formula given by the following equations for all three phases.

Pa
Loss,br(xy) = Real

{(
Ua

x −Ua
y

)(
I axy

)∗}
(29.1)

Pc
Loss,br(xy) = Real

{(
Uc

x −Uc
y

)(
I cxy

)∗}
(29.2)

Pc
Loss,br(xy) = Real

{(
Uc

x −Uc
y

)(
I cxy

)∗}
(29.3)

where Pa
Loss,br(xy), Pb

Loss,br(xy), Pc
Loss,br(xy) represent the active power loss in branches

for phases a, b, and c, respectively. x and y are the distribution bus, xy is the branch
or distribution line connecting buses x and y. Ux, Uy is the voltage of bus x, y. Ixy is
the current flowing through the branch xy.

The TAPL determined by the summation of all phase losses of distributed lines
is given by the following equation.

T APL = PT
Loss =

∑ (
Pa
Loss,br(xy) + Pb

Loss,br(xy) + Pc
Loss,br(xy)

)
(29.4)

So, the first single-objective function is subjected to the minimization of TAPL
of the distribution system, including all three phases.

F1 = min(T APL) (29.5)
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29.4 Constraints

The following constraints are checked in every iteration for the feasible solution
according to the DG allocation optimization problem’s obligation.

29.4.1 Equality Constraints

The algebraic sum of the power in the electrical distribution network and loss should
be identical to the DG’s power. Since the non-optimal allocation of DG could affect
the distribution system’s operation, that condition is restricted by applying the below
constraints.

PT
Loss +

Nl∑

l=1

PD =
NDG∑

i=1

PDGi (29.6)

QT
Loss +

Nl∑

l=1

QD =
NDG∑

i=1

QDGi (29.7)

where PD active power demand raised by the load, Nl total number of distribution
lines, NDG number of DG, PDG active power injected by DG, QD reactive power
demand raised by the load, QDG reactive power injected by DG.

29.4.2 Inequality Constraints

a. Voltage Constraint:

The magnitude of bus voltage after every single iteration should be intoler-
ance limit; otherwise, it leads to the problem of unbalancing in voltage magni-
tudes, since if there will be significant fluctuation in bus voltage, then it will
inject a higher amount of current through the branches, that will make solution
unachievable.

Umin
i ≤ Ui ≤ Umax

i (29.8)

where i = 1,2,3 … nbus, nbus is the total number of the bus in the distribution
system.
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b. Loss Constraint:

When EVCS is placed in the distribution network, then the power loss started
to increase; while finding the best location, it is essential to limit the value of
active power loss.

Pmin
loss,i ≤ Pi ≤ Pmax

loss,i (29.9)

c. DG Size Constraint:

The power injected by DG should be within described limits to operate the
distribution system. The power supplied by DG with UPF is controlled by real
power constraints; however, the power supplied through DG with power factor
(PF) should be within reasonable limits, for the efficient functioning of the
power supplied by it is controlled by additional reactive power constraint.

Pmin
DG ≤ PDG ≤ Pmax

DG (29.10)

Qmin
DG ≤ QDG ≤ Qmax

DG (29.11)

d. Thermal Limits Constraint:

The magnitude of the current flowing in the branch of the distribution system
should not surpass the thermal limit or ultimate point of line outage; for
imposing this situation, the following thermal limit constraint is applied during
the optimization of the objective function.

Ixy ≤ Imax (29.12)

where Imax is the maximum current flowing in the branch without line outage.

29.5 Optimization Techniques

29.5.1 Chicken Swarm Optimization (Deb et al. 2020)

CSO replicates the chicken swarm’s behavior and food-seeking method. The group
is split into dominant roosters, hens, and chicks according to the chickens’ status.
Roosters are at the top of the food chain, hens are in the middle, and chicks are at the
bottom. The algorithm’s random assignment of mother–child relationships inside
the swarm is another noteworthy aspect. The hierarchical order and mother–child
connection are modified after every step. The program effectively exploits hens’
innate proclivities for following their groupmate rooster and chicks’ proclivities for
following their mother in food quest. Additionally, this algorithm considers that hens
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may attempt to take food discovered by others, resulting in a rivalry for food within
the group. CSO’s general and algorithm-specific parameters are specified during the
initialization step. Inmulti-objective CSO, the population is classified as rooster, hen,
or chick based on rank, rather than fitness value, as in single-objective CSO. The
concept described is used to determine the rank of all the people in the population. A
hierarchical order is created based on the rank of the individuals in the population.

29.5.2 Teaching Learning-Based Optimization Algorithm
(Vadhera 2020)

TLBO is an evolutionary algorithm based on population genetics inspired by the
interactive process of teaching and learning. The population of TLBO is made up of
learners. The teacher is an educated scholar who imparts information to his students.
The learners’ performance is contingent upon the teacher’s knowledge and teaching
skills. The algorithm is split into two phases: the instructor phase, during which
students learn directly from the teacher, and the Learner phase, duringwhich students
learn from one another via mutual contact. The student with the highest rating in
a randomly formed population is usually given the instructor’s position in multi-
objective TLBO. Each student gains knowledge from the instructor. The learner
acquires knowledge via reciprocal contact with other learners.

29.5.3 Harris Hawks Optimizer (Selim et al. 2020)

HHO is a population-based approach that is now being used by a hybridized process
of exploration and exploitation. The Harris hawks primary goal is to hunt prey such
as rabbits. Therefore, first of all, the hawks are seeking the rabbit. Exploration may
be done utilizing two different approaches. This concept says that hawks should be
placed near people and prey since this knowledge would benefit the family. But, the
second approach considers the hawks randomly distributed throughout the forest.
During the pursuit, the rabbit’s fleeing energy was utilized to transition between the
exploratory and exploitative phases of the HHO. The HHO algorithm can transition
from exploration to exploitation and then switch between several exploitative actions
depending on the prey’s escape energy. A prey’s energy level drops significantly
during its evasion activity. The HHO’s computing complexity is mostly determined
by three processes: initialization, fitness assessment, and hawk updating. Notably, the
computing cost of the initialization procedure with N hawks is O. (N). The updating
method has a computational complexity of O(TN) + O(TND), which is comprised
of searching for the optimal position and updating the location vectors of all hawks,
where T denotes the maximum number of iterations and D denotes the dimension of
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particular issues. As a result, HHO has a computational complexity of O(N(T + TD
+ 1)).

29.5.4 Genetic Algorithm (Bohre et al. 2016)

The fundamental idea behind GA Optimization is synonymous with survival of the
fittest.’ The optimization method for GA solutions contains just one strong solu-
tion since only the robust solution can survive the process, while the weak solution
cannot. TheGA is capable of establishing an initial population associatedwith poten-
tial optimal solutions. Following that, GA recombines these people to direct their
specific search to themost favorable results in the search space. Thepotential outcome
is stored as a string or chromosome, and each chromosome is equipped with a fitness
function or objective function for evaluating fitness. The fitness of a chromosome
determines its capacity to survive and reproduce. Throughout the process, the GA
maintains a limited population of chromosomes. The GA makes use of probabilistic
concepts to develop the population in successive generations. In successive genera-
tions, new solutions are produced by GA recombination operators. These operators
include those for selection or reproduction, crossover, and mutation. The crossover
operator combines the ’fittest’ chromosomes that give superior genes to the following
generation. The mutation ensures that the whole search space is likely to be explored
simultaneously, ensuring that populations are free of local minima. The population
size, the assessment of the fitness function, the crossover technique, and the mutation
rate are all critical factors in genetics algorithms. Generate a population of string or
chromosomes as a starting point. Step 2: Determine the fitness level of each member
of the population concerning the issue category (minimization ormaximization). Step
3: Using reproduction, crossover, and mutation, generate offspring strings and then
assess. Calculate the fitness value for each string in Step 4. Step5: Verify convergence
to determine whether the necessary solution was found, or the requisite number of
generations was reached.

29.5.5 Particle Swarm Optimization (Pandey and Bhadoriya
2014)

Kennedy and Eberhart proposed the PSO for the first time in 1995 (Kennedy and
Eberhart 1995). The PSO is a well-known population-based optimization method.
Throughout the PSO, each particle inside the search space has a unique velocity and
inertia about the generations to which it belongs. The particle’s velocity is modified
in both direction and speed depending on its prior best experience (self) and the
particle’s historical best experience in its neighborhood (social). As a result, the
particle will gravitate toward a promising region in the search space. Each individual
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flies in the whole search space with a unique velocity that is updated based on its own
flight experience and that of its friends. The PSO optimization method initializes a
random population of particles and continuously changes their positions depending
on personal and neighboring experiences. The population’s updated value depends
on the velocity’s updated values in each generation (or iteration). The population of
particles in the next iteration is updated by adding the population from the previous
iteration and the current iteration velocity.

29.5.6 Grasshopper Optimization Algorithm (Rao et al. 2020)

Grasshopper swarming activity is emulated by using an evolutionary computing
algorithm and imitating grasshopper swarming behavior. It’s utilized as an optimiza-
tion tool for getting the best size and allocation of digital goods units and service
classes for reaching various goals. The mathematical equations for GOA are created
using the eating habits of grasshopper swarms as a reference. The swarming behavior
of grasshoppers is affected by gravitational force, wind advection, and social inter-
action among individuals. Grasshoppers are a kind of bug. They are classified as
a pest because they wreak havoc on agricultural production and agriculture. The
grasshopper’s life cycle. Although grasshoppers are often observed alone in the wild,
they formone of the enormous swarms of any species. The swarm’s sizemay be conti-
nental in scope, creating havoc for agriculture. The grasshopper swarm is unusual
because it exhibits swarming behavior in both nymph and adult stages. Hundreds
of thousands of nymph grasshoppers leap and move in the manner of rolling cylin-
ders. They consume nearly all vegetation in their path. When they reach adulthood,
they develop this behavior and form a swarm in the air. This is the method through
which grasshoppers travel long distances. The swarm’s primary feature during the
larval period is the grasshoppers’ sluggish mobility and tiny steps. In maturity, by
contrast, the swarm’s primary characteristic is long-range and sudden movement.
Another essential feature of grasshopper swarming is the search for food sources.
As said before, nature-inspired algorithms split the search process logically into
two tendencies: exploration and exploitation. The search agents are urged to move
suddenly during exploration while moving locally during exploitation. Grasshoppers
naturally execute these two tasks, as well as target finding.

29.5.7 Rao Algorithm (Rao 2020)

When it comes to optimization, different metaphor-basedmethods are often used. All
algorithms, however, are not flawless, and the computational time is costly. Therefore,
there is a need for metaphor-less optimization algorithms to handle complicated
problems accurately. It is a simple idea that does not need fine-tuning in artificial
particles to make implementation easier. Successful implementation of the method
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for multio-bjective engineering optimization implemented, finishing in encouraging
results. An advantage of the RAO algorithm is that it does not use any metaphor to
optimize multio-bjective problems, which results in it being optimal. This method
has two steps. In the first step, the best and worst candidates in the problem-solving
process are optimized, and at random, these candidates interact with one another.
It requires population size, iteration numbers, and control parameters in general.
Nothing else than the algorithm’s general parameters are being used. This method
has previously been thoroughly evaluated on several benchmarks with restricted and
multi-modeling properties, demonstrating its applicability in diverse optimization
problems. The most important thing to do in the beginning is to populate the first
population to reduce the objective function (OF). In every cycle, there are (n-m)
decisions, and therefore, (n-m) potential solutions. Assign the OF’s greatest value
to the best agent; assign the OF’s lowest value to the worst agent. By taking the
difference between the best and worst answers, the RAO algorithm enhances the
outcome. When a variable’s new value is achieved, it is calculated by adding the
difference between the best and worst values multiplied by a randomly generated
number, with the iteration itself determining the iteration number. By adjusting the
best and worst solutions and candidate solutions’ random interactions, the algorithm
enhances the outcome. The RAO algorithm stores all the function values that were
approved after each iteration. The values used in the following iteration are formed
from these. The randomly generated number is used in the fantastic exploration of
the search space since it is applied to measure the gap between the best and worst
answers. The RAO algorithm has shown superior competitive outcomes due to these
factors.

29.5.8 Transient Search Optimization (TSO) (Bhadoriya
and Gupta 2021)

The transient responses of switched electric circuits that involve storage compo-
nents, such as inductance plus capacitance, stimulate this algorithm. Exploring and
exploiting the TSO algorithm’s capacity tested by optimizing many mathematical
benchmark functions and solving problems with engineering design optimization,
and results are associated with the new algorithms of optimization. The complete
response of the circuits to resistive and energy storage variables such as condensers
and inductors and a transient response combined with a steady-state response are
interdependent. The system cannot be instantly switched to the next constant condi-
tion by altering the first and second-order circuits, which need time for the condenser
or inductor to charge or discharge before the steady-state value can be calculated.
The TSO algorithm is composed of three sequential steps: random solution initial-
ization, exploration, and exploitation to find a balance between the various solutions
obtained after each scenario in order to obtain the optimal solution, followed by
updating steps for the various iteration counts chosen to terminate the algorithm. The
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search agents are initialized randomly inside the bottom and topmost limits of the
search area. The search agents’ initialization is created randomly. Exploration finds
the optimal solution, while exploitation seeks the optimal or steady-state solution.
TSO’s discovery exhibited improved behavior due to second-order circuit oscilla-
tions near the null point. As a result, the use of TSO enables the exponential decay
of the first-order discharge of storage components into electrical circuits. The TSO
algorithm’s exploitation and exploratory computationalmodeling, which are inspired
by the equation’s full response (transient and steady-state) of the first and respec-
tively, are analogous to an electrical circuit’s final state. The optimal position of the
decision variable is determined by the computational complexity O of the proposed
method, which is dependent on the product of the various number of search agents
N. The flow chart is given in Fig. 29.1.

29.6 Results and Discussion

Figure 29.2 demonstrates the one-line diagram for DG and EVCS allocation of the
IEEE-25 unbalanced radial distribution system (URDS), modeling data for active
and reactive power demand, and branch taken from Ramana et al. (2010). The base
kV and base MVA of the system are 11 kV and 1 MVA, respectively. The approach
for optimizing the best distribution generator allocation in an unbalanced distribu-
tion system in the presence of EVCS optimal position with constant capacity. For
optimization of the single-objective function, TAPL is chosen. The multi-objective
function included TAPL, TRPL, and VSI to analyze the distribution network’s char-
acteristics. Single and multiple DG allocated for single as well as multi-objective
function formulated. The proposed algorithm’s convergence characteristics for all
cases under every scenario formed are presented. The negative impact of EVCS on
distribution network managed with optimal allocation of DG The following cases
reduced TAPL, TRPL, and improved VSI.

Case 1: DG with unity power factor (UPF)

Case 2: DG with fixed power factor (FPF)

Case 3: DG with optimal power factor (OPF).

29.6.1 Single Objective

The active power loss minimization aimed with optimal allocation of EVCS, and DG
The active power loss is 150.12 kW for the base case when EVCS is absent in the
distribution network. The three scenarios are considered for this study for optimal
placement of one, two, and threeEVCSdepicted inTable 29.3. The insertion ofEVCS
increases the power loss in the distribution network; therefore, optimal placement
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Fig. 29.1 Flowchart of TSO

is needed. The losses are increased from 150.12 kW to 223.82 kW after placement
of three EVCS on bus locations 3, 18, and 23; The corresponding voltage profile is
degraded, which needs to be improved.

29.6.1.1 Single DG Allocation

The cases, as mentioned earlier, are applied for optimal placement of DG in the
presence of EVCS.All the scenarios of EVCS are considered. Table 29.4 summarizes
the results obtained after optimal allocation of single DG for each scenario; the TAPL
is reduced to 87.93 kW, under case 1 when DGs of 744.46 kW, 712.14 kW, and
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Fig. 29.2 Single line layout of IEEE-25 unbalanced radial distribution system

Table 29.3 The optimal location of EVCS

Scenario EVCS Location (bus) TAPL (kW) Relative Increment (%)

Base case – – 150.12 –

1 1 3 167.47 11.55

2 2 3–23 192.61 28.30

3 3 3–18-23 223.82 49.09

756.18 kW are placed on phases a, b, and c, respectively, of bus 7 for scenario 1. The
RAPL is further reduced by 30.96% and 17.05% for scenarios 2 and 3. For case 2, the
RAPL are 59.78%, 50.35%, and 37.37% for scenario 1, 2, and 3, respectively. The
maximum reduction in TAPL is found in case 3 and the RAPL is 66.07%, 55.95%,
and 42.72% for scenarios 1, 2, and 3. The reduction in power loss is obtained after
optimal single DG allocation in all the phases of optimal bus location.

a. Voltage Profile

The voltage magnitude updates in every case for all test system phases. The
phase-wise voltages profile for all the scenarios is shown in Fig. 29.3. It is
viewed from the voltage profile that after placement of EVCS, degradation
occurs in voltages on several buses causing lower voltage, ultimately introducing
the significant difference in voltages of two different buses compared to the
base case. This situation causes voltage collapse in the distribution network.
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Table 29.4 Single DG allocation

Scenario Location (bus) DG size (kW) TAPL (kW) RAPL (%)

Phase A Phase B Phase C

Case 1 (UPF)

1 7 744.46 712.14 756.18 87.93 41.42

2 7 771.27 764.07 835.74 103.64 30.96

3 7 844.63 829.07 816.72 124.51 17.05

Case 2 (FPF)

1 7 785.96 845.35 774.52 60.37 59.78

2 7 873.33 853.38 875.08 74.52 50.35

3 6 890.96 898.72 899.2 94.08 37.37

Case 3 (OPF) (PF1 = 0.80)

1 7 738.94 755.05 747.99 50.93 66.07

2 7 749.28 725.50 740.08 66.12 55.95

3 6 818.73 842.98 824.33 85.98 42.72

After integrating DG, the voltage profile becomes closer and more circular
with an enhanced magnitude of the voltage produced in a better voltage profile
with lower voltage magnitudes on successive buses. The voltage on each bus
is within acceptable limits. The improvement in voltage profile balances the
reactive power requirement in the distribution network.

b. Convergence Characteristics

The convergence criterion is an essential aspect of optimization algorithms.
The success or failure of optimization algorithms depends on rapid or slow
convergence characteristics for a specific objective function that will directly
affect the favorable or unfavorable selection of convergence criteria in a certain
number of iterations during the independent run. The convergence characteris-
tics are shown in Fig. 29.4, revealing that the placement of EVCS converged
with minimum increment in power loss reference to the base case, whereas the
DG with various power factors converges with lower power loss. The conver-
gence curve of all the cases was obtained within 300 iterations, with the global
minima of objective function subjected to various operational constraints.

29.7 Conclusion

The electric vehicle charging station is optimally placed with a minimum negative
impact on the distribution network. The URDS IEEE-25 analyzed with the optimal
allocation of DG with UPF, FPF, and OPF in the presence of EVCS, reduced the



804 J. S. Bhadoriya et al.

Fig. 29.3 The phase-wise voltage profile for (a) phase a, (b) phase b, and (c) phase c

power loss with improvement in voltage profile utilizing a new recently developed
TSO algorithm. The main findings are as follows:

• The active power loss reduced to 66.07%, 55.95%, and 42.72% after allocation
of DG.

• In the fitness function, the active and reactive power loss is 50.93 kW, compared
to 167.47 kW, for optimally allocated EVCS.
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Fig. 29.3 (continued)

Fig. 29.4 The convergence characteristic of TSO

• The proposed algorithm’s convergence characteristic obtained global minima for
multi-objective functions when DG with OPF is allocated optimally.

• The voltage profile enhanced significantly after allocation of different power
factor-based DG in the presence of three EVCS; however, for every case, it is
improved and within limits.

A uniform circular voltage profile indicates a resilient distribution network with
lower active and reactive power loss. This study will help distribution network oper-
ators plan the distribution system with a more significant number of EVCS done
simultaneously with DG allocation for smooth operation. The fixed and uncertain
schedule for charging electric vehicles may be considered with EVCS to analyze the
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distribution network’s performance for residential, commercial, and industrial zones
implemented with mentioned optimization algorithms.
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Chapter 30
Solar Power Charging of Electric Vehicle
Along with the Implementation
of Vehicle-To-Grid (V2G) Technology

Shreastha Varun and Sandeep Bhongade

Abstract Reducing pollution in the environment is the most important topic of
the present times. Pollution mainly arises from the burning of fossil fuel which
emits CO2 and other harmful gases in the environment. The transportation sector is
introducing technologically advancedElectricVehicles (EVs)which are eco-friendly.
EV integration to the grid is the attraction of many researchers and engineers around
the world due to the rapidly growing numbers of EVs in the global market. The
use of EVs in the grid will play an important role in future smart grid technology.
But EVs charging puts significant load demand on the grid as well as uneven and
uncoordinated charging creates disturbance in the grid. In order to reduce the burden
on the grid, the EVs can be charged by Renewable Energy Resources (RESs). Solar
is the most widely available renewable energy source. Solar charging stations can be
installed at homes, offices, parking lots, public areas and isolated areas. The proposed
system in this chapter is designed in the MATLAB Simulink environment in which
Electric Vehicle (EV) is charged in a standalone solar power charging station and
this EV is integrated into the grid when the solar power is unavailable. The use
of a DC–DC bidirectional converter with appropriate controlling technique enables
the transfer of power from EV to the grid whenever there is demand. The benefits
and limitations of integrating EV in the power systems have been discussed in this
chapter.

Keywords Electric Vehicle (EV) · Solar-to-Vehicle (S2V) · Vehicle-to-grid
(V2G) · DC–DC bidirectional converter · DC–AC converter
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MPPT Maximum Power Point Tracker
P&O Perturb & observe
PLL Phase-Locked Loop
RESs Renewable Energy Resources
S2V Solar to Vehicle
SAE Society of Automotive Engineers
SLM Smart Load Management
SoC State of Charge
SRF Synchronous Reference frame
V2G Vehicle-to-Grid
VPP Virtual Power Plant

30.1 Introduction

FromElectric vehicles (EVs) such as Electrobat (1895), GeneralMotors EV-1(1996–
1999), Toyota Prius (1997) to the present-day TeslaModel 3 (2017), Electric vehicles
(EVs) that we see today comes from a series of development in the field of electric
locomotives over the past two centuries.

Due to the growing concern of the environment and the depletion of fossil fuels,
Electric Vehicles (EVs) are now seen as the future of the transportation sector (Sneha
Angeline and Newlin Rajkumar 2020).

The innovations in the technologies of EVs have significantly increased themarket
shares of EVs around the world today. There are mainly following types of Electric
vehicles:

1. Hybrid electric vehicles (HEVs) run on an internal combustion engine and an
electric motor, which uses energy stored in batteries.

2. Plug-in hybrid electric vehicle (PHEV) is a hybrid electric vehiclewhose battery
can be recharged by plugging it into an external source of electric power, as well
as through regenerative braking.

3. Battery electric vehicles (BEVs) are fully-electric vehicles with rechargeable
batteries. BEVs use an external source for charging the battery.

4. Fuel cell electric vehicle (FCEV) works on fuel cell which uses oxygen and
compressed hydrogen to generate electricity to run the electric motor.

5. Solar electric vehicle (in future), work is going on in developing an electric
vehicle that can be powered partially or fully by direct solar energy.

Mainly PHEVs and HEVs are more popular in the EV market. Lithium-ion
batteries are now largely used in EVs due to their very high efficiency and energy
density as compared to Lead-acid batteries or any other chemical batteries that are
available in the market.

EVs charging technology plays an important role in the growth of the EVsmarket.
There are a charging levels of EV such as shown in the Fig. 30.1, the AC level 1
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Fig. 30.1 Electric vehicle charging levels and standard electrical connectors

and AC level 2 both uses on -board EV chargers and are slow charging levels.
AC level 1 charging can be done in households, whereas AC level 2 mainly works
for public areas like offices, movie theatres, shopping malls, institutions, etc. DC
fast charging uses off-board chargers, and therefore, requires DC charging stations.
EVs that support fast charging can only be charged by DC charging stations. DC
fast charger connectors can be separate DC only types like CHAdeMO or both AC
and DC combined type such as combo-charging system (CCS/SAE combo) which
supports both slow as well as fast charging of EV. Tesla models come with adapters
to join any type of charging power outlet (Mohammed and Jung 2021).

In the present scenario, the penetration of both EVs and renewable energy
sources (RESs) plays crucial roles in the power sector (Patil and Kalkhambkar 2021;
Shahrukh Adnan Khan et al. 2019) which has been discussed below.

• Major pollution is caused by the emissions from fossil fuel-based transportation
vehicles. Especially in the densely populated areas like metropolitan cities, there
is a high risk of health to the people as pollution has reached an alarming level. The
transportation sector is, therefore, rapidly introducing technologically advanced
EVs which are eco-friendly. By 2030, India is planning to be an EV nation and
hence coming up with innovative schemes such as Faster Adoption andManufac-
turing of Hybrid and Electric vehicle (FAME) phase II for promoting the sales of
EV by the end of 2024.
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• Though Carbon emissions due to the transport sector have been reduced by
adopting EVs, still EVs are not considered as absolutely Zero-Emission Vehi-
cles as the batteries of EVs are charged from the electricity produced by coal or
natural gas power plantswhich cause emissions. Large number of EVswill require
more production from these coal or natural gas power plants which in turn mean
more emissions. Therefore, if EVs are charged from renewable or clean energy
sources such as hydroelectric, wind, solar, or nuclear power then there will be no
emissions from the electricity production to transportation cycle and hence EVs
will be completely well-to-wheel Zero-Emission Vehicles.

• The most important incentive for the large-scale adoption of EV is the installation
of large numbers of easily accessible charging stations at appropriate distances
for the convenience of the EV drivers. Grid-connected charging stations have
to be installed with careful planning in order to ensure the smooth and reliable
operation of the grid. Unpredictable and uncoordinated charging patterns of EVs
at charging stations may cause voltage instability, power loss and harmonics in
the grid. Increasing numbers of EVs will put significant demand on the grid which
will require the installation of additional generation plants, thereby increasing the
efficiency of the existing electrical network for a safe and smooth operation of
the grid (Deb et al. 2019).

• The inclusion of renewable energy sources can help reduce the congestion on the
grid, minimizing the cost and emission from thermal units but large penetration
of renewable energy sources will impact the grid due to the intermittent nature
of these sources. The off-grid charging of EV through renewable energy sources
can help in reducing the burden on the grid as well as help in the integration of
RE to the grid. EV can be considered as decentralized battery storage units for
renewable energy sources which will help in controlling and limiting the amount
of power injected into the grid (Preetha Yesheswini et al. 2020).

• In the smart grid technology, EVs alongwith RESs are seen as Virtual Power Plant
(VPP) that can provide Smart Load Management (SLM) and power regulation
services. EVs behave as a distributed spinning reserve for unexpected frequency
fluctuations mostly caused due to renewable energy sources in the grid (Prem
et al. 2020).

The main contribution of this chapter is to evaluate the standalone solar-based
charging station for EV and utilize the storage capability of EV in meeting the
demand requirement of the grid. Figure 30.2 shows the scheme of the proposed
system. The main content of this chapter is summarized as follows:

• Standalone solar-based sustainable charging station as an alternative to the grid-
connected charging station for charging of the EVs.

• Mitigating the impact of integrating renewable energy sources into the grid with
the help of EV.

• Utilizing the V2G capability of EV to provide ancillary service to the grid.
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Fig. 30.2 Scheme of the proposed system showing S2V and V2G operation of EV

30.2 System Configuration

The main objective of the proposed system is to demonstrate and observe the inte-
gration of electric vehicles with the power system. The solar power is used to charge
the vehicles in the Solar to Vehicle (S2V) concept (Shariff et al. 2020), and the
energy stored in the EV batteries can be delivered to the grid when required in the
Vehicle-to-Grid (V2G) concept. The system is designed to implement S2V and V2G
concepts as shown in the block diagram in Fig. 30.3. The MATLAB/SIMULINK
environment is used to design the system.

30.2.1 System Components

30.2.1.1 MPPT Solar Charge Controller

Output power of a solar panel varies due to irradiance level on PV panel, temperature
level and current drawn from the cells. Maximum Power Point Tracker (MPPT) is
mainly required to extract the maximum power from the solar panel. The maximum
power point tracker sweeps through the panel voltage to find the best combina-
tion of voltage and current to produce maximum power. MPPT continuously tracks
and adjusts the voltage to get maximum power. This makes MPPT very important
especially in bad weather conditions.

There are different control techniques to get maximum power from the solar panel
such as Perturb & Observe (P&0), Incremental conductance, Fractional Voltage,
Fractional current, fuzzy logic, etc. In this system, P&O algorithm is used to track the
Maximum Power Point (MPP). It is relatively simple to implement and can provide
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Fig. 30.3 Block diagram of the system

good efficiency. P&O algorithm continuously compares the new and previous values
of output power and voltage of PV and then varies the duty cycle according to the
direction of MPP tracked on the PV panel.

In the presented system, there are two panels with user-defined input irradiance
constant, this system uses irradiance as 1000 constant and temperature as 25 °C. The
parameters used for the PV panels are shown in the Table 30.1

DC to DC converter (step up or step down) act as an interface between the load
and the PV modules. In this proposed system, a DC–DC boost converter is used for
the MPPT control of the PV panels in this proposed system. The circuit diagram of
the DC–DC boost converter is shown in Fig. 30.4

Table 30.1 PV parameters PV parameters Value

Open circuit voltage Voc 800 V

Maximum voltage 820 V

Current output 6.227 A

Voltage output 750 V

Output power 12 kw watt



30 Solar Power Charging of Electric Vehicle Along with the Implementation … 815

Fig. 30.4 DC–DC Boost converter

Fig. 30.5 Bidirectional DC–DC converter circuit

30.2.1.2 DC–DC Bidirectional Converter with PI Controller

A bidirectional DC–DC converter can act as both buck and boost converter, i.e., it
can step up as well as step down the input DC voltage. Figure 30.5 presents the circuit
of the converter circuit. In this system, DC–DC bidirectional converter is used for
charging and discharging EV batteries. These bidirectional converters are the reason
that EVs can be used for delivering power to the grid. PI controller is used with the
DC–DC bidirectional converter in this system which increases the efficiency of the
converter. It decides the discharging or charging rate according to the State of Charge
(SoC) of EV. The PI controller is used to provide the pulse to the IGBTs used in the
converter. PI controller compares the DC output voltage to the desired DC output
voltage, it sets the required value and triggers the signal to obtain the desired value
of the output voltage from the given input values of the converter (Singh et al. 2020;
Yuan et al. 2021; Liu et al. 2020).

30.2.1.3 DC–AC Inverter with SRF–PLL-Based Controller

Inverters are power converters used to convert stable DC power into AC power. The
universal bridge is used as PMW IGBT inverter with parameters given in Table 30.2.

The output of the inverter is the Chopped AC voltage with zero DC component
consisting of harmonics. Low pass LC filters are added after the inverters to reduce
the high-frequency harmonics. In power systems applications, the LC filter with the
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Table 30.2 Inverter’s
parameters

Parameters Values

Number of Bridge arms 3

Snubber resistance 5000 �

Ron 1 m�

Forward v [device Vf, diode Vfd(v)] [0 0] V

Inductance 0.1 mH

Capacitance 500 μF

converters play an important role to obtain good quality voltage regulation. Low pass
LC filter is used with the inverter to attenuate the high-frequency harmonics.

The present power system has involved renewable energy sources to feed the grid.
This creates an imbalance in the grid due tomany reasons such as the uneven nature of
supply, fluctuations, etc. For the safe and reliable operation, the grid operators require
to maintain power qualities standards and codes related to power quality improve-
ment, active and reactive power, synchronization, stability, fault mitigations, etc.
The converters require controlling techniques to control the output of the converter
according to the requirements. For synchronization of the grid, the power converters
on the grid side require the information of phase voltage, frequency and phase angle
from the grid. Phase-Locked Loop (PLL) is the most commonly used method for the
determination of grid phase angle, voltage and frequency. PI controller is used with
the PLL for comparison and obtaining proper dynamics. Filters are used for reducing
the harmonics and imbalances.

Synchronous Reference frame PLL (SRF–PLL) with PI controller is a widely
used PLL technique because it is easy to implement. SRF–PLL gives accurate grid
phase information under normal grid conditions. Under harmonics and imbalances
conditions, SRF–PLL tend to give inaccurate results.

Tuning parameters of the PI controller can improve the results by reducing
harmonics, but this method slows the dynamic response of the SRF–PLL. There-
fore, various improvements and modifications are done in SRF–PLL in order to
improve the dynamic response of SRF–PLL under harmonics conditions.

SRF–PLL uses dq synchronous rotating reference frame for the synchronization
process. The basic block diagram of SRF–PLL has been shown in Fig. 30.6.

The grid phase voltages Va, Vb and Vc are measured which are in abc reference
frame. Transformation of time-domain abc reference frame of three-phase voltages
into αβ stationary reference frame is done by using Clark’s transformation. The
two-phase system of stationary αβ0 reference is then converted to two-axis system
of dq0 rotating reference frame by Park transformation. The rotating direct axis or
quadrature axis of dq reference frame can be aligned with the voltage in the αβ

stationary reference frame or abc reference frame. PI controller ensures the zero
value of Vd in steady-state condition and the alignment of grid voltage vector along
the q-axis. PI controller synchronously rotates voltage space vector along q or d
axis to obtain phase angle information. This way the DC voltage converted into AC
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Fig. 30.6 DC–AC inverter with LC filter

three phase voltage by DC to AC inverter can be synchronized with the grid phase
parameters in the rotating reference frame.

30.2.2 Implementation in MATLAB/SIMULINK

The simulation model of the proposed energy transfer from solar-to-vehicle and
vehicle-to-grid is shown in Fig. 30.7 is developed in MATLAB version 2019b. There
are two modes of operations:

Mode 1: S2V

In S2V operation mode, the power from solar panels is used to charge the battery.
The DC–DC boost converter steps up the voltage of the solar power, this helps to
transfer the power to the grid and to the battery as well. The bidirectional DC–DC
converter operates as a buck converter to charge the battery in the S2V operation

Fig. 30.7 Block diagram of SRF–PLL
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Fig. 30.8 Implementation of the system in MATLAB simulation

mode. The solar power also transfers the excess power to the gird through DC to AC
converter. The implementation of grid connected solar system is shown in Fig. 30.8.

Mode 2: V2G

In V2G operation, the DC–DC converter of battery operates as a boost converter and
then the output of this boost converter goes into DC to AC inverter to deliver the AC
power to the grid (Melo et al. 2018).

A lithium-ion battery has been used in this model. Initial SoC of the battery is 60%
and the response time is 30 s which means whenever SoC reaches 60%, it indicates
that the battery is fully charged. The battery controller is for voltage regulation of
the battery that decides when voltage needs to increase and when to drop, whenever
it senses load power is not compensated by other resources, then it provides a pulse
to the switches s1 and s2, PI controller compares the value of Vdc and the reference
value. PI controller works to achieve the desired value. It provides switching pulses
through s1 and s2which is input to the IGBTs. This way the charging and discharging
of the battery is done.

30.2.2.1 System Components in MATLAB/SIMULINK

Figures 30.9, 30.10, 30.11, 30.12 and 30.13 shows the components of the system in
MATLAB/SIMULATION.

30.2.3 Results

The proposed S2V [mode 1] is evaluated, then the integration of EV into the grid
in V2G [mode 2] operation is verified. The current and voltage waveform of the
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Fig. 30.9 Bidirectional DC–DC converter with EV battery

Fig. 30.10 PI controller of bidirectional DC–DC controller

Fig. 30.11 PV panel
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Fig. 30.12 DC–AC inverter

Fig. 30.13 Grid circuit

grid as shown in Fig. 30.14 are sinusoidal and some brief voltage transients occur
during abrupt integration of vehicle voltage source to the gird at 2 s can be seen. The
battery voltage, current and SoC while charging and discharging process is shown
in Fig. 30.15, we observe the drop in voltage and rise in current during discharging
process of the battery at 2 s. Figure 30.16 shows the output power of PV, battery and
grid.

The irradiance of the PV system is high during the day which is used for charging
the EV and access to the grid. As the irradiance level of the PV system reduces,
the power injection of the pv power into the grid also reduces. After the PV power
generation reaches zero, no pv power is available to charge the EV as well as to inject



30 Solar Power Charging of Electric Vehicle Along with the Implementation … 821

Fig. 30.14 Grid voltage and Grid current profile

Fig. 30.15 EV battery voltage, SOC and current graph while charging and discharging

into the grid. As the load demand gets high, the EV controller checks the SoC value
of the EV, if it is 60%, then it is ready to deliver power to the grid. EV delivers the
power to the grid until the SoC value drops to 20% after which the power injected
by the EV into the grid is stopped. As the minimum SoC should be available for the
convenience of the EV drivers.

The results show the integration of the vehicle to the grid. The waveforms of the
battery voltage, SOC and current are appropriate in the charging and discharging
process. The grid current is in the opposite phase to the grid voltage as the grid is
acting as a load in the V2G operation mode.
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Fig. 30.16 Output power of the grid, battery and PV panel

30.3 Limitations

30.3.1 Challenges Faced by V2G Concept

There are the following challenges to implementing V2G concept such as:

1. In the V2G concept, the bidirectional flow of the EV battery will cause deterio-
ration due to the depth of charging and discharging cycles. Therefore, improving
the battery’s capabilities and maintenance solutions should be considered as the
most important part of this concept.

2. For the V2G concept to be implemented, there is a need for the mass adoption
of EVs so that sufficient amount of EVs are available for the V2G operation.
Therefore, EVs price needs to be affordable enough for the people.

3. For the convenience of the customers, the EVs should be used in the V2G
concept in such away that theywon’t face problems in transportation. Therefore,
regulations are required about the amount of energy that can be consumed from
a single EV for the V2G operation.

4. The EVs integration to smart grid will require a proper secure network in order
to avoid any cyberattacks.

5. The installation of V2G components is an expensive process, therefore, the
companies and government should provide profitable investment plans and loans
so that people will get attracted towards adopting this concept.
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30.3.2 Challenges Faced by S2V Concept

The issues related to employing solar-based charging stations are as follows (Huang
et al. 2020; Fathabadi 2017).

1. Installation cost: The idea to employ various government schemes to promote
the use of renewable energy sources by giving various investment return plans
and loans will help the investors and businessmen to invest in the solar charging
stations.

2. Availability of rooftop spaces: the houses and buildings in congested areasmight
face the problems for rooftop spaces but most of the office buildings, parking
places and other public places must install solar panels in the way to sufficiently
produce the power required to charge the vehicles in the premises.

3. Power storing facility: The storage units are expensive. The idea to use the end
of life batteries as the energy storage units can be very profitable in the sense
of reducing expenses as well as helping in the recycling of the batteries which
will reduce harmful effects on the environment.

4. Since solar power cannot be extracted in bad weather conditions, therefore, the
need to plan the solar-based charging unit according to the regional weather
pattern and proper storage facility is required.

30.4 Conclusion

This system demonstrates that Electric vehicle (EV) battery is capable of operating in
Solar-to-vehicle (S2V) mode and Vehicle-to-grid (V2G) mode. MATLAB/Simulink
environment is used to work the proposed system and the results of the system are
appropriate.

Grid-tied charging stations cause power stability issues in the grid as well as
increase the cost of power generation, therefore, this presented approach of a stan-
dalone solar charging station for EV is beneficial to the power system, and also
this approach provides controllable solar power injection into the grid. Solar power
charging stations can be installed in houses, public areas, as well as isolated areas
hence the planning for charging station placement, gets less complicated. V2G oper-
ation of EV provides a spinning reserve to the grid, peak-shaving, valley filling,
reactive and active power to the grid when required, etc.

Solar charging stations are being installed in many countries but these charging
stations require the support of grid and battery storage systems. The focus is on devel-
oping standalone charging stations by utilizing only renewable energy sources. EV
integration in the smart grid needs advanced communications tools to communicate
properly with utilities as well as customers. The EVswill definitely play an important
role in the future smart grids and hence efforts are being done in this research area.

Although the integration of EVs in the grid as a power source is still a concept,
many agencies around the world are working on developing the technologies to
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implement this concept of Vehicle- to-Grid in the power sector soon. For V2G to
work, we require efficient bidirectional battery chargers that allow power flow in
both directions without causing much deterioration.
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Chapter 31
Harmonic Reduction for Smart
Distribution Network with D-STATCOM
and DG Using Gravitational Search
Algorithm

Aadesh Kumar Arya, Atma Ram Gupta, Govind Rai Goyal,
and Ashwani Kumar Sharma

Abstract The current technological advances of the existing power system offer
advantages in almost all aspects of power generation, transmission and distribution
at lower cost with an improved voltage profile with minimal power loss to make it
a smart power system. Practically, the need for electricity is growing expeditiously
all across the world which results in poor voltage profile and an increase in line
losses. To reduce the line losses as well as to improve the voltage profile, instead of
longer transmission, renewable-based distributed generation (RBDG) can be added
locally to the distribution side. Continuous addition of irregular reactive load requires
fast-acting variable reactive power compensator like distribution static compensator
(D-STATCOM) device to maintain the voltage profile. Consequently, RBDG and D-
STATCOMdevices are integrated into the distribution system (DS) to fulfill the active
and reactive power demand, respectively. Deciding on the distributed generation
(DG) andD-STATCOM’s position and size is one of the important analyses to be done
by the distribution network operator (DNO). In addition to the allocation of devices,
harmonic pollution and voltage instability due to nonlinear load are considered to
be serious problems in power systems. In the presented chapter, the gravitational
search algorithm (GSA) is applied to obtain the accurate feasible position of DG and
D-STATCOM by DNO for smart distribution system (SDS). The combined effect of
GSA and harmonic load flow is carried out to achieve minimization of total power
losses, voltage total harmonic distortion (THDV) and maximization of the annual
energy loss reduction (AELR).
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31.1 Introduction

The electricity demand is increasing day-by-day which is a major challenge for the
present power grid, but it is an important economic factor for any nation. Electricity
generation is expected to increase by 93% during 2010–2040 (Murty and Kumar
2020). The increase in electricity demand can be supplied through the use of micro-
grid, renewable-based distributed generation (RBDG), and at the same time devices
likeD-STATCOMcanbe addedbyDNOto fulfill the variable reactive power demand.
In addition, the regulatory operation and technological innovations of the smart grid
have sparked renewed interest in the future economy. The DNO works to reduce the
imbalance between supply and demand with the use of DG and DFACTS devices.
With the integration of renewable resources, dependence on fossil fuels is reduced
and consequent reduction in the levels of carbon emission in the environment (Murty
et al. 2018). Various types of RBDG technologies have been used by the DNO in
the electricity market, for renewable-based power generation, namely hydropower
generation, PV solar, natural gas engines, fuel cells, micro-turbines and wind energy.

With the integration of RBDG and DFACTS devices, the distribution system
behaves as an active distribution system (Saxena and Kumar 2021; Murty and
Kumar 2015). The nonlinear components and power electronics devices are increas-
ingly in use due to their characteristics like simple, easy-to-manage and high effi-
ciency. However, the DS experiences harmonics distortion (Bagheri et al. 2015). The
nonlinear load, electronic gadgets, thyristor drives, static var compensator (SVC) etc.
introduce harmonics into the system. At the point of common coupling harmonic
current injection and voltage distortion should be minimum within the acceptable
limits as per the standards. Good power quality is a difficult task to keep up with
the present load models. Harmonic distortion is a bad factor known to cause certain
problems in a system, such as shortening the life of insulation, increasing heat loss,
reduction in power factors and reducing power plant output (Mohammadi 2015).
Therefore, there is a need to correct the harmonic distortion problem as per IEEE
519–1992 standard to maintain the power loss and power quality in competitive
energy market scenario for making conventional DS to SDS (F II, I. 1993).

In the past, harmonic power flow (HPF) methods used the Newton–Raphson
and other traditional harmonic methods to analyze harmonic distortion in DS (Au
et al. 2006; Mahmoud and Shultz 1982; Pileggi et al. 1981). It is found that HPF
methods cannot work effectively. Furthermore, the forward/backward sweep (FBS)
is highly effective in the analysis of harmonics in DS (Shirajum et al. 2016). In
(Chang and Teng 2002), the authors proposed a fast method for harmonic analysis
using backward/forward sweep techniques. The current injection method is one of
the most frequently used methods for solving HPF in electrical networks in order to
determine the degree of voltage distortion (Archundia-Aranda and Mota-Palomino
2010). In power systems,HPFmethods are often used deterministically to predict and
solve many of the harmonic problems (Herraiz et al. 2003). Single-phase harmonic
analysis methods are generally used in systemswhere imbalances can be overlooked.
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The harmonic analysis methods are categorized by the following techniques:
(i) transient-state analysis (time-domain-based) and (ii) steady-state analysis
(frequency-domain-based) (Heydt and Galli 1997; Zheng et al. 1999). The steady-
state analysis ismore accurate than the transient-state analysis. Therefore, the steady-
state analysis is employed in HPF programs. Consequently, the steady-state algo-
rithms are the best choice for the analysis of large-scale power systems because of
the computational economy (Saini et al. 2012). The harmonic studies play a crucial
role in the analysis and design of power systems. However, linear and nonlinear loads
and network configurations change randomly and in a probabilistic manner (Zhang
and Xu 2008).

In Bonner et al. (1996), the authors discussed two parts of research: first, the
overviewof the type andmodeling of harmonic sources in power systems, and second,
modeling of load and investigation of the impact of load as frequency response. In
Grady (2006), Grady et al. analyzed the impact of total harmonics distortion (THD)
for the various signals and systems. Fangl et al. developed the algorithm for harmonic
flowwith DG and analyzed it for IEEE 33-bus system using PCLFO software (Zhang
et al. 2011). Shokri et al. used a direct approach technique based on BIBC and BCBV
matrices for the solution of the HPF method with nonlinear loads for IEEE 34-bus
distributions (Shokri et al. 2013). Gupta has discussed that the nonlinear loads have
increased in everyday life with the use of home appliances. As a result, the power
quality problems in the distribution system have increased.

The advantages of DG and D-STATCOM largely depend on their optimal allo-
cation in DS, and incorrect allocation of these devices may lead to excessive THD,
power loss and bad voltage profile. Consequently in Gupta (2017), the author opti-
mally placed several DGs and D-STATCOM in a radial distribution system (RDS) to
reduce line loss andTHDusing variation technique and stability index.D-STATCOM
is a compensation device used to absorb reactive power in DS. Further, D-STATCOM
is placed in DS to manage the total power loss as a minimum, improvement of power
factor andminimal of harmonics pollution produced by nonlinear loads. InArya et al.
(2019), Tagore et al. (2017), the authors have found that if DG and D-STATCOM of
optimal size are placed at a proper bus in DS, the system power losses and THD can
be minimized with voltage profile improvement.

31.1.1 Contribution of Research Work

The objective of this research work is to improve the voltage profile of the network
by minimizing the total power loss as well as harmonics injected by the nonlinear
loads. To achieve these objectives, a bi-objective problem is formulated and the
objective functions are minimized using gravitational search algorithm (GSA). In
this research work optimal allocation and size of DG and D-STATCOM are also
found for IEEE 33-bus and 69-bus distribution systems while minimizing the power
losses, total harmonic distortion (THDV) and maximizing the annual energy loss
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reduction (AELR). In Sect. 31.2, a mathematical model for HPF with DG and D-
STATCOM is described. Section 31.3 deals with the outcome and results analysis
of IEEE 33-bus and 69-bus distribution systems. The conclusion of the chapter is
mentioned in Sect. 31.4.

31.2 Mathematical Model for HPF with DG
and D-STATCOM

The electrical power is supplied by the generators and consumed by the load in the
power flowmodel at the distribution side. Furthermore, in the case of a nonlinear load,
the load may become a harmonic source that provides a harmonic flow of energy to
generators. In the proposed research the current source is taken as a harmonic source
and the FBS technique is applied to calculate the HPF in DS with multiple nonlinear
loads. In the HPF, the FBS method is used by two processes: (i) the backward
sweep process is performed to establish a relationship between the branch current
and the injected bus current and (ii) the forward sweep process is performed to
determine the bus voltage using the branch current and the injected bus current. The
harmonic currents are being generated by the nonlinear load, and D-STATCOM can
be expressed by Eq. (31.1):

Ih
(h),k
i = V (h),k

i

Z (h)
i

(31.1)

It can be expressed in the vector form as Eq. (31.2):

I (h),k =
⎡
⎣

Ih (h),k

. . . . . . . . . .

IDST
(h),k

⎤
⎦ (31.2)

where I (h) = Harmonic currents at hth order.

Ih (h) = Harmonic current by linear or nonlinear load.

IDST
(h) = Absorbed or reactive current by D-STATCOM.

The coefficient vector of harmonic currents, given in Eq. (31.3), is used to obtain
the power flow between bus i and bus j (Arya et al. 2019).

A(h)
i j =

⎡
⎢⎣

Ah(h)
i j

. . . . . . ..

As(h)
i j

⎤
⎥⎦ (31.3)



31 Harmonic Reduction for Smart Distribution Network with D-STATCOM … 831

Ah(h)
i j = Coefficient vector of the nonlinear or linear load impedances.

As(h)
i j = Absorbed or reactive harmonics coefficient vector by D-STATCOM.

Branch current (B(h),k
i j ) and voltage drop (�V (h),k

i j ) due to harmonic currents can
also be expressed by Eqs. (31.4) and (31.5), respectively.

B(h),k
i j =

[
A(h)
i j

]T
I (h),k (31.4)

�V (h),k
i j = Z (h)

i j

[
A(h)
i j

]T
I (h),k (31.5)

where Z (h)
i j = Harmonic branch impedance of hth order.

31.2.1 Forward Sweep Process

The forward sweep process is used to determine the system matrix [HA] between
harmonic current vector and bus voltage vector (V (h)) as in Eq. (31.6) (Colmenar-
Santos et al. 2016).

V (h),k = [
H A(h),k

]
I (h),k (31.6)

The D-STATCOM bus voltage (VDST
(h)) can be obtained by Eq. (31.7):

[
VDST

(h),k
] = [

H As(h),k
][
I (h),k

]
(31.7)

where
[
H As(h),k

]
is composed of the row vectors with respect to the buses of D-

STATCOM.
The D-STATCOM voltage at bus i can be expressed in terms of harmonic load

impedance (ZDST )) as given in Eq. (31.8):

VDST
(h),k = −IDST

(h,k)
i × ZDST

(h)
i (31.8)

Equation (31.7) can be rewritten as Eq. (31.9) or Eq. (31.10) by separating series
and shunt terms
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⎛
⎜⎝[
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H Ash(h),k
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I h(h),k

]

(31.10)

The [HPF] matrix is determined by taking ZDST . Hence [HPF] is obtained by
Eq. (31.11):

[HPF] = [H Ass] + [Zs] (31.11)

Equation (31.12) can be written using Eqs. (31.10) and (31.11):

[
HPF (h),k

][
I s(h),k

] = −[
H Ash(h),k

][
I h(h),k

]
(31.12)

31.2.2 Backward Sweep Process

The bus voltage
[
V (h),k

]
calculated after kth iteration is given by Eqs. (31.13), and

(31.14) as the stopping criterion for iterations (Al-Rashidi and Al-Hajri 2011).

[
V (h),k+1] = [

V (h),0
] + [

V (h),k
]

(31.13)

∣∣V (h),k+1 − V (h),k
∣∣ ≤ ε f ori = 1 . . . N (31.14)

where N is the bus no. and ε is a predetermined tolerance.
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31.2.3 Objective Function

In this researchworkmainly two objective functions are considered formaximization
of the annual energy loss reduction (ALER) and superior voltage profile, i.e., (i)
minimization of power loss and (ii) minimization of total harmonic distortion of
voltage (THDv) with optimal allocation of the DGs and D-STATCOM (Arya et al.
2017). A combined composite function of both the objectives is given by Eq. (31.15):

F = ω1Min(F1) + ω2Min(F2) (31.15)

Here, F1 represents the first objective function of minimization of power loss
(Ploss) and F2 represents the second objective function of minimization of THDv
given by Eqs. (31.15a) and (31.15b), respectively.

F1 = MinPlossi =
⎡
⎣

nb∑
i=1, j= j+1

Re(I 2i × Zi j ) +
nb∑

i=1, j= j+1

hmax∑
h=ho

Re(I 2i × Zi j )
(h)

⎤
⎦

(31.15a)

F2 = MinT HDv (31.15b)

The value of T HDbus
v is obtained by Eq. (31.16):

T HDbus
v (%) =

√∑hmax
h=hmin

∣∣V h
i

∣∣2
∣∣∣V (1)

i

∣∣∣
2 (31.16)

The annual energy loss reduction (ALER) can be represented by Eq. (31.17):

AELR = Max

[
nb∑
i=1

Ploss,1 −
nb∑
i=1

Ploss,2

]
× t (31.17)

where Ploss,1 = Active power loss with DGs and D-STATCOM.

Ploss,2 = Active power loss without DGs and D-STATCOM.

t = Time = 1 year = 8760 days.

h = Harmonic order.
Zi j = Line impedance between the i th and j th bus.
The weight factor ω1 = 0.6 for power loss and ω2 = 0.4 for THD is taken.



834 A. K. Arya et al.

31.2.4 Operational Constraints

In the optimization process, the THD constraint given by Eq. (31.18) is imposed in
addition to voltage constraint, power balance constraint (Arya et al. 2019; Singhal
et al. 2018), DG and D-STATCOM limits as given in Eq. (31.18):

T HDbus
v ≤ T HDmax

v (31.18)

31.3 Result Analysis and Discussions

In the present work, the first normal load flow with the FBS method is examined for
the determination of power loss and the voltage profile. Next, two nonlinear loads
(six-pulse converter) are connected and harmonic power flow with BFS method is
examined, and voltage profile, power losses and THDv at each bus are obtained.
For the result analysis, the (MVA) base and (kV) base are taken as 100 MVA and
12.66 kV, respectively. Various cases are taken to verify the usefulness of harmonic
power flow with BFS and GSA for the DS of IEEE 33- and 69-bus systems.

31.3.1 Analysis of IEEE 33-Bus DS

In this work, the FBS load flow method is applied to the DS illustrated in Fig. 31.1
and the obtained voltage profile is shown in Fig. 31.2. The corresponding value of the

Fig. 31.1 Network of 33-bus DS
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Fig. 31.2 Voltage profile for base case for the network of 33-bus DS

losses of active and reactive power is found as 210.98 kW and 143.02 kVAr, respec-
tively. For the proposed study, three cases are considered: (i) single DG placement
(2510 kW@ 6th bus), (ii) double DGs placement (2510 kW and 470 kW@ 6th and
15th bus) and (iii) placement of a combination of single DG and single D-STATCOM
(2570 kW and 1240 kVAr @ 6th and 30th bus). GSA is applied for the optimized
allocation of DG and D-STATCOM in three cases. The active power loss is found
as 111.0349 kW, 95.8335 kW and 58.4815 kW and the reactive power losses as
81.6646 kVAr, 68.4680 kVAr and 47.1354 kVAr in the first, second and third cases,
respectively. The voltage profile is improved with the proper allocation of DG and
D-STATCOM, which is shown in Fig. 31.3.

For the harmonic analysis, two nonlinear loads are placed at bus 5 and 26 in
IEEE 33-bus distribution systems, as shown in Fig. 31.4. The six-pulse converters
are considered as nonlinear loads of 1000 kW and 750 kVAr. The harmonic voltage
levels corresponding to the 5th, 7th, 11th, 13th and 17th harmonics are shown in
Fig. 31.5. The harmonic voltage levels are seen to decrease with increasing order
of harmonic. For higher-order harmonics, the voltage levels are seen to become
constant. In order to reduce the THD and improve the voltage profile, the HPF based
on forward/backwardmethod is incorporatedwith the gravitational search algorithm,
as shown in Fig. 31.6, and the active and reactive power losses of various cases are
shown in Table 31.1.

Fig. 31.3 Comparison of voltage profile with and without DG and D-STATCOM for 33 buses
system
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Fig. 31.4 Network of 33-bus DS with nonlinear load

Fig. 31.5 Voltage level for 5th, 7th, 11th, 13th and 17th harmonic order

The population size for the GS algorithm was taken as 100. With the same alloca-
tion of DG and D-STATCOM, the THD in each of the three cases is reduced and the
voltage profile has improved. The effect of proper location and optimal capacity of
DG and D-STATCOM on THD is shown in Fig. 31.7. In addition, the voltage profile
is improved, as shown in Fig. 31.8.

The bi-objective function was to minimize the total power loss, THDv and maxi-
mize the annual energy loss reduction. Table 31.1 illustrates that with the optimal
placing of DG and D-STATCOM, the THD is reduced from 17.12% to 16.71%.

31.3.2 Analysis of IEEE-69 Bus DS

In this work, the FBS load flow method is applied to the IEEE-69 bus system, which
is shown in Fig. 31.9, and the voltage profile obtained for the base case is illustrated
in Fig. 31.10. The corresponding values of the losses of active and reactive power
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Fig. 31.6 Harmonic load flow incorporated with GSA

are found as 186.62 kW and 81.52 kVAr, respectively. For the proposed study, three
cases are considered: (i) Single DG placement (1870 kW @ 60th bus), (ii) double
DGs placement (1870 kW @60th bus, 550 kW @ 66th bus) and (iii) placement of
a combination of single DG and single D-STATCOM (1870 kW @ 60th bus, 1320
KVAr @ 66th bus). GSA is applied for the optimization of allocation of DG and
D-STATCOM in three cases. The active power loss is found as 63.10 kW, 59.24 kW
and 8.46 kW and reactive power loss as 29.10 kVAr, 27.33 kVAr and 6.50 kVAr for
the first, second and third cases, respectively. The voltage profile is improved with
the proper allocation of DG and D-STATCOM, which is shown in Fig. 31.11.

For harmonic analysis, the nonlinear load is placed at bus 19, 30, 38 and 57 in IEEE
69-bus DS, which is shown in Fig. 31.12. The six-pulse converter is considered as a
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Table 31.1 Analysis of results with an allocation of DG and D-STATCOM for IEEE 33-bus RDS

Parameters Base
case

With an allocation of DG and D-STATCOM

1 DG 2 DG 1DG + 1DST

Active Power Loss (kW) 210.98 111.03 95.83 51.18

Reactive Power Loss (kVAr) 143.02 81.66 68.46 47.13

DG size in kW (Location) – 2570 (6) 2570(6), 470(15) 2570 (6)

D-STATCOM size in kVAr (Location) – – – 1240 (30)

Active Power Loss Reduction (kW) – 99.94 115.15 159.8

Active Power Loss Reduction (%) – 47.37 54.57 75.74

Annual Energy Loss Reduction (MWh) – 875.56 1008.71 1399.84

THD (%) 17.12 16.96 16.87 16.71

Fig. 31.7 THD in three cases with nonlinear load for 33 buses system

Fig. 31.8 Voltage profile with nonlinear load and DG and D-STATCOM

nonlinear load whose size is 3800 kW and 2690 kVAr. Therefore, 5th, 7th, 11th, 13th
and 17th harmonic orders were generated. Figure 31.13 illustrates that by increasing
the order of harmonics the voltage level is decreased, and it has been found that the
voltage becomes constant for higher-order harmonics.

In order to reduce the THD and increase the voltage profile, the harmonic load
flowbased on forward/backwardmethod is incorporatedwith the gravitational search
algorithm as shown in Fig. 31.14. The population size for the GS algorithmwas taken
as 100. The same allocation of DG and D-STATCOM which were discussed above
was taken and the THD and voltage profile were obtained in the same three cases
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Fig. 31.9 Network of 69-bus RDS

Fig. 31.10 Voltage profile for the base case of IEEE 69-bus RDS

Fig. 31.11 Comparison of voltage profile with and without DG and D-STATCOM

and it was observed that THD is reduced in each case. The effect of proper location
and optimal capacity of DG and D-STATCOM on THD is shown in Fig. 31.15.
In addition, the voltage profile is improved, as shown in Fig. 31.15. Figure 31.16
illustrates the comparison of voltage profile of with and without nonlinear load, and
the active and reactive power losses in various cases are given in Table 31.2.

Table 31.2 illustrates that the THD is 14.62%when the four nonlinear loads placed
at various buses are reduced. It is also observed that with the optimal placing of DG
and D-STATCOM, the THD is reduced from 14.62% to 12.52%.
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Fig. 31.12 Network for 69-bus RDS with nonlinear load

Fig. 31.13 Voltage level for harmonic order 5th, 7th, 11th, 13th and 17th

Fig. 31.14 THD in three cases with nonlinear load

Fig. 31.15 Voltage profile with nonlinear load and DGDSTAT
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Fig. 31.16 Comparison of voltage profile with and without nonlinear load

Table 31.2 Analysis with DG and D-STATCOM for IEEE 69-bus systems

Parameters Base case With DG and D-STATCOM

1 DG 2 DG 1 DG + 1DS

Active power loss (kW) 186.62 63.10 59.24 8.46

Reactive power loss (kVAr) 81.52 29.10 27.33 6.50

DG size in kW (Location) – 1870 (60) 1870 (60)
550 (66)

1870 (60)

D-STATCOM size in kVAr (Location) – – – 1320 (60)

Active power loss reduction (kW) – 123.52 127.38 178.16

Active power loss reduction (%) – 66.18 68.25 95.46

Annual energy loss reduction (MWh) – 1082. 03 1115.84 1560.68

THD with nonlinear load (%) 14.62 13.67 13.36 12.52

31.4 Conclusions

In this work, an HPFwith forward/backward method is carried out for the analysis of
DS in the presence of nonlinear loads. The bi-objective function is used to minimize
the total power loss, THDv and maximize the annual energy loss reduction. It is
observed that the applied GSA is very effective in optimally allocating the DG andD-
STATCOM. Consequently, after optimal deployment of the DG and D-STATCOM,
the results show that GSA with the integration of harmonic load flow based on
forward/backward method can be used by DNO to reduce THD, active and reactive
power losses along with the enhancement of voltage profile and for maximization of
annual energy loss reduction. The reduction of harmonics will result in a reduction
of losses, overheating, mal-operation of relays and malfunctioning of the control
circuit.
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Chapter 32
Enhanced Loadability and Inapt
Locations Investigation in the Renewable
Energy Resource Enriched Power System

Shilpa R. Kalambe, Sanjay Jain, and Bhojraj N. Kale

Abstract The exact location and design parameter investigation of Renewable
EnergyResources (RER) prior to its actual installation is an important step in network
planning. Many RER allocation methods are available in the literature but rarely
define any unsuitability of location for RER installation that may reduce system
performance. For closing the gap of those published methods this chapter outlines
two auxiliary services of the proposedmethod for the installation of renewable energy
resources in Transmission and Distribution Systems. These services highlights the
most important fields of energy systems, whichwill be carefully analyzed tomake the
use of RERmore profitable. The first service states the enhanced load capacity which
can be achieved after appropriate installation of RER as per the proposed method.
While the other one reveals the number of buses removed from the competition to be
the ideal location for RER insertion. A thorough study of these often underestimated
effects of RER orDistributedGeneration installation can help to improve the systems
ability of load expansion without network congestion. It also investigates the areas
where students will be guided to remove the buses for DG inclusion, which can
be described as ‘Inapt Locations’. This will provide a tool to reduce researchers’
efforts to find a suitable location on large networks by reducing the size of the
candidates locations.
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Nomenclature

nl Total load buses
br Total system branches
m Total generator buses
PSS Active Power from substation in MW
QSS Reactive power from substation in MVAr
PRER Active power delivered by RER
QRER Reactive power delivered by RER
Ploss Power loss in network, MW
Pdi Active power demand at ith bus
Qdi Reactive power demand at ith bus
PLi Active power loss of ith branch
QLi Reactive power loss of ith branch
Pload Active power demand fed by RER
Qload Reactive power demand fed by RER
SDG DG capacity in MVA
OPF Optimal power factor
OPFDG Optimal power factor of DG
O.L. Optimal location
O.S. Optimal size
PFload Power factor of load
PLoad ,i Operating value of active load at bus i, p.u.
QLoad ,i Operating value of reactive load at bus i, p.u
PL0 Initial operating value of active load at bus i, p.u.
QL0 Initial operating value of reactive load at bus i, p.u.
α Loading factor
ΔPLoad Increment in the active load, p.u.
ΔQLoad Increment in the reactive load, p.u.
OLDG Optimal DG location
OSDG Optimal DG size
RER Renewable Energy Resources
DG Decentralized generator
DNO Distributed Network Operator
Lmax Maximum Load
RER Renewable Energy Resource

32.1 Introduction

The power system with RER and DGs sets a different set of network performance
issues, whichmay be desirable or worse depending on network structure (Pathomthat
Chiradeja and Ramakumar 2004; Rezk et al. 2021; Vatani et al. 2016; Kashem et al.
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2000; Baran and Felix 1989; Hadisaid et al. 1999). Desirable working conditions
enrich the energy systemwith an improved operating environment and cost-effective
system management. On the other hand, unfavorable operating conditions reduce
system performance and reduce the reliability levels that place penalties on DNOs in
terms of a system with low power output, bad power supply, systemic loss, reduced
stability, etc. (Pathomthat Chiradeja and Ramakumar 2004; Rezk et al. 2021; Vatani
et al. 2016)These unfavorable conditions require hardworkers tominimize the effects
of theDG’s implementation on the efficiency of the system (CIREDWG04 1999; Rau
andWan 1994; CaishengWang andNehrir 2004; Gadomkar et al. 2005). This chapter
outlines amultifaceted approach using theMultiple Indexed Performance Evaluation
Function (MIPEF) to ensure the optimal performance of the limited RER parameters
that it can incorporate into any power network with advanced performance. This
approach focuses on assessing the impacts of RER allocation on the power distri-
bution system, power profile development, and critical bus system and MVA power
output due to residual power installation. The Multiple Index Performance Evalu-
ation (MIPE) simplifies the evaluation of the appropriate DG design parameters to
be included in the DS. It also enables the system to receive advanced uploads and
Inapt locations. These helpful resources help the way to expand the system with a
rich solution environment.

32.1.1 Outline of the Work

This chapter includes:

• Details of various technical and economic implications that need to be addressed
when considering the installation of generators in the power system.

• Definition of Distributed Generation and Performance Indices used in Multiple
Indexed Performance Evaluation (MIPE) Function.

• Description of Multiple Indexed Performance Evaluation (MIPE) Function and
the studies performedTo establish the utility of proposedMIPEF following studies
are performed on 33 bus and 69 bus systems which includes (1) Examination of
various indices and (2) Investigation of Inapt locations for DG insertion.

• Investigation of optimal access location for DG by using MIPEF and comparison
of the obtained results with conventional Load Flow Analysis.

• Investigation of impact of MIPE function to improve system loadability.
• Definition of Inapt locations and impact of MIPE function in investigation of

them.
• Results and Discussion.
• Concluding comments.
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32.1.2 Flow of Work

In this work Inapt Locations and the enhanced loadability at an investigated optimal
location obtained by application of MIPEF explored in this research has been
observed. The proposed approach has been shown in the flowcharts shown in
Figs. 32.1 and 32.2. Figure 32.1 shows the methodology used for investigation of
optimal location and the Inapt locations whereas Fig. 32.2 explains the line of action
required for searching the enhanced loadability which can be ensured after installing
the RER at the optimal location investigated by the proposed methodology.

Fig. 32.1 Flowchart of MIPEF for investigation of optimal location and the inapt locations
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Fig. 32.2 Line of action required for searching the enhanced loadability

32.2 Overview

There are various technical and economic implications that need to be addressed
when considering the installation of generators in the power system. The signifi-
cant technical impacts are (Pathomthat Chiradeja and Ramakumar 2004; Rezk et al.
2021; Vatani et al. 2016; Kashem et al. 2000; Baran and Felix 1989; Hadisaid et al.
1999; CIREDWG04 1999; Rau and Wan 1994; Caisheng Wang and Nehrir 2004;
Gadomkar et al. 2005; Quezada et al. 2006; Thukaram et al. 2009; Pinnarelli et al.
2021;Mahmoud et al. 2010;Akorede et al. 2011; Fahad andAbu-Mouti 2011;Kumar
and Gao 2010; Failed 2020; Kalambe and Agnihotri 2013; Acharya et al. 2006).

• Power loss reduction
• Energy loss reduction
• Voltage profile correction
• Environmental impacts
• Efficiency improvement
• Reliability improvement
• Security requirement
• Transmission and Distribution congestion management (CIREDWG04 1999)
• The key economic impacts are:
• Deferred investments for line up gradation (CIREDWG04 1999)
• Negligible operational and maintenance cost of some renewable DGs
• Peak shaving
• Reserve supply requirement reduction.

In this work, a multiple indexed function is developed to appraise system perfor-
mance by considering technical as well as economic benefits availed after RER
insertion. The indices are derived by associating and taking the ratio of a measure
of a trait with and without RER for the same network combination (CIREDWG04
1999). The maximum value of the index will represent the highest degree of trait and
in case of technical impacts the positive and negative sign of the indices will show
its favorable or unfavorable impact respectively on network.
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32.2.1 Definitions

This chapter demonstrates two ancillary utilities of the proposed method. The first
application describes the system loading done after DG deployment is arranged
according to the proposed method, while the other specifies the number of buses
removed from the competition to be the ideal location for DG distribution (Path-
omthat Chiradeja and Ramakumar 2004). Therefore, it can be said that the proposed
approach facilitates the improved capacity of the system to maintain load expan-
sion without network renewal and testing to reduce the DG’s designated areas called
‘Inapt Locations’.

32.3 Performance Indices

To illustrate the performance of system after DG insertion, four major technical and
two minor economical indices are proposed by strategically giving credence to each
index. These credence factors are intended to give the relevant weight to each impact
indices for the DG insertion. The use of credence factors enables the emphasis of
certain trait depending on the location of the DG and types of loads served by the
distribution system (CIREDWG04 1999). With this formulation, the positive highest
value of MIPE function obtained will indicate the optimum sizing parameters for the
DG which can be installed in system. It also facilitates the investigation of apt and
inapt location for DG addition. These indices can be defined as follows:

(1) Voltage Profile Correction Index (VPCI)

Addition of DG at an appropriate location may improve the voltage profile of the
system because DG shares some part of the power required by load diminishing the
proportional current through some part of system which may result in boosting the
voltage magnitude of relevant of aligned load buses (Rezk et al. 2021; CIREDWG04
1999; Rau andWan 1994; CaishengWang andNehrir 2004).Whereas voltage profile
may demean as a result of reverse power flows caused with DG insertion at an inapt
location. Apt locations and inapt locations for DG insertion with respect to voltage
correction of the system can be identified by positive and negative values of VPCI

respectively calculated by using Eq. (32.1).

Definition VPCI for the bus i atwhichDG is installed can be defined as the summation
of Voltage Regulation (VR) of all the buses. The voltage regulation of jth can be
defined as the difference of voltage of jth bus without DG and with DG (installed at
bus i) to the voltage of jth bus without DG. The general expression for VPCI is given
as.
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VPC I,i =
nl∑

j=1

V R j,i (32.1)

where

V R j,i = Vj,w/oDG−Vj,i

Vj,w/oDG
(32.2)

Vj,i Voltage of bus j when DG is installed at bus i.
Vj,w/o DG Voltage of bus j without DG.
i load bus at which DG is installed one at a time.

Thus,

i∀L1, L2...Lnl

j∀L1, L2...Lnl

Highest value of VPCI obtained after DG installed at certain ith location will bring
all node voltages within permissible limits which ensures the most stable system
operation with respect to voltage profile.

Location identification with respect to voltage profile correction and aided
system stability.

Optimal location Maximum VPCI.

Apt location Positive VPCI.

Inapt location Negative VPCI.

(2) Critical Bus Voltage Improvement Index(VCRII).

In the system without DG, many bus voltages are not in permissible limits. A bus at
which the lowest value of voltage is obtained is generally defined as the Critical Bus.
Voltage profile improvement of Critical Bus is the most effective trail to enhance the
system loadability. As it is reiterated in previous part of this work, DG allocation at
an appropriate location can improve the voltage of a major portion of the system to
a satisfactory level including critical bus. This attribute of system with DG instigate
the investigation of VCRII.

Definition VCRII for bus i at which DG is installed can be defined as the ratio of
the difference of critical bus voltage of the system with, and without DG (installed
at bus i) to the critical bus voltage without DG. The value of VCRII obtained after
DG installed at each load bus, one at a time is found to be very less as compared
to other indices. To bring it to the scale of other indices, it can be amplified by
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using a Multiplication Factor (MF). Thus amplified value of VCRII may provide a
significant contribution for inspection DG parameters. The general expression for
VCRII is given as

VCRI I,i = M.F.
VCRj,i − VCRj,W/ODG

VCRj,W/ODG
(32.3)

where

i∀L1, L2...Lnl

j∀L1, L2...Lnl

VCRj,i critical bus voltage of bus j with DG installed at bus i.
VCRj,W/O DG critical bus voltage of bus j without DG.
M.F.Multiplication factor (in this work M.F. = 5).

Location identification with respect to critical bus voltage improvement.

Optimal location Maximum VCRII.

Apt location Positive VCRII.

Inapt location Negative VCRII.

(3) Active Power Loss Index (PLOSSI)

Distribution system is the closing end of power system where high voltage network
is converted to low voltage feeders resulting high line currents. Therefore due to
high values of current in distribution system, I2R and I2X losses are significant in
distribution systems. Thus to improve the efficiency of the network considerable
efforts are required to reduce these losses. The principal potential benefit accessible
by DG is the power loss reduction. It is observed that, with an appropriate DG
insertion due to reductions in power flows of a major portion of system, line losses
are reduced to a considerable extent. However, depending on the rating and location
of DG units, it is also possible that the systemwill lead to higher power losses at very
high (and unrealistic) penetration levels. This provides the key element to decide the
criterion for sizing and placing of DG to be installed in the system.Many researchers
have developed various methods for distribution system planning for DG insertion
by considering active power loss minimization as the foremost criterion. In this work
also loss minimization is considered as the prime objective for DG allocation and
sizing but to ensure its optimality its relevance is verified by using MIPE approach.
Thus in MIPE function explored in this work, active power loss reduction plays a
vital role since one of the indices incorporated in the function is Active Power Loss
Index which provides the exact measure of the active power loss reduction occurred
due to DG installed at each load bus individually.
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Definition PLOSSI for the bus i at which DG is installed can be defined as the ratio of
the difference of active power loss occurred in the system (with same configuration)
without and with DG (installed at bus i) to the loss without DG.

PLOSSI,i = PLOSS,w/oDG−PLOSS,withDG,i

PLOSS,w/oDG
(32.4)

where

i∀L1, L2, · · · Lnl

PLOSS, withDG,i system active power loss with DG installed at bus i.

PLOSS, w/oDG system active power loss without DG.

Location identification with respect to active power loss reduction.

Optimal location Maximum PLOSSI.

Apt location Positive PLOSSI.

Inapt location Negative PLOSSI.

(4) Reactive Power Loss Index (QLOSSI).

Another potential benefit of DG installation is reactive power loss reduction.
Researcher has shown keen interest in active power loss reduction while working
in the area of DG allocation. Accompanied to that reactive power loss should also
be considered as an aided advantage of DG installation at an appropriate location.
Reactive power support offered by DG improves the system power factor which in
turn improves efficiency.

Definition QLOSSI for the bus i at which DG is installed can be defined as the ratio
of the difference of reactive power loss that occurred in the system lines (with same
configuration) without and with DG (installed at bus i) to the loss without DG.

QLOSSI,i = QLOSS,w/oDG−QLOSS,withDG,i

QLOSS,w/oDG
(32.5)

where

i∀L1, L2, · · · Lnl

QLOSS, withDG,i system reactive power loss with DG installed at bus i.

QLOSS, w/oDG system reactive power loss without DG.
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Location identification with respect to reactive power loss reduction.

Optimal location Maximum QLOSSI.

Apt location Positive QLOSSI.

Inapt location Negative QLOSSI.

After investigating the performance indices by considering key technical impacts
like active and reactive power loss reduction and voltage profile correction of system
as well as critical bus, two additional indices are developed which portray economic
impacts such as.

1. The substation capacity release due to the addition of DG,
2. Help to investigate the location at which if DG is installed maximum power loss

reduction is possible with an economic DG size.

(5)Main_MVA Release Index (M_MVARI).

Urbanization and day-to-day enhanced social progress results in a prolonged
gap between electricity generation and never ending demand where unfortunately
demand is found to be always higher than generation. This drought of supply evolves
the undesirable or complicated requirements like load scheduling, load balancing,
demand management, etc. The key economic advantage of DG insertion in the distri-
bution system is reduction of power requirement from sub-station (S.S.). This relieves
the grid in terms of power requirement from the conventional plants which in turn
reduces the bottlenecks at fuel such as coal, nuclear elements, etc. The reduction
of capacity needs of conventional plants is possible due to two reasons: (1) the real
power generated by DG units will directly reduce share of conventional plants and
(2) reduced line losses will further decrease the power requirements from conven-
tional plants (Pathomthat Chiradeja and Ramakumar 2004). Apart from this more the
reduction in power requirement from grid higher the ability of the system expansion
with deferred investments in line upgrades. Main_MVA release index provides the
major of reduced share of power from substation.

M_MVARI for the bus i at which DG is installed can be defined as the ratio of
difference ofMVA share of S.S. with DG (installed at i) andwithout DG to the supply
of S.S. without DG (with same configuration).

M_MV ARI,i = S.S.Share,w/oDG − S.S.Share,i

S.S.Share,w/oDG
(32.6)

S.S.share w/o DG substation share of system load without DG.
S.S.share, i substation share of system load with DG installed at bus i.

Therefore,

M_MV ARI,i ≤ 1
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Location identification with respect to Mian_MVA capacity release.

Optimal location M_MVARI= 0.6–0.3 whatever that may give lowest power loss.

Apt location M_MVARI < unity.

Inapt location M_MVARI ≈ 1.

This index provides superficial information about location suitability according to
power loss reduction percentage. Individual information of the index may misguide
the decision of optimal location but in combination with the power loss reduction
and voltage stability improvement, Main_MVA capacity release percentage supports
the optimality of the solution. If more than one option is available as an optimal DG
location as approximately same power loss reduction and improved voltage stability
can be achieved from more than one location then the bus with higher value of
M_MVARI can be recommended as a better optimal location forDG installation. Thus
this index is counted as one of the minor rather than major performance evaluation
indices since it can be considered as a supporting factor but not the prime decisive
factor for optimal solution evaluation.

(6) DG Capacity Index (DGMVAI).

This index can also be considered as the supporting factor to recommend the opti-
mality of solution in uncertain situations. For example, if the number of locations as
a viable candidate to install DG is more at which DG insertion will provide approxi-
mately same power loss then the location at which DG of smaller capacity is required
is considered as the optimum location. It indicates that in 16 bus system 67.93% of
power loss reduction is possible with DG addition of 11.78 MVA at bus 9 whereas
approximately same percentage loss reduction, i.e., of 61.67% is possible with DG
of only 6.55MVA installed at 12th bus. Thus on the basis of DG size, 12th bus may
be considered as the economic solution.

Definition DGMVAI for the bus i at which DG is installed can be defined as the
inverse of optimal capacity of DG calculated for bus i with which minimum power
loss for that bus can be obtained.

DGMVAI,i = 1/DGcapacity,i (32.7)

where

i∀L1, L2, · · · Lnl
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Location identification with respect to DG capacity requirement.

Optimal location DGMVAI = 0.9–0.3 whatever that may give lowest power loss.

Apt location DGcapacity < S.S.share,w/oDG.

Inapt location DGcapacity ≥ S.S.share,w/oDG.

32.4 Multiple Indexed Performance Evaluation (MIPE)
Function

MIPE function proposed in this work offers the optimal solution for the system by
examining the overall performance of each load bus as a viable optimal access loca-
tion for DG insertion through various technical and economical indices mentioned
in the previous section. For emphasizing the impacts in terms of its degree of impor-
tance, a specific credence (cr) has been assigned to each index. Selection of credence
depends on the degree of significance of respective index. For DG insertion planning
is thru then to improve the voltage stability the higher credence can be assigned
to VPCI, the system loadability can be enhanced by assigning higher credence to
VCRII, lower loss can be achieved by giving higher credence to PLOSSI or QLOSSI.
Similarly relative credence can be assigned according to the requirement. In this
work, four major technical and two minor economical indices are proposed. Equal
credence is assigned to each major index and a combined credence is assigned to
two minor indices in order to plan the DG insertion to improve the overall perfor-
mance of system. Therefore 1/Nth credence is assigned to each major index and to
the combination of two minor indices so that the overall sum of total credence will
be unity.

Therefore the Multiple Indexed Performance Evaluation Function is given by

MIPEFi = cr1VPC I,i + cr2VPC I I,i + cr3PLOSSI,i + cr4QLOSSI,i

+cr5(MMV ARI,i + DGMV A,i )
(32.8)

where

i∀L1, L2, · · · Lnl

And,

5∑

i=1

cri = 1 ∧ cri ∈ [0, 1]. (32.9)

In general, allocation of credence to relevant impact is a complicated task (Correia
et al. 2020). Furthermore, the credence should be flexible and fare enough to cope up
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with ambiguous concerns of DNO’s about loss minimization, voltage stability, load
expansion, other associated economic issues, etc. (Correia et al. 2020; Bindeshwar
Singh 2015; Ullah et al. 2019; Ghasemi et al. 2019; Graditi and Somma 2021; Kifle
et al. 2018; Poornazaryan et al. 2016; Roche andCourtney 2020; Alotaibi and Salama
2018; Handbook of Distribute Generation 2017; Bawazir and Cetin 2020; Choi et al.
2018). The resiliency and fare allocation attained by the proposed MIPEF function
presents it as an effective method to investigate the most beneficial optimal location
at which DGs can be placed. In this work equal credence is assigned to all the indices
to achieve overall improvement of system performance.

32.5 Studies Performed

To establish the utility of proposed MIPEF ensuing studies are executed on 33 bus
(Kashem et al. 2000) and 69 bus (Baran and Felix 1989) systems.

Case 1 Examination of various indices.

Case 2 Investigation of optimal access location for DG by using MIPEF and
comparison of the obtained results with conventional Load Flow Analysis.

32.5.1 Examination of Various Indices

Figures 32.3, 32.4 show the active-reactive power loss reduction indices evaluated for
69 bus and 33 bus systems respectively. These figures depict information regarding
feasible and unfeasible candidate locations for DG insertion. The values of both the
power loss indices for buses 2–6 and 28–50 are very small showing their unfeasibility
forDGaddition in terms of power loss reduction.Whereas a significant loss reduction
can be observed from buses 7–27 to 51–69 which indicate their feasibility for DG
addition. But comparative analysis recommends buses 58–65 as the striking options
showing approximately 70–80% of loss reduction. Similarly Fig. 32.2 shows that
in 33 bus system no feasible solution is achieved for buses 2 and 19–25. Whereas a

Fig. 32.3 Power loss indices of 69 bus system
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Fig. 32.4 Power loss indices of 33 bus system

feasible solution is obtained for buses 3–18 and 26–33 showing significant power loss
reduction percentage. But buses 6, 7, and 26–30 indicate highest percentage of loss
reduction, i.e., approximately above 65% thus can be recommended as prominent
options for DG allocation.

Figures 32.5 and 32.6 depict system voltage and critical bus voltage correction
indices evaluated for 69 bus and 33 bus systems respectively. The specific formulation
of indices enables the identification of optimum, apt as well as inapt locations for
DG allocations. This significant trait of the indices is demonstrated by these figures.
Figure 32.3 indicates that in 69 bus system, a significant voltage profile correction
is possible from buses 10–27 and 54–69 showing its higher degree of feasibility

Fig. 32.5 System voltage and critical voltage correction indices of 69 bus system

Fig. 32.6 System voltage profile and critical voltage improvement indices of 33 bus system
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whereas negative or near zero value of buses 2–9 and 28–53 indicates their failure
to provide feasible solution. However buses 14–24 and 56–64 presents the striking
options of being best locations for DG addition showing index value approximately
above 70%. Similarly for 33 bus system Fig. 32.6, indicates that buses 2 and 19 fails
to provide any possible feasible solution whereas buses 3–18 and 19–33 provide
feasible solution. However, buses 14–18 and 25–33 show highest degree, i.e., above
60% of the voltage profile improvement attribute.

32.5.2 Investigation of Optimal Access Location for DG
by Using MIPEF and Comparison of the Obtained
Results with Load Flow Analysis Method

Figures 32.7, 32.8 and Table 32.1, present the comparative analysis of optimal access
location of DG by using MIPEF and Load Flow Analysis method.

Figure 32.7 shows that for 33-bus system maximum value of MIPEF is obtained
at bus 29 indicating it as the optimal access location. Whereas as per the results
obtained by implementing conventional Load Flow Analysis method bus 6 is the
viable solution. Conversely Fig. 32.8 indicates that in 69 bus system,maximum value
ofMIPEF is obtained at bus 61 andLoadFlowAnalysismethod also recommends bus

Fig. 32.7 Performance evaluation indices and MIPEF for 33 bus system

Fig. 32.8 Performance evaluation indices and MIPEF for 69 bus system
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Table 32.1 Investigation of optimal access location for RER by using MIPE approach and load
flow analysis method

System Method Optimal location DG size OPFDG Type

33 bus Load Flow Analysis 6 3.14 0.83 3

MIPEF 29 2.12 0.77 3

69 bus Load Flow Analysis 61 2.37 0.81 3

MIPEF 61 2.37 0.81 3

Table 32.2 Comparison of
optimal access location
evaluated by load flow
analysis and MIPEF

Indices bus 6 (Load Flow Analysis) bus 29 (MIPEF)

VPCI 0.593 0.804

VCRII 0.107 0.195

PLOSSI 0.675 0.660

QLOSSI 0.648 0.608

M_MVARI 0.670 0.466

DGMVAI 0.318 0.4712

max(MIPEF) 0.486 0.547

61 as a viable solution. Thus the DG addition impact on the performance of system as
per the selected optimal bus differs for 33 bus system. Table 32.1 shows that for 33 bus
system, with evaluated optimal location, maximum parameters for DG design also
differ. At bus 6DG of 3.14with OPFDG 0.83 is required whereas at bus 29DG of 2.12
with OPFDG 0.77 is required. Variations with the selected optimal location for 33-
bus are given in Table 32.2 which indicates power loss reduction indices are slightly
higher whereas voltage profile correction indices are significantly lower for bus 6
as compared to bus 29. Similarly in case of economical indices, since DG capacity
required at bus 29 is lower the grid capacity relief is also comparatively lower than
that from bus 6 location. Thus subsequently the overall MIPEF obtained for bus 29
is higher than the bus 6 indicating enhanced degree of performance improvement by
DG addition at it.

This section reveals that though MIPEF provides better optimal location. In this
part of study it can be seen that the same optimal solution is obtained in 69-bus
system by using both methods (MIPE and load flow analysis) whereas the solution
differs little bit for 33 bus system.

32.6 System Loadability

Voltage stability is the ability of a power system to maintain its voltage magnitude
between the specified limits at system nodes after being subjected to a static or
dynamic disturbance. Voltage collapse is a major consequence of it, which may lead
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to a blackout or unusual low voltage magnitude in a major portion of the system. It
occurs in a configuration that is heavily loaded, faulted, and/or has reactive power
shortages, which are not being met due to the generation, transmission, and distribu-
tion constrictions of reactive power. Voltage stability of transmission or distribution
systems can be defined by their loadability. It may be expressed as the static loading
margin or the additional load that a system canwithstand over and above the base case
load before the collapse point. The location and appropriate size of a RER that alters
reactive power level and flows in a radial distribution network can have a substantial
influence on it.

Voltage stabilization is the ability of a power system to store its electrical power
within the limits set on the system nodes after experiencing static or dynamic inter-
ruptions (Baran and Felix 1989). A power outage is a major consequence of it, which
can lead to the extinguishing or extinguishing of abnormal electricity for a large part
of the system (Baran and Felix 1989). It occurs in highly loaded, faulty, and/or inef-
fective configurations, which can be achieved due to the production, transmission,
and distribution of working capacity. Voltage strength of transmission or distribution
systems can be explained by its carrying capacity. It can be displayed as a fixed load
line or additional load that the system can withstand in addition to the base case load
before the fall point. The exact location and size of the RER that converts the active
energy level and flows into a radial distribution network can have a significant impact
on it (Baran and Felix 1989).

32.6.1 Enhanced Loadability

Enhancement of loading capability of the systemdepends on the active power support
provided to the system. Active power support is compatible with system voltage
and bus power adjustment. Placing the RER at the right size in the right place can
reduce the flow of energy on an important part of the system. As a result, it reduces
I2R losses associated with major improvements to the system’s power profile and
critical bus. The proposed method incorporates indices, indicating the percentage
of electricity and the improvement of bus power through the installation of RER
(Pathomthat Chiradeja and Ramakumar 2004). Therefore, the installation of RER in
the appropriate location with the appropriate size and type proposed in the proposed
manner can provide a high voltage profile adjustment of the system and a sensitive
bus, which ensures the advanced power support provided in the system. Therefore,
system loading is increasing with the increase in operational capacity obtained with
the addition of DG. Solid electrical power in the energy system can be analyzed
using a PV curve (Pathomthat Chiradeja and Ramakumar 2004). The power drop
point on this curve represents the maximum loading of the system. To investigate
improvements in high-performance system loading with the addition of RER, the
PV curve is obtained by gradually increasing the operating and updating load of the
system as given the following statistics:
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PLoad,i = PL0,i (1 + α�PLoad) (32.10)

QLoad,i = QL0,i (1 + α�QLoad) (32.11)

where,

α 0, 1, 2, 3, …
i critical bus.

The α value is increased until a power outage point is detected. Adding a DG to
the right size and size can delay the point of a power outage due to the system’s fixed
power limit (Pathomthat Chiradeja and Ramakumar 2004).

32.6.2 Studies Performed

Asmentioned in the previous section, the allocation ofDGs according to the proposed
method improves the system and profile of critical buses. Therefore, enhanced
uploads without a distance acquisition program are possible. Demonstrating this
feature of the proposed methods follows studies conducted on 33-bus and 69-bus
system.

Case 1 Enhanced Loadability Investigation after DG installation at an optimal
location as per Load Flow Analysis method.

Case 2 Enhanced loadability investigation after DG installation at an optimal
location as perMIPE approach and investigation of impact of load models.

Table 32.3 indicates in 33-bus system Load FlowAnalysis method indicates bus 6
whereas MIPE approach suggests bus 29 as OLDG. So to authenticate the enhanced
loadability accomplishedbyboth the approaches in case 1,RER is placed according to

Table 32.3 Optimal DG design as per proposed method and corresponding voltage profile
correction

System Approach Status OLDG OSDG, MVA OPF Critical bus Voltage

33 bus Basic Without DG – – – 18 0.83

Load Flow
Analysis

With DG 6 3.22 0.82 18 0.92

MIPEF With DG 29 2.12 0.77 18 0.90

69 bus Basic Without DG – – – 64 0.84

Load Flow
Analysis

With DG 61 2.37 0.86 65 0.94

MIPEF With DG 61 2.37 0.86 65 0.94
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Fig. 32.9 Load application and respective power-voltage curve for 33-bus system

Fig. 32.10 Load application and respective power-voltage Curve in case of 69-bus system

design suggested byLoadFlowAnalysismethod and in case 2, according to theMIPE
approach. In case 1 along with investigation of enhanced loadability attained via DG
allocation by using Load Flow Analysis method, various terms used to express the
stability are defined. However, in case 2 investigation of efficacy of DG allocation by
MIPE approach for enhanced loadability is accompanied by going-over the impacts
of various load-patterns on it. From Figs. 32.9, 32.10, 32.11, 32.12, it is observed
that DG planning by using both the methods enabls the enhanced loadability.

32.6.3 Enhanced Loadability Investigated After DG Placed
at Optimal Parameters Suggested by Load Flow
Analysis Method

In this case, initially the critical bus load of the system without the DG gradually
increases until the volume capacity reaches the critical value called VCRw/oDG, where
the additional load will make the system unstable. Sensitive voltage, VCR can be
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Fig. 32.11 Power-voltage curve in 33-bus with various load models

Fig. 32.12 Power-voltage curve in 69-Bus with various load models

defined as a small allowable force above where the system can fall. A load where the
system is unstable or a power failure is called a critical load PCRw/oDG.

In this case, according to the Load Flow Analysis method, Type 3 DG of 3.22
MVA operating at 0.82 power factor is installed on bus 6 of the 33 system buses
and Type 1 DG of 2.37 MVA operating at 0.86 power factor is installed on bus
61 of 69 bus system. Thereafter the load of the critical bus is gradually increased
from its original value to the critical value, the PCRDG where the voltage reaches the
critical area, the VCRDG. Subsequently the difference between PCRw/oDG and PCRDG
indicates the maximum load expansion indicated by �PE. Similarly the difference
between Vw/oDG (working voltage of PV curve without DG) and VDG (operating
voltage of PV curve and DG), indicates Voltage Gradation, �VG (in that working
area) obtained after the effective and beneficial addition of DG to the system.

Figures 32.9 and 32.10 indicate that in both systems a significant increase in load
is possible with the DG placed in the correct position with the design parameters to
be proposed by the knownmethod of analyzing the load flow as shown in Table 32.3.

Table 32.4 shows the various parameters indicating the enhanced loading of both
programs received after the DG installation plan proposed by the System Uploading
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method. In the 33-bus system, 54.78% of the load increase of 8.24% of voltage
gradation is possible with the installation of the DG and in the 69-bus system 25.54%
of the load expansion is obtained by 6.81% of the gradation voltage at the first value
of the burden.

32.6.4 Investigation Optimal Design of DG Recommended
by MIPE Approach and Examination of Impact
of Load Models

In this case, the effectiveness of theMIPEmethod in theDG’s local spatial assessment
in terms of improved uploads is demonstrated. The impact of different types of power
loads was then considered as the system downtime was investigated. As described
in 1, in this case and the critical bus load is gradually increased from its original
value to PCRw/oDG to volume capacity, VCRw/oDG after which the voltage drops. The
DG is then introduced into the system with permanent loading models, with DG
design parameters proposed by the MIPE method as described in Table 32.3, and
the critical bus loading and gradually increases from its original value to PCRDG until
volume capacity, VCRDG after which the voltage drops. Next, �PE, �VG, and the
corresponding load increases and the percentage of voltage gradation are tested. The
process is repeated throughout the configuration process with the various loading
models mentioned and the corresponding changes in the loading improvement are
studied.

Figure 32.11 shows that the dependence of the electrical load on loads shows an
increase in the percentage increase in load compared to the regular loading model.
All power loading models show the same pattern of Power-Voltage curves and the
power loading model always shows significant changes in the stability parameters
and the Power-Voltage curve pattern. Figure 32.12 shows the same variation on the
power-voltage curve in terms of reliability and continuous loading of the system on
the 69 bus system.

The results given in Figs. 32.11 and 32.12 show that significant differences in PV
curves can be seen in the speculation of a larger loading model and electrical power.
A summary of the results obtained in this case from the PV curves given in these
figures for the different loading models is presented in Table 32.5.

The result concludes that the loading model plays a major role in the development
and demonstration of the operating conditions of the distribution system after the
introduction of the DG (Pathomthat Chiradeja and Ramakumar 2004). The results
presented in Table 32.5 confirm this conclusion in terms of further improvements.

33 bus system: Figure 32.11 shows that enhanced loadability obtained after DG addi-
tion in the system with constant load model configuration is considerably lower than
the system with voltage dependent load models. Table 32.5 presents various load
expansion parameters evaluated from these curves. Compared to regular loading
models on reliability-dependent loading models reduce system loading rates which
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Table 32.5 Summary parameters show advanced system loading with permanent and electronic
loading models

System Loadability
parameters

Constant Residential Commercial Industrial

Summer Winter Summer Winter Summer Winter

33 bus Pcrw/oDG, 1.3 1.3 1.3 1.3 1.32 1.32 1.33

PcrDG, 1.135 1.45 1.46 1.45 1.38 1.39 1.51

�PE 0.19 0.29 0.25 0.31 0.22 0.24 0.26

VCRw/oDG, 0.52 0.52 0.51 0.51 0.52 0.53 0.52

VCRDG, 0.59 0.54 0.52 0.55 0.58 0.58 0.6

Vw/oDG, Volts 0.81 0.75 0.81 0.79 0.83 0.83 0.79

VDG, Volts 0.89 0.89 0.89 0.89 0.89 0.88 0.88

�VG 0.03 0.04 0.04 0.04 0.08 0.05 0.053

69 bus Pcrw/oDG, MVA 1.83 1.79 1.79 1.78 1.78 1.78 1.78

PcrDG, MVA 2.46 3 4.1 4.1 4.1 3.9 3.9

�PE 1.3 1.08 1.35 1.23 1.22 1.22 1.23

VCRw/oDG, Volts 0.51 0.51 0.52 0.52 0.51 0.51 0.52

VCRDG, Volts 0.59 0.55 0.53 0.53 0.56 0.55 0.55

Vw/oDG, Volts 0.78 0.78 0.78 0.78 0.78 0.78 0.78

VDG, Volts 0.82 0.82 0.82 0.82 0.82 0.82 0.82

�VG 0.053 0.053 0.053 0.053 0.053 0.053 0.053

in turn reduce the currents taken from the grid and DG which resulted in line losses
and reduced bus collisions. This phenomenon is well emphasized in the results
depicted in Table 32.5. In the system with constant load model the DG insertion at
bus 29 recommended by MIPE approach provides 16.67% of enhanced loadability
and 5.88% voltage gradation at initial value of load. Whereas in the system with
all other voltage dependent load models, DG addition at bus 30 as recommended
by MIPE approach provides the enhanced loadability in the range of 22–25% with
corresponding voltage gradation of 7.3–8.23% range at an initial load.

69 bus system: Figure 32.12 reiterated the same phenomenon of increased voltages
due to voltage dependency of loads as related to constant loadmodels. Here also RER
addition in the system with constant loads provides considerably lower proportion of
load extension paralleled to the voltage dependent load models. Table 32.5 reveals
that constant power load model shows only 22.34% of possible load expansion with
7.15% of voltage gradation after DG addition at bus 61. However voltage dependent
load models show possible load expansion in the range of 50.3–54.07% with voltage
gradation of 7.61–7.84% after DG addition at the same bus.

These variations in the resultswith an assumption of different loadmodels indicate
that for accurate and precise planning of DG insertion proper load model proposition
ismandatory otherwise the constant loadmodelmaymislead the practicable solution.
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32.7 Inapt Locations

The selection of the best installation sites and the ideal size of DG units in large
distribution systems is a complex integration problem. (Pathomthat Chiradeja and
Ramakumar, 2004; Baran and Felix 1989; Hadisaid et al. 1999; CIREDWG04 1999).
Many methods and approaches to best practice are found in the literature (Rau and
Wan 1994; Caisheng Wang and Nehrir, 2004; Gadomkar et al. 2005; Quezada et al.
2006; Thukaram et al. 1999; Pinnarelli et al. 2021; Mahmoud et al. 2010; Akorede
et al. 2011; Fahad and Abu-Mouti 2011; Kumar and Gao 2010; Failed 2020) to
address this complex problem. Most methods require procedures for repetition or
over-calculation, which ultimately result in time-consuming and tedious problems.
Apart from these many methods (Caisheng Wang and Nehrir, 2004; Thukaram et al.
1999;Kumar andGao2010;BindeshwarSingh2015;Ullah et al. 2019;Ghasemi et al.
2019; Kifle et al. 2018; Poornazaryan et al. 2016; Roche and Courtney 2020; Alotaibi
and Salama 2018; Bawazir andCetin 2020; Choi et al. 2018) provide sound effects for
small or medium power systems but complex systems create problems in integration
or precision. Such scenarios indicate the search location for new, functional tools,
which can reduce system complexity, or the number of selected locations where
the method can be used, i.e., the number of candidate nodes in the system. This
proposed method not only investigates the appropriate access point but also provides
information about unsuitable locations called Inapt Locations to perform DG. This
useful information can help researchers narrow down the search area of this site.

32.7.1 Prominence of Inapt Locations

Inapt environments are defined as system areas where the installation of a DG can
create unwanted operating conditions such as repetitive power flow, reverse energy
profile, etc. In this study such areas are divided into two categories such as:

• Adverse Impact Areas (AILs)—buses in which the DG is installed, lead to a
decrease in system performance due to adverse effects imposed on the system by
increasing system losses, reduced power intensity and low percentage output of
the main source, i.e., location.

• Concurrent bus (CB) Kalambe and Agnihotri (2013)—a bus near the main
station.

32.7.1.1 Adversative Impact Locations (AILs)

In the distribution system, the DG cannot be installed on all buses. Some buses can be
found as bad DG inputs as the inconsistent choice of location and DG size can lead to
greater system loss or reduced power stabilization than outside theDG (Acharya et al.
2006; Correia et al. 2020)—DG. The inclusion of DG in Inapt areas puts negative
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impacts on the distribution system. The MIPEF conducted in this study is used
to investigate such areas. Task can identify incompatible locations from complete
system nodes. The negative or zero number of indices found in candidate areas
indicates inconsistencies in the DG’s inclusion in that direction. The high negative
rating indicates the severity of the negative impact placed on the placement of the
DG in the appropriate areas.

32.7.1.2 Sequential Bus (CB)

If a DG is installed on a bus near a small sub-station the power will be distributed
to zero power at the station and the full power supply will be sent by the DG alone.
Therefore a high dose of DG is required to provide power when installed on the
Sequential Bus even though there is a very small amount of potential reduction
losses from this area.

Main_MVA release indicator (M_MVARI) and usable decommissioning indica-
tors are used to ensure the correct representation of the consecutive bus to enter the
DG. Unity M_MVARI shows zero power distributed from the scale and low or bad
values indices for effective performance reduction and support their inadequacy for
DG inclusion.

32.7.2 Results and Analysis

After the implementation of the Load Analysis method and the MIPE method, the
appropriate access point for DG installation and inapt locations can be investigated.
Demonstrating this quality is used in the 33 bus systems and 69 bus systems used in
this study and the summary results are given in Tables 32.6 and 32.7.

Table 32.6 and Fig. 32.13 show that in 33 bus system, bus 2 is located next to
main sub-station and unit value of M_MVARI attained after DG installed at this bus
indicates that zero power will be shared from the substation and the total power will
be delivered by the DG alone. Apart from this, zero value of MIPEF indicates lowest
benefits of DG allocation on the system. Thus, bus 2 can be considered as an Adverse
Impact location as well as Sequential Bus. Due to the zero value of MIPEF evaluated
at bus 19, it is considered as AIL.

The results presented in Tables 32.7 and Fig. 32.12 show that in the 69 bus system,
bus 2 canbe referred to as a consecutive bus.Apart from thismanybuses (bus numbers
3, 4, 5, 28, 29, 30, 31, 32, 33, 34, 35, 45, 46, 47, and 69) show a negative impact on
the DG allocation in the system and as a result it has been said AIL.

Figures 32.13 and 32.14 show the power supply data for each source that creates
a load on the system from the corresponding area showing the bus near the main
station, i.e., the second bus can be called the Sequential Bus. It can be seen that the
installation of RER on this bus will lead to zero sharing from the station because
the full power is provided by RER alone. High Capacity RER is therefore required
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Table 32.6 Investigation of inapt locations in 33 bus system

Location Active power loss, MW Reactive power loss,
MVAr

M_MVARI MIPEF AIL CB

w/o DG 222.5 146 – – – –

2 192.5 142.3 1 0.06
√ √

3 141.4 104.6 0.8 0.26 – –

4 123.2 95.3 0.63 0.30 – –

5 105.6 86.4 07 0.36 – –

6 68.2 53.8 0.67 0.52 – –

7 71.4 57.9 0.57 0.49 – –

8 78.8 57.7 0.50 0.48 – –

9 89.9 63.5 0.45 0.47 – –

10 96.2 66.6 0.40 0.44 – –

11 97.2 66.8 0.39 0.44 – –

12 99.3 67.3 0.39 0.43 – –

13 106.7 72.5 0.33 0.42 – –

14 109 75.1 0.29 0.43 – –

15 113.3 78.2 0.29 0.43 – –

16 118 80.9 0.28 0.42 – –

17 126.3 89.3 0.24 0.43 – –

18 130.3 91.4 0.22 0.46 – –

19 199.5 134.9 0.26 0.04
√

–

20 202.1 135.3 0.11 0.21 – –

21 202.2 135.3 0.11 0.22 – –

22 202.6 135.6 0.08 0.28 – –

23 154.2 112.1 0.53 0.24 – –

24 160.3 113.9 0.36 0.27 – –

25 167.4 117.3 0.25 0.32 – –

26 69.3 54.2 0.58 0.50 – –

27 70.4 54.7 0.64 0.51 – –

28 70.8 53.8 0.52 0.51 – –

29 68.6 50.5 0.47 0.55 – –

30 68.8 53.3 0.36 0.55 – –

31 79.5 58.9 0.38 0.53 – –

32 83.5 62.4 0.35 0.53 – –

33 90.1 70.1 0.36 0.51 – –
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Table 32.7 Investigation of inapt locations in 69 bus system

Locations Active power loss,
MW

Reactive power loss,
MVAr

M_MVARI MIPEF AIL CB

Without DG 211.72 96.11 – – – –

2 232.7 101.72 1.00 −0.18
√ √

3 225.63 101.76 0.43 −0.27
√

–

4 225.44 101.3 0.85 −0.20
√

–

5 223.5 99.05 0.56 −0.23
√

–

6 188.93 81.87 0.72 0.10 – –

7 155.7 65.5 0.72 0.28 – –

8 148.22 61.77 0.72 0.32 – –

9 144.54 59.96 0.72 0.34 – –

10 155.16 64.93 0.49 0.33 – –

11 155.9 65.53 0.46 0.34 – –

12 160.03 68.17 0.38 0.34 – –

13 166.24 71.77 0.31 0.32 – –

14 169.3 73.81 0.26 0.32 – –

15 170.92 75.09 0.23 0.32 – –

16 171.11 75.26 0.23 0.33 – –

17 171.65 75.66 0.22 0.33 – –

18 171.66 75.66 0.22 0.33 – –

19 172.6 76.18 0.21 0.32 – –

20 173.16 76.49 0.21 0.32 – –

21 173.98 76.96 0.20 0.32 – –

22 174.03 76.98 0.20 0.32 – –

23 174.75 77.33 0.20 0.31 – –

24 176.21 78.04 0.19 0.31 – –

25 179.22 79.49 0.17 0.29 – –

26 180.31 80.02 0.17 0.29 – –

27 180.92 80.31 0.17 0.29 – –

28 216.63 97.96 −0.07 −0.03
√

–

29 214.86 97.21 0.02 −0.03
√

–

30 214.79 97.19 0.02 −0.03
√

–

31 214.78 97.18 0.01 −0.03
√

–

32 214.76 97.17 0.01 −0.02
√

–

33 214.72 97.16 0.01 −0.02
√

–

34 214.7 97.15 0.01 −0.01
√

–

35 214.7 97.16 0.01 −0.01
√

–

(continued)
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Table 32.7 (continued)

Locations Active power loss,
MW

Reactive power loss,
MVAr

M_MVARI MIPEF AIL CB

36 214.68 97.08 0.19 0.08 – –

37 214.84 97.17 0.06 0.14
√

–

38 214.77 97.13 0.04 0.18
√

–

39 214.75 97.12 0.04 0.23
√

–

40 214.75 97.12 0.04 −0.04
√

–

41 214.66 97.06 0.03 0.36 – –

42 214.63 97.04 0.02 0.36 – –

43 214.63 97.03 0.02 0.39 – –

44 214.63 97.03 0.02 0.39 – –

45 214.62 97.03 0.02 −0.02
√

–

46 214.62 97.02 0.02 −0.02
√

–

47 218.99 98.72 0.45 −0.04
√

–

48 214.36 95.77 0.23 0.07 – –

49 212.64 91.99 0.20 0.13 – –

50 212.62 91.98 0.18 0.15 – –

51 154.34 64.91 0.66 0.30 – –

52 169.56 70.81 0.50 0.24 – –

53 139.46 57.53 0.68 0.37 – –

54 133.29 54.55 0.65 0.41 – –

55 124.76 50.44 0.62 0.45 – –

56 116.53 46.46 0.59 0.48 – –

57 71.71 31.53 0.53 0.66 – –

58 51.02 24.63 0.52 0.73 – –

59 43.25 22.07 0.52 0.76 – –

60 34.89 19.57 0.51 0.79 – –

61 24.17 14.17 0.50 0.86 – –

62 26.01 15.16 0.50 0.81 – –

63 28.81 16.66 0.49 0.79 – –

64 40.99 22.99 0.44 0.74 – –

65 61.25 33.05 0.38 0.68 – –

66 161.08 67.74 0.42 0.32 – –

67 161.19 67.78 0.42 0.32 – –

68 170.77 73.32 0.30 0.29 – –

69 170.82 73.35 0.30 −0.18
√

–
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Fig. 32.13 Power contribution from grid and the DG in 33 bus system

Fig. 32.14 Power contribution from grid and the DG in 69-bus system

to supply power when placed on this bus. Except for that very small amount of loss
reduction is found in this area. Therefore, it can be suggested that Sequential Bus is
the preferred location for RER installation. In the 33 bus system with a total load of
4.36 MVA, bus 2 is CB where a RER of 4.65 MVA is required which will result in
a 7.07% reduction in losses. While in the 69 bus system with a load of 4.26 MVA,
bus 2 is CB where the DG of 4.23 MVA is required which will result in a 2.15%
reduction in loss this leads to the conclusion that Sequential Bus can be considered
the worst RER installation site.

32.7.3 Investigation of Inapt Locations by Using
Performance Evaluation Indices

Various performance evaluation indices explored in this chapter can be used for the
investigation of Inapt Locations for DG insertion in distribution system. The negative
or lower values of indices indicate the unsuitability of the location forDG installation.
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33 bus system: Figure 32.15 shows both power loss reduction indices evaluated in
case of 33-bus system. It shows that DG addition at bus 2, 19, 20, 23, and 24 can attain
loss reduction to a very less extent so indicates their unsuitability for DG insertion in
terms of loss reduction. Figure 32.16 shows system and critical bus voltage correction
indices evaluated after DG addition at various locations. At bus 2 and bus 18 the
negative values of Voltage Contour improvement Index (VPCI), Critical Bus Voltage
Improvement Index (VCRII) depict adverse influence of DG addition on the system
so these buses might be considered as AILs for voltage profile improvement.

69 bus system: Figure 32.17 indicates both power loss reduction indices assessed
afterDGplacementmany locations in 69-bus system.Negative values at 2-5th and28-
48th locations indicate their unsuitability for DG insertion in terms of loss reduction.
Similarly DG insertion at any of the buses such as 49, 50, or 51 is de-motivated
due to the lower values of power loss reduction indices. Figure 32.18 shows VPCI

and VCRII evaluated after DG insertion at various locations. The negative values of
indices evaluated at buses 2–6 and 28–50 indicate their unsuitability for DG insertion
in terms of voltage contour upgrading of system and critical bus.

Fig. 32.15 Active-Reactive power loss reduction indices estimated for 33-bus system

Fig. 32.16 System and critical bus voltage correction indices estimated for 33-bus system
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Fig. 32.17 Active-reactive power loss reduction indices assessed for 69-bus system

Fig. 32.18 System and critical bus voltage correction indices evaluated for 69-bus system

32.8 Conclusion

This chapter outlines two auxiliary services for the proposed method, enhanced
uploads obtained after DG installation and Inapt Location investigations. It also
shows the impact of loading model consideration on download load expectations. It
is evident that the maximum expansion of the system loading is possible with the
installation of theDG in the appropriate location and the design recommended for the
proposed method. However, accurate predictions of load expansion are mandatory.
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Chapter 33
Analysis of Mesh Distribution Systems
with Multiple Wind Turbine
and Multiple D-STATCOM Allocation
Using Artificial Bee Colony Algorithm

Nandola Maitrey Bharatbhai and Atma Ram Gupta

Abstract The electrical power is transmitted through a high-voltage transmission
system to low-voltage consumers on the distribution side. Because of the high R/X
ratio, high current, and low voltage in distribution systems, active power loss (TPL)
is much higher as compared to transmission systems. The economic incentive for
distribution power utilities is to reduce losses in their networks. This inducement
is generally the cost differential between actual and standard losses. As a result,
when actual losses exceed standard losses, the utilities are economically penal-
ized, while when the reverse happens, they are getting benefitted. As a result, the
loss minimization problem in distribution systems is an excellent research subject
for academics. All the methods for the loss minimization are different from each
other by the means of formulation of the problem, tools used to minimize the
losses, constraints taken, solution methods, and results are obtained. In most of
the cases, the distribution system is interconnected and due to increment in load
demand and limitations of loading capacity of distribution lines, the idea of distri-
bution side generation came to maintain the system parameters like voltage profile,
power loss, cost of operation, etc. To minimize losses, several methods are avail-
able like distributed generation (DG) using renewable energy sources and combined
heat and power systems, capacitor allocation, reconfiguration of the network, and
D-FACTS devices like dynamic voltage restorer (DVR), distribution static compen-
sator (D-STATCOM), unified power quality conditioner (UPQC) allocation, etc. In
this chapter, 33 and 69 bus mesh distribution system analysis is proposed with imple-
mentation of multiple wind turbines (WT) and multiple D-STATCOM. Advantages
of WT are cost-effective generation, clean fuel source, sustainability, and less land
requirement. Here, the Artificial Bee Colony (ABC) algorithm is used for finding
optimal size and location of WG and D-STATCOM. ABC is an optimization tech-
nique that offers population-based search procedure in which artificial bees change
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individual food locations over time, with the aim of the bees being to locate the places
of food supplywith themost nectar and recognize it as the onewith the greatest nectar.
Here direct approach-based load flow method is used to find load flow parameters
like bus voltage, branch currents, and power loss. The outcome verifies effective
improvement in the system voltage profile, reduction in distribution feeder line loss,
and increment in cost savings.

Keywords Distributed generation · Wind turbine · D-STATCOM · Artificial bee
colony algorithm · Voltage profile improvement · Loss minimization · Mesh
distribution · Load flow analysis

Nomenclature

DS Distribution system
ES Energy saving
N-R NewtonRaphson
AECS Annual energy cost saving
G-S GaussSeidel
ACS Annual cost saving
DG Distributed generation
ABC Artificial ee olony
WT Wind turbine
LSF Loss ensitivity actor
D-STATCOM Distribution static compensator
TPL Total active ower oss
DVR Dynamic oltage estorer
UPQC Unified ower uality onditioner

33.1 Introduction

Wind energy is the most attractive clean energy source for a number of reasons,
including increased grid efficiency, energy flexibility, lower carbon dioxide emis-
sions, etc. As a result, several countries are pursuing policies to increase wind
energy use through incentives and financial options. If the number of Wind Turbines
(WTs) connected to distribution networks increases, DNOs face a number of prob-
lems, including, voltage volatility, voltage stability, power shortages, and reliability
(Mokryani et al. 2013; Banos et al. 2011). These all power quality issues are because
of WT installation at the wrong place. Hence, before installing WT in the system,
suitable location and suitable size should be investigated. D-STATCOM (D-FACTS)
is also used in distribution networks to address the issues (like voltage instability,
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voltage sag, and voltage fluctuation) and compensate for reactive capacity (Apoorva
et al. 2018). Low harmonic production, low power losses, high regulatory capability,
low cost, and compact size differentiate D-STATCOM from other reactive power
compensation devices.

The DNO’s primary responsibility is to deliver loads at the proper voltage and
load level; it must implement a fair operational plan that takes into account buying
power from the wholesale market while ensuring device safety, dispatchingWTs and
D-STATCOM and interrupting loads. DNOs act as brokers, buying bulk electricity at
volatile prices and reselling it to small consumers at fixed rates. Retailers and DNOs
are two distinct market entities with distinct networks, goals, and sizes (Hasani-
Marzooni and Hosseini 2012). DNOs can deal with power quality-related issues and
its solutions. It uses optimization techniques to find a reliable and economic solution
of the problems to maintain the distribution system healthy.

The installation of DGs in the distribution network is the cost-effective way for
the grid to benefit from renewable energy. For most cases, careful analysis of DG
and D-STATCOM deployment would result in a substantial improvement in the
reduction of electrical power network faults, voltage control, and reliability (Hasani-
Marzooni and Hosseini 2012; Ackermann and Knyazkin 2002). Excessive losses and
feeder overloading result from non-optimal integration of DGs and D-STATCOMs
deployed in non-optimal locations with non-optimal ratings (Mohandas et al. 2016;
Mendez Quezada et al. 2006). Renewable energy sources’ (RES) future availability
is obvious, and they are successfully used to provide a stable electricity supply to
islanded areas. A grid which uses RES to sustain themain grid andmeet load demand
is called a micro-grid (Oureilidis et al. 2016).

Many experiments have been performed in the past to assess the most suitable
capacities and positions for D-STATCOMs and WTs. From the literature survey,
there are many methods like multi-objective optimal power flow (OPF) (Harrison
et al. 2007a), stochastic optimization algorithm (Chen et al. 2010a), genetic algorithm
(GA) (Harrison et al. 2007b, 2008), particle swarm optimization (PSO) (El-Zonkoly
2011), a mechanism for optimum positioning ofWTs to minimize energy loss (Atwa
and El-Saadany 2011), hybrid optimization approach (Chen et al. 2010b), biolog-
ically based immune algorithm (Taher and Afsari 2014), modified particle swarm
optimization algorithm (Devi and Geethanjali 2014), voltage stability index, and
power loss index techniques (Gupta and Kumar 2015) used to find most suitable
location and size of DG and D-STATCOM.

In this chapter, ABC algorithm is used to assess optimum position and rating of
WT andD-STATCOM to getminimumTPL. TheABC algorithm is ameta-heuristics
technique based on swarms. It focuses on swarm optimization of honey bees. It was
introduced by Karaboga (2005). Here, WTs and D-STATCOMs are implemented
in 33 and 69 mesh DS and bus data are taken from 2005. After implementation of
WTs and D-STATCOM, system analysis is done based on voltage profile, minimum
voltage of the system, TPL, annual energy loss cost savings, etc.

The chapter is organized as follows: Sect. 33.2 contains the problem formula-
tion, Sect. 33.3 contains the ABC algorithm, Sect. 33.4 contains the results and
discussions, and Sect. 33.5 contains the conclusions.
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33.2 Problem Formulation

33.2.1 Load Flow Analysis

Several planning and operations issues, such as network optimization, loss reduction,
load balancing, renewable integration, location and size of DG and D-STATCOM,
and service restoration necessitate load flow analysis. To analyze electrical parame-
ters such as node voltages, branch currents, system voltage profiles, etc., load flow
analysis is a must. Without breaking the network constraints, the load flow analysis
should be completed. Traditional algorithms such as N-R and G-S can be used to
solve distribution systems, but these programmers are typically constructed with a
high X/R ratio in mind. Since the X/R ratio in distribution systems is low, conver-
gence time for standard algorithms is large. So, a program that needs to be designed
specifically for distribution systems would be more effective and simpler than one
designed for high-voltage systems. In general, the distribution system is unbalanced,
with a radial or weakly meshed arrangement. As a result, load flow studies for distri-
bution systems can be performed for both balanced and unbalanced systems, as well
as radial and weakly meshed systems.

The load flow problem of radial and weakly meshed distribution systems was
solved by authors in Prakash and Sydulu (2011) using a primitive impedance-based
technique. In this form, a converged load flow solution is obtained by computing
diagonal elements of the DLF matrix without using the bus admittance matrix. The
authors of Ranjan et al. (2004) suggest a procedure in which the branch currents
are determined using the receiving bus voltage and the power transfer is calculated
using the backward load flow. In Siano et al. (2009), the author proposes a ladder
network-based hypothesis for the load flow approach of delivery networks. S. Ghosh
and D. Das use the same forward–backward approach in Ghosh and Das (1999), with
the bus voltage mismatch serving as the convergence criterion. The authors suggest
a new algorithm for power flow in radial networks in Babu et al. (2010), which
uses Kirchhoff’s laws for forward sweep iteration and a special numbering system.
The authors of Zhu and Tomsovic (2002) have suggested an algorithm for solving
the radial portion of networks using backward current and forward voltage. The
author of Asfari et al. (2002) suggested a backward sweep algorithm for obtaining
nodal voltages. The correct estimation of the terminal bus voltage is critical to the
feasibility and convergence of this proposed process. In Thukaram et al. (1999) a
modified prototype of the forward/backward sweep method has been proposed. In
Cheng and Shirmohammadi (1995) the same method is used for both unbalanced
radial and mesh distribution systems. In Liu et al. (2002) the author proposed an
algorithm where the voltage is updated in the forward/backward process and this
method can be applied for both balanced radial and weakly meshed distribution
networks. Voltage-based static load models with a high convergence rate are used
in Satyanarayana et al. (2007). Voltage-based load models are used for a backward
ladder approach in Eminoglu and Hocaoglu (2005), and the effect of line shunt
capacitance is also used, resulting in successful results.
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In this chapter, a direct approach-based load flow analysis method is applied
on meshed DS considering five loops following the same strategy proposed in Teng
(2000), Kumar Sharma andMurty (2014), the voltage profile at each node and power
loss at each branch are computed for base case.

33.2.2 Objective Function

OF is a mathematical equation which gives minimum or maximum value of the func-
tionwith satisfying conditional constraints. In this chapter,WTandD-STATCOMare
installed in the systemwith the best size and locationwhich satisfy the objective func-
tionwith someconstraints. Theobjective function isminimalTPL, and the constraints
are maximum and minimum ratings of WT and D-STATCOM. Equation (33.1) is
OF and Eq. (33.2), (33.3) are constraints.

OF = min[
∑B

j=1
Ibr2(j) ∗ r(j)] (33.1)

min(Pdgi) < Pdgi < max(Pdgi) (33.2)

min(QD−STATCOMi) < QD−STATCOMi < max(QD−STATCOMi) (33.3)

where Ibr is branch current, B is number of branches, r is branch resistance,
min(Pwti) and max(Pwti) are minimum and maximum size of WT at bus i. Here,
max(QD-STATCOMi) and min(QD-STATCOMi) are maximum and minimum size of
D-STATCOM at bus I.

33.2.3 Wind Turbine Modeling

When WTs are mounted, they normally provide continuous power with less invest-
ment than other sources in the distribution system (Yuvaraj and Ravi 2018). The
variation in wind speed and air density causes the uncertainty in wind turbine perfor-
mance at any location. In the equation of radial power transfer, there is a random
variable because it varies randomly. WTs are environmentally sustainable, renew-
able energy source. They provide benefits such as improved power quality, cost-
effective operation, reduced land requirements, and more efficient energy solutions
than other generation methods. For the analysis of implementation of wind turbine
in the system, 1-year data of wind speed is taken from NREL (www.nrel.gov). For
calculating wind turbines output, per hour average speed is taken and per hour output
power is calculated using Eq. (33.4).

The wind turbine power output (Pwt) is given by Faruk and Engin (2013)
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Pwt =

⎧
⎪⎪⎨

⎪⎪⎩

0 0 < K < Kci
Kci−K
Kci−Kr ∗ Prated Kci < K < Kr

Prated Kr < K < Kco
0 Kco < K

(33.4)

where

• Pwt: power output of wind turbine in KW,
• Prated: rated power output in KW,
• K: wind velocity in m/s,
• Kci: cut-in speed,
• Kco: cut-out speed, and
• Kr: rated speed.

Here, power generated by WT is supplied to the distribution system so wind
generation is called distributed generation. There are many types of DGs based on
their characteristics of supplying active and reactive power. In this chapter, let’s
assume that WT supplies only active power with unity power factor. Outputs of WT
for each hour are given in Table 33.1. Parameters specified to wind turbines (wind
speed (K) andWT output (Pwt)) are given in Table 33.2. Here, the best rating of WT
as DG is found using the ABC algorithm. The best size of DG is the one with the
lowest TPL, measured in kW or MW.

33.2.4 D-STATCOM

A STATic COMpensator (STATCOM) (which is power electronics-based voltage-
source converter) can be operated as either source or sink of a reactive power. In some
operations, it can also supply active power if connected with energy storage. This
device was initially developed for transmission systems for operations like faster
and continuous inductive or capacitive compensation. Similarly, for the distribution
system, a toolD-STATCOM is employed.D-STATCOMcan inject leading or lagging
current as per the requirement for compensation. Here the benefit is the total demand
of specified load meets utility connection specification because D-STATCOM is
related to a specified load (Chen and Hsu 2008; Devabalaji and Ravi 2014; Failed
2020).

Power quality issues like voltage instability and voltage sag result in less power
flow limits, increased power depletion, and longer response times. Shunt capacitors
have traditionally been used in distribution systems for reactive power compensa-
tion; however, shunt capacitors have the disadvantage of being unable to produce
continuous variable reactive power. As a result, utilities must incur additional costs
for capacitor installation. It has a few operational issues related to resonance.
Furthermore, load balancing is not feasible (Gupta and Kumar 2015).
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Table 33.1 Average wind
speed per hour and wind
turbine output per hour

Time in h K in m/s Pwt in KW

1 4.4603 153.7190

2 4.3541 142.5366

3 4.2648 133.1339

4 4.1484 120.8812

5 4.0796 113.6407

6 4.0392 109.3884

7 3.9645 101.5247

8 3.9294 97.8342

9 3.9004 94.7782

10 3.9459 99.5720

11 3.9707 102.1834

12 3.9608 101.1393

13 3.9907 104.2851

14 4.0670 112.3201

15 4.1324 119.2042

16 4.1956 125.8563

17 4.2661 133.2703

18 4.2725 133.9507

19 4.2985 136.6831

20 4.4347 151.0192

21 4.5450 162.6310

22 4.5946 167.8500

23 4.4888 156.7140

24 4.4159 149.0424

Table 33.2 Specifications
for WT (www.suzlon.com)

Parameter Value

Prated (rated power in KW) 1000

Kci (cut-in speed in m/s) 2.5

Kr (rated speed in m/s) 12.5

Kco (cut-out speed in m/s) 20

D-STATCOMis used to compensate for reactive power in the distribution network.
It has advantages like lower harmonic production, high speed of operation, less space
requirement, low initial cost, etc. D-STATCOM can supply and consume reactive
power and it has no operational issues like transient and resonance harmonics (Samal
2020; Yuvaraj et al. 2017). It belongs to the D-FACTS device family.

D-STATCOM has the ability to compensate for capacitive and inductive modes
quickly and continuously. As D-STATCOM is connected to a specific load, it can
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Fig. 33.1 Block diagram of
D-STATCOM (Chen and
Hsu 2008).VSC is voltage
stability control, PCC is
point of common control

VSC Transformer

Ripple 
filter

C

Energy
storage
device

PCC

inject enough leading or lagging compensating current to ensure that the overall
demand satisfies the utility connection criteria. Main components of D-STATCOM
are DC capacitor, PWM control, inverter modules, AC filter, and transformer
(Bapaiah 2013). Figure 33.1 shows a block diagram of D-STATCOM.

In this chapter, D-STATCOM is implemented in mesh distribution systems for
reactive power support. Best location and KVAr rating of D-STATCOM are found
using ABC algorithm. Here minimum KVAr rating is 50 and maximum KVAr rating
is 2000 taken.

33.2.5 Cost Analysis

After installingWT and D-STATCOM in the system, power loss decreases so energy
savings become more and indirectly cost savings also. Power distribution utilities
and end consumers always want the lower electricity charges along with better power
quality. In this chapter, cost analyses like annual energy loss cost savings and annual
cost savings have been carried out. For finding investment cost (IC) of DG, consider
the DG cost characteristics equation (33.5), and for investment cost of D-STATCOM,
consider the cost characteristics equation (33.6).

Cost of DG = (aPdg2 + bPdg + c)$/MWh (33.5)

C(DS)/year = C(DS)
(1 + B)n ∗ B

(1 + B)n − 1
(33.6)

where Pdg is active power supplied by DG in MW. C(DS)/year is annual cost of
D-STATCOM in $ and C(DS) is the investment cost of D-STATCOM in $/kVAr
at the year of installation. B and n are the asset rate of return and longevity of D-
STATCOM, respectively. Here for the cost analysis, values are taken as a = 0, b =
20, c = 0.25, C(D-STATCOM) = 50 $/kVAr, B = 0.1, n = 30.

The price of wind turbines varies depending on the manufacturer. Other costs,
with the exception of wind turbine costs, are wind speed, taxation, installation, and
maintenance. Wind turbines cost 1150 $/kW for rated capacity of more than 200 kW
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(Adaramola et al. 2011). The energy cost produced by wind turbines is calculated in
this analysis using Eq. (33.7) (Mathew 2006).

WTc = ICt

8760 ∗ n

(
1

PrCf

)
[1 + w

(
(1 + u)n − 1

u(1 + u)n

)
] (33.7)

where ICt is total investment cost, n is lifetime of turbine in year, Cf is capacity
factor, Pr is rated power, w is annual maintenance cost, and u is discount rate. Here
for the cost analysis, ICt is 40% of turbine cost, n = 20 years, w and u is 4% of
turbine cost are taken (Dincan et al. 2020).

Now, for finding Annual Energy loss Cost Savings (AECS), consider Eq. (33.8).
Energy saving (ES) is difference between energy loss before and after installation of
DG and D-STATCOM (Ashwani Kumar et al. 2017). Annual Cost Savings (ACS) is
difference between AECS and IC. It can be calculated using (33.9).

AECS = Ke
(
TPL − TPL

′)
T$ (33.8)

ACS = AECS − IC$ (33.9)

where TPL/TPL’ are TPL in kW before/after installation, T is time duration in hours,
and Ke is the energy rate in per kWh. Here the values used Ke = 0.06 /KWh, T =
8760 (hours).

33.3 Artificial Bee Colony (ABC) Algorithm

In 2005, Dervis Karaboga proposed the ABC algorithm, inspired by the intelligent
behavior of honey bees. The ABC algorithm and its applications to real-world prob-
lems have been studied by Karaboga and his research group. The ABC algorithm
is a meta-heuristics technique based on swarms. Scots, onlookers, and employed
bees are the three classes in the ABC (Karaboga 2005). The ABC developed an
initial population (N) of food source solutions that were randomly distributed. Each
Z(i) (i = 1, 2,…, N) solution is a d-dimensional vector where d is the size of
constraints. The population of the positions is treated to repeated loops of employed
bees, onlooker bees, and scout bees after initialization. The swarm size, limit, and
number of iterations are the algorithm’s control parameters.

A working bee adjusts the position in her mind depending on the nectar volume
of the new source (new solution). If the amount of nectar in the current position is
larger than the previous one, the bee remembers the new one and forgets the existing
one.When all employed bees have concluded their search, they tell the onlooker bees
about the dancing area, nectar details, and their location. An onlooker bee evaluates
the nectar data collected from all employed bees and chooses a food supply based on



888 N. M. Bharatbhai and A. R. Gupta

a chance equal to nectar volume. Like the employed bee, it adjusts the position in its
memory and checks the nectar amount of the applicant source. As long as the nectar
is greater than the previous one, the bee remembers the current spot and forgets about
the former one (Karaboga and Akay 2011).

The flow chart of ABC algorithm is given in Fig. 33.2. From that, the algorithm
can be separated into four parts, initialization, employed phase, onlooker phase, and
scout phase. The initial food source or populations can be found by Eq. (33.10)
(Karaboga 2005), and Eq. (33.11) is used to calculate the location of the nearest food
source (Karaboga 2005):

Fig. 33.2 Flow chart of
ABC (Bapaiah 2013)

Start

Set known parameters of ABC

Read bus data and line data

Run load flow

Inisiate food source position Z(i) 
using eq. (1) where i = 1, 2, … N
Set trial = 0 and iteration j = 0

j = j + 1

j > 
MaxIter?

Compute fitness value of each 
employed bees using eq. (12)

No

Employed bee found 
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Let trial(i) = trial(i) + 1

Compute fitness value of each 
onlooker bees using eq. (12)

Onlooker bee found 
best position?

Let trial(i) = trial(i) + 1

Trial(i) > X(i)?

Remember best position till now
No

Print
End

Set trial(i) = 0

Set trial(i) = 0

 using eq. (10) reset ith 
employed bee

Yes

Yes

Yes

Yes
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Zi = Lb + rand(−1, 1)(Ub − Lb) (33.10)

vi, j = Zi, j + U(Zi, j − Zk, j) (33.11)

where Ub and Lb are upper and lower bounds of the solution Z, j is the randomly
selected parameters index, U is the random choice that exists among [-1,1], and Zk,j
is a randomly selected food source. This formula is used to measure fitness, after
which greedy selection is added between Zi and vi,j. Fitness value of the objective
function is found using Eq. (33.12) (Karaboga 2005).

Fitnessm(Zm) =
{

1
1+ f m(Zm)

i f f m(Zm) > 0

1 + f m(Zm)i f f m(Zm) < 0
(33.12)

where fm(Zm) is the objective function value of Zm.
Probability value (Pi) of every food source can be calculated using Eq. (33.13).

Using probability value, onlooker bee selects the food source.

Pi = (fitness value of the solution i)
∑N

i=0(fitness value of the solutioni)
(33.13)

where N is the number of food source (employed bees).
The ABC employs Eq. (33.11) to create a candidate food location from the old

in mind. The scouts use Eq. (33.10) to supplement the food source with a new food
source in which the bees have rejected. If a location can’t be changed any more after
a certain number of cycles, which is called a limit, the food source is considered to
be abandoned in ABC. Scout bees are the pioneers but haven’t any direction when
trying to find food, so it generates probability of sources which have lowest and
highest nectar quantity. The parameter “limit” controls scout bee’s selection. When
the number of trails reaches a certain limit, the employed bee leaves the source and
becomes a scout (Ayse Aybike Seker 2013).

33.4 Results and Discussions

In this section, 33 and 69 bus mesh distribution system analysis is done before and
after implementation ofWT and D-STATCOM. The line data and load data are taken
from https://core.ac.uk/download/pdf/53189751.pdf. Total active power load on 33
buses is 3715 kWand reactive power load is 2300KVAr. In 69 buses, the active power
load is 3802 kW and reactive power load is 2694.6 KVAr. In this article, to find load
flow parameters like TPL, bus voltage, and branch currents, direct approach-based
load flow analysis method is used. For calculation in per unit, here base voltage is
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12.66 kV and base MVA is 100 MVA taken. From the load flow calculation, active
power loss of 33 bus mesh DS is 121.82 kW and for 69 bus mesh DS, it is 82.71 kW.
Minimum system voltage of 33 bus is 0.9526 pu and for 69 bus is 0.9653 pu.

The objective of the work is to reduce TPL and improve the voltage profile of
the both systems with improving minimum system voltage. Here, assumption is
that WT supplies active power and D-STATCOM supplies reactive power, so after
implementing these devices in the system at particular bus, changes in distribution
system are shown here. For finding the best size and best location to implement these
devices, ABC algorithm is used and the problem formulation and coding for the
algorithm are done inMATLAB2015. The solution of theABCalgorithmdepends on
the digestive tracts of actual honey bees. This algorithm has three control parameters,
the population size (Np), limit value, andmaximum cycle numberMAXCYCLE. For
the calculation, parameter values are Np= 20, limit= 3 andMAXCYCLE= 40. For
the precise analysis, implementation results of WT and D-STATCOM are separated
with different cases as described in Table 33.3.

Along with the ABC algorithm, loss sensitivity factor (LSF) at each bus for both
the systems is also calculated, which shows the weakest bus of the system. If D-
STATCOM is installed at the weakest bus of the system, it improves system perfor-
mance effectively. The result of the ABC algorithm is verified by LSF for single
D-STATCOM installation. LSF at each bus is plotted in Figs. 33.3 and 33.4 for 33

Table 33.3 Different cases

Analysis with Case 1 Case 2 Case 3 Case 4 Case 5

WT Without WT Single WT Two WT Three WT Four WT

D-STATCOM Without
D-STATCOM

Single
D-STATCOM

Two
D-STATCOM

Three
D-STATCOM

Four
D-STATCOM

WT +
D-STATCOM

Without WT
+
D-STATCOM

Multiple WT Multiple
D-STATCOM

Multiple WT
and multiple
D-STATCOM

–

Fig. 33.3 LSF at each bus for 33 mesh DS
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Fig. 33.4 LSF at each bus for IEEE 69 mesh DS

and 69 buses, respectively.
As shown in Fig. 33.3, LSF of 30th bus is highest so it is marked as the weakest

bus of the system. In Fig. 33.4, LSF of 61st bus is highest so it is marked as the
system’s weakest bus. So to implement D-STATCOM in 33 buses, the location of
the device is preferred at 30th bus and for 69 bus, preferred location is 61st bus.
If there is need to install multiple D-STATCOM then compute LSF at each bus
after implementing D-STATCOM at previously preferred locations, so we get a new
preferred location to install one more D-STATCOM. This method to implement
multiple D-STATCOM and its analysis are difficult and time-consuming. So for
multiple device implementations, optimizationmethods are used.Although for single
device installation like capacitor placement, D-STATCOM placement, etc.

Here, first analysis is with implementing WTs in both 33 and 69 bus systems
which gives system parameters like TPL, voltage profile, minimum system voltage,
energy loss, energy savings, annual energy loss cost, annual cost savings, etc. After
that second analysis is with D-STATCOMs in both the systems. At last, analysis of
the systems with both WT and D-STATCOM is done.

Tables 33.4 and 33.5 show distribution system results using ABC algorithm after
installing WTs in the 33 and 69 bus systems, respectively. The results are separated
with various cases including base case.

Here the results show size and locations of WTs for all cases. As we install more
WTs, all the system parameters like TPL, % TPL, Vmin, annual energy loss, annual
cost savings changes. Here from Table 33.4, TPL reduces 8.83% for case 2, 16.69%
for case 3, 23.64% for case 4, and 29.71% for case 5. Vmin of the system improves
from 0.9526 pu. to 9645 pu. Results for 69 bus mesh DS are show in Table 33.5.
From Table 33.5, as we install WT, TPL reduces by 8.7% for case 2, 16.6% for case
3, 23.9% for case 4, and 29.2% for case 5. Vmin of the system improves from 0.9653
p.u. to 0.9727 p.u.

Figures 33.5 and 33.6 showvoltage profile of 33 and 69 busmeshDS, respectively,
and it can be observed that after installation of WTs in the system, voltage profile
tries to become flat. The reason for different voltage values at each bus is due to line
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Table 33.4 Results for 33 mesh DS with multiple WT

Performance parameters Base case Single WT Two WT Three WT Four WT

Location – 32 32, 18 17, 32, 32 17, 32, 32, 32

Size in KW – 167.85 167.85 167.85 167.85

TPL in KW 121.85 111.09 101.51 93.04 85.64

% reduction in TPL – 8.83 16.69 23.64 29.71

Min. system voltage (Vmin) 0.9526 0.9554 0.9583 0.9614 0.9645

Annual energy loss (KWh) 1,067,423 973,148 889,227 815,030 750,197

ES in KWh – 94,275.12 178,195.82 252,393.12 317,225.88

AECS in $ – 5656.51 10,691.75 15,143.59 19,033.56

ACS in $ – 2299.26 3991.25 5092.84 5632.56

Fig. 33.5 Voltage at each node in 33 bus

Fig. 33.6 Voltage at each node in 69 bus
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losses. If load at any bus is high, then voltage at that bus is lower because of higher
current flows which results in higher losses. In Figs. 33.7 and 33.8, per day average
TPL for 33 and 69 bus mesh DS is shown and seen that hourly TPL is different for
all cases, and it is due to different wind velocities. Here from all cases, it can be
observed that more number of WT installation results reduced TPL.

Annual energy loss cost savings are also shown in Tables 33.4 and 33.5. Here
AECS in 33 bus are $ 5656.51 for case 2, $ 10,691.75 for case 3, $ 15,143.59 for
case 4, and $ 19,033.56 for case 5. From Table 33.5, AECS in 69 bus are $ 3782.76
for case 2, $ 7245.30 for case 3, $ 10,391.46 for case 4, and $ 13,679.00 for case 5.

Tables 33.6 and 33.7 show results for 33 and 69 bus mesh DS after installing
multiple D-STATCOM, respectively. Best size and location of D-STATCOM give
minimum TPL and improved minimum voltage of the system. As D-STATCOM
installed in the system, we can see that % reduction of TPL increased and Vmin of
the system improves. Also annual energy cost savings increase as power loss reduces
but annual cost savings decrease as number of D-STATCOM increases in the system.

Fig. 33.7 Hourly TPL with different cases for WT in 33 bus mesh DS

Fig. 33.8 Hourly TPL with different cases for WT in 69 bus mesh DS
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Table 33.5 Results for 69 mesh DS with multiple WT

Performance parameters Base case Single WT Two WT Three WT Four WT

Location – 61 61, 61 61, 61, 61 61, 61, 61, 27

Size in KW – 167.85 167.85 167.85 167.85

TPL in KW 82.7029 75.5059 68.9180 62.9322 56.6774

% reduction in TPL – 8.7 16.6 23.9 29.2

Min. system voltage (Vmin) 0.9653 0.9674 0.9694 0.9715 0.9727

Annual energy loss (KWh) 724,477 661,432 889,227.6 5,512,861 496,494

ES in KWh – 63,046 120,755 173,191 227,983.38

AECS in $ – 3782.76 7245.30 10,391.46 13,679.00

ACS in $ – 425.75 530.50 319.25 250.00

Table 33.6 Results for 33 mesh DS with multiple D-STATCOM

Performance
parameters

Base case Single
D-STATCOM

Two
D-STATCOM

Three
D-STATCOM

Four
D-STATCOM

Location – 30 30, 8 30, 8, 25 30, 8, 25, 21

size in KVAr – 1421 1421, 445 1421, 445,
228

1421, 445,
228, 115

TPL in KW 121.8520 89.5641 86.8952 86.1099 85.8904

% reduction in
TPL

– 26.49 28.69 29.33 29.44

Min. bus
voltage (Vmin)

0.9526 0.9660 0.9686 0.9694 0.9700

Annual energy
loss (KWh)

1,067,423.5 784,581.5 761,201.9 754,322.7 752,399.9

ES in KWh – 282,842.004 306,221.568 313,100.796 315,023.616

AECS in $ – 16,970.52 18,373.30 18,786.05 18,901.42

ACS in $ – 9433 8476 7680 7185

Here from Table 33.6, TPL reduces 26.49% for case 2, 28.69% for case 3, 29.33%
for case 4, and 29.44% for case 5. Vmin of the system improves from 0.9526 pu. to
0.9700 pu. Results for 69 bus mesh DS are shown in Table 33.7. From Table 33.7, as
we install D-STATCOM, TPL reduces by 29.68% for case 2, 32% for case 3, 32.88%
for case 4, and 33.32% for case 5. Vmin of the system improves from 0.9653 p.u. to
0.9777 p.u.

Figures 33.9 and 33.10 show voltage profile of 33 and 69 bus mesh DS, respec-
tively, and it can be observed thatwith the installation ofD-STATCOMs in the system,
voltage profile tries to become flat.

Annual energy loss cost savings are also shown in Tables 33.6 and 33.7. Here
AECS in 33 bus are $ 16,970.52 for case 2, $ 18,373.30 for case 3, $ 18,786.05 for
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Table 33.7 Results for 69 mesh DS with multiple D-STATCOM

Performance
parameters

Base case Single
D-STATCOM

Two
D-STATCOM

Three
D-STATCOM

Four
D-STATCOM

Location – 61 61, 11 61, 11, 49 61, 11, 49, 21

Size in KVAr – 1390 1390, 468 1390, 468, 550 1390, 468,
550, 188

TPL in KW 82.7029 58.1511 56.2373 55.5087 55.1416

% reduction in
TPL

– 29.68 32 32.88 33.32

Min. bus
voltage (Vmin)

0.9653 0.9747 0.9758 0.9770 0.9777

Annual energy
loss (KWh)

724,477.4 509,403.6 492,638.7 486,256.2 483,040.4

ES in KWh – 215,073.768 231,838.656 238,221.192 241,436.98

AECS in $ – 12,904.43 13,910.32 14,293.30 14,486.23

ACS in $ – 5532 4056 1521.3 717.1319

case 4, and $ 18,901.42 for case 5. From Table 33.7, AECS in 69 bus are $ 12,904.43
for case 2, $ 13,910.32 for case 3, $ 14,293.30 for case 4, and $ 14,486.23 for case 5.

From Figs. 33.7, 33.8, 33.9, 33.10, it can be seen that implementation of D-
STATCOM affects voltage profile of the system more effectively as compared to
WT. Among five cases of WT and D-STATCOM implementation, it can be observed
that with D-STATCOM, voltage profile of the system improves more effectively.
Also it can be seen that minimum system voltage for both WTs and D-STATCOMs
gets improved as we install multiple devices in the system. Figures 33.11 and 33.12
showminimum system voltage of 33 and 69 bus, respectively, and it can be observed
that minimum system voltage improves more effectively using D-STATCOM. Here

Fig. 33.9 Voltage at each node in 33 bus
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Fig. 33.10 Voltage at each node in 69 bus

Fig. 33.11 Minimum system voltage with different cases for 33 bus

Fig. 33.12 Minimum system voltage with different cases for 69 bus
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Table 33.8 Results for 33 mesh DS with multiple WT and multiple D-STATCOM

Performance
parameters

Base case Multiple WT Multiple
D-STATCOM

WT + D-STATCOM

Location – 17, 32, 32, 32 30, 8, 25, 21 WT (33, 32, 8, 31),
D-STATCOM (13,
24, 7, 30)

Size (KW, KVAr) – 167.85 1421, 445, 228,
115

168, 285, 314, 542,
1014

TPL in KW 121.852 85.639 85.890 49.988

% reduction in TPL – 29.71 29.44 58.97

Min. bus voltage
(Vmin)

0.9526 0.9645 0.9700 0.9779

Annual energy loss
(KWh)

1,067,423 750,197 752,399 437,901

ES in KWh – 317,225.88 315,023.62 629,521.63

AECS in $ – 19,033.56 18,901.42 37,771.30

ACS in $ – 5632 7185 13,485

reason is the size of D-STATCOM. As output power from WT and D-STATCOM is
higher, the results of our system improve.

Comparison of results for 33 and 69 bus mesh DS for multiple WT +
D-STATCOM is given in Tables 33.8 and 33.9, respectively.

Best size and location of WT + D-STATCOM give minimum TPL and improved
minimum voltage of the system. As WT + D-STATCOM installed in the system, %
reduction of TPL increased and Vmin of the system improves. Also annual energy
cost savings increase as power loss reduces but annual cost savings decrease as more
number of D-STATCOM are installed in the system.

Here from Table 33.8, TPL reduces 29.71% for case 2, 29.44% for case 3, and
58.97% for case 4. Vmin of the system improves from 0.9526 pu. to 0.9779 pu.
Results for 69 bus mesh DS are shown in Table 33.9. From Table 33.9, as we install
multiple WT + D-STATCOM, TPL reduces by 29.2% for case 2, 33.32% for case 3,
and 65.80% for case 4. Vmin of the system improves from 0.9653 pu. to 0.9825 pu.
Figures 33.13 and 33.14 show voltage profile of 33 and 69 busmeshDSwithmultiple
WT + D-STATCOM, respectively, and observed that as WTs and D-STATCOMs
installed together in the system, voltage profile improves more effectively.

Annual energy loss cost savings are also shown in Tables 33.8 and 33.9. Here
AECS in 33 bus are $ 19,033.56 for case 2, $ 18,901.42 for case 3, and $ 37,771.30
for case 4. From Table 33.9, AECS in 69 bus are $ 12,714.06 for case 2, $ 14,486.22
for case 3, and $ 28,604.26 for case 4. Hourly TPL of both the systems with multiple
WT and multiple D-STATCOM are given in Figs. 33.15 and 33.16, and from the
figure it can be seen that at 22 o’clock power loss is minimum so it means that wind
speed at 22 o’clock is higher. It can also be seen that there is a remarkable decrement
in annual energy loss and annual energy loss cost.



898 N. M. Bharatbhai and A. R. Gupta

Table 33.9 Results for 69 mesh DS with multiple WT and multiple D-STATCOM

Performance
parameters

Base case Multiple WT Multiple
D-STATCOM

WT + D-STATCOM

Location – 61, 61, 61, 27 61, 11, 49, 21 WT (61, 61, 62, 61),
D-STATCOM (49, 69,
16, 61)

Size (kW, KVAr) – 167.85 1390, 468, 550,
188

168, 392, 189, 332
1215

TPL in KW 82.7029 56.6774 55.1416 28.2808

% reduction in TPL – 29.2 33.32 65.80

Min. bus voltage
(Vmin)

0.9653 0.9727 0.9777 0.9825

Annual energy loss
(KWh)

724,477 496,494 483,040 247,739

ES in KWh – 227,983.38 241,436.98 476,737.59

AECS in $ – 13,679.00 14,486.22 28,604.26

ACS in $ – 250 717 27,637

Fig. 33.13 Voltage at each node in 33 bus

Also it can be seen thatminimum systemvoltage for bothWTs andD-STATCOMs
gets improved as we install multiple devices in the system. Figure 33.17 shows
minimum system voltage of 33 and 69 bus with multiple WT and multiple D-
STATCOM, and from the figure it can be observed that minimum system voltage
improves more effectively using D-STATCOM.

After installing multiple WT and multiple D-STATCOM, active power loss
reduces, and branch currents also reduce. As energy loss is given by power loss
× time, energy loss also decreases. Figure 33.18 shows annual energy cost savings
for all three cases and Fig. 33.19 shows annual cost savings for all three cases.

As shown in Fig. 33.18, annual energy loss cost savings is more in case of WT +
D-STATCOMbecause% reduction in TPL is high. ACS is difference between annual
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Fig. 33.14 Voltage at each node in 69 bus

Fig. 33.15 Hourly TPL with multiple WT + D-STATCOM in 33 bus mesh DS

Fig. 33.16 Hourly TPL with multiple WT + D-STATCOM in 69 bus mesh DS
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Fig. 33.17 Minimum system voltage with multiple WT and multiple D-STATCOM for 33 and 69
bus systems

Fig. 33.18 AECS for multiple WT and multiple D-STATCOM

Fig. 33.19 ACS for multiple WT and multiple D-STATCOM
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energy loss cost savings and investment cost of a device. In Fig. 33.19, annual cost
savings after implementingWTandD-STATCOMare shown, and from the figure,we
can see that annual cost savings are higher in case of multiple WT + D-STATCOM.

33.5 Conclusions

In this chapter, 33 and 69 bus meshed distribution system analysis is carried out with
allocation of multiple WT and multiple D-STATCOM. Here artificial bee colony
algorithm is used to find best location and best size of WT and D-STATCOM to get
minimum TPL of the system. Here, analysis is done with various aspects like system
voltage profile, total active power loss, annual energy loss, annual energy loss cost,
and annual energy savings. Conclusions form the analysis are described below.

• % Reduction in TPL increased from 8.83% to 29.71% for 33 bus and from 8.7%
to 29.2% for 69 bus system in case of multiple WT. For multiple D-STATCOM,
it improves to 29.44% from 26.49% in 33 bus and 33.32% from 29.68% in 69 bus
system. After installing multiple WT and multiple D-STATCOM together in the
system, % reduction of TPL for 33 bus is 58.97% and for 69 bus is 65.80%.

• Minimum voltage of the system after implementing multiple WT reaches to
0.9645 p.u from 0.9526 p.u for 33 bus and 0.9727 p.u from 0.9653 p.u for 69
bus system. After installing multiple D-STATCOM, it becomes 0.9700 p.u for 33
bus and 0.9777 p.u for 69 bus system. FormultipleWTandmultipleD-STATCOM
together, it becomes 0.9779 p.u for 33 bus and 0.9825 p.u for 69 bus system.

• Annual energy loss cost savings (AECS) in 33 bus are $ 19,033.56 for multiple
WT, $ 18,901.42 for multiple D-STATCOM, and $ 37,771.30 for multiple WT +
D-STATCOM. AECS in 69 bus are $ 12,714.06 for multiple WT, $ 14,486.22 for
multiple D-STATCOM, and $ 28,604.26 for multiple WT + D-STATCOM.

• Annual cost savings (ACS) for multiple WT in 33 and 69 buses are 5604.55 $ and
250 $, respectively. ACS in case of multiple D-STATCOM is 7185 $ and 717 $ for
33 and 69 bus systems, respectively. For multiple WT + D-STATCOM, annual
cost savings are 13,485 $ and 27,637 $ for 33 and 69 bus systems, respectively.

This analysis will help to distribution system utilities for planning distribution
network with active and reactive power support devices or systems. Also we can
extend this work with installing electric vehicles in the distribution system along
with its charging and discharging schedule.
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Chapter 34
Magnetohydrodynamic (MHD) Power
Generation Systems

Tushar Kanti Bera, Aashish Kumar Bohre, Irfan Ahmed,
Aniruddha Bhattacharya, and Partha Sarathee Bhowmik

Abstract A magnetohydrodynamic (MHD) power generation system is an elec-
trical power generating system which generates the electricity utilizing the MHD
principle. MHD power generation technique generates the electric power directly
from a moving stream of ionized fluid flowing through a magnetic field. Therefore,
theMHDpower generation systems are found as the non-conventional electric power
generation modality which is considered as the green energy harvesting procedures.
TheMHD generators utilizes the electromagnetic interaction of an ionized fluid flow
and a magnetic field. The ionized fluids in MHD generators work as the moving
electrical conductor and hence the electromotive force (e.m.f.) could be generated
across the ionized conductor due to theFaraday’s electromagnetic principle.AnMHD
system, therefore, can act as a fluid dynamo or MHD power converter. In MHD, as
the flow (motion) of the conducting fluid (conductor) under a magnetic field causes
an induced voltage across the fluid, the e.m.f. would be found at the perpendicular
direction to both the magnetic field and the fluid flow according to Fleming’s right-
hand rule. The concept of MHD power generation technique was first introduced by
Michael Faraday in 1832 during his lecture at the Royal Society, UK. Since then,
the MHD systems have been developed and studied by several research groups.
Different types of MHD generator geometries have been proposed with different
channel geometries, different electrode configurations, different magnetic coil struc-
tures, and different working fluids or plasmas. Though a typical coal-fired MHD
generator converts about 20% of the thermal input power to the output electricity
but, using the combined MHD/steam cycle systems, an energy conversion efficiency
up to 60% of the coal’s energy can be converted into the electrical energy. In recent
time, the green energy harvesting processes are found extremely important to reduce
the pollution and to save the fossil fuel in the world for its sustainable development.
In this direction, the MHD power generation technique could be utilized for green
energy generation without any environmental pollution. In this chapter, The MHD
technology has been discussed in detail followed by a discussion on its components,
system design issues, and crucial design aspects. A detail review on the historical
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developments and the associated researchworks conductedon theMHDpower gener-
ation process has been presented highlighting the major developments. Along with
the limitations and challenges of the MHD power generation method, the present
scenario and the future trends are also discussed.

Keywords Electric power · Electric power generation · Non-conventional power
generating systems · Green energy ·Magnetohydrodynamic (MHD) power
generation ·MHD Generators · Plasma

34.1 Introduction

Electric power generating stations or electric power plants (Drbal Westra Boston
2012) are developed to generate the electrical energy to fulfil the energy demands in
our day-to-day life. Though we need different kinds of energies such as light, heat,
sound, etc., in our daily life, the electrical form of the energy is preferred to generate
in large amount and the other types of the energies are converted from it when
required. Electrical power generating machines called electrical generators are used
to generate the electricity in electrical power stations. In thermal power stations, the
energy stored inside the fossil fuel such as coal and oil, is extracted by burning process
of the fuels inside a heat generation chamber and the steam is generated from the
water utilizing the generated heat energy using the boiler system. The steam is used to
rotate the turbine (DrbalWestraBoston 2012)which is amechanicalmachine coupled
with the electric electrical generators which converts the mechanical energy into the
electrical energy utilizing electromechanical energy conversion (Begamudre 2007)
principle. A magnetohydrodynamic (MHD) power generation technique (Messerle
and Messerle 1995; Sheindlin et al. 1979; Dhareppagol and Saurav 2013; Petrick
and Shumi�at�skiı̆ 1978; Rosa 1961; Sarkar 2016) is a non-conventional electric power
generation modality (Bansal 2014) which can generate the electrical energy directly
from an electrically conducting fluid stream passing through amagnetic field applied.
TheMHDfluid stream is produced by ionizing a fluid and sending through a pipe-like
MHD channel kept within a magnetic field. The ionized fluid in the MHD generators
works as the moving electrical conductors (Branover 1978) and hence the e.m.f. is
generated according to the electromagnetic principle of Michael Faraday. The MHD
power generators (MHD generator) or the MHD power converter (MHD converter)
acts as a fluid-based dynamo in which the flow (motion) of the conducting fluid
(conductor) under a magnetic field generates an electric potential (e.m.f.) across the
fluid stream which is found to be perpendicular to both the magnetic field direction
and the fluid flow direction and according to Fleming’s right-hand rule.

In 1832, the concept of MHD power generation technique was first time practi-
cally studied byMichael Faraday (Jackson and Ralph Strohl 2016) during his lecture
delivered to theRoyal Society. In 1832,Michael Faraday conducted a practical exper-
imentation with the Thames River water flow near the Waterloo Bridge in London,
England. During his experiment, Faraday submerged two electrodes made up of
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the copper plates and connected them by a wire to observe the electricity gener-
ated by MHD process. But, due to some practical issue associated with this experi-
mental setup developed with the river water, electric current generation or the electric
current conduction through the electrode-lead wires were not very satisfactory due
to the electrochemically polarization of the electrodes (Development of MHD power
generators, Internet Article, Encyclopædia Britannica Inc xxxx). After that, MHD
principle-based electrical power generation procedures have been explored by several
research groups. The MHD-based electrical power generation techniques have been
implemented in varieties of practical applications [12 = 13–15 = 16], and hence
these techniques have been utilized for electrical energy harvesting. Also, in recent
time when an alternating source of green-energy-harvesting processes (Onar 2017)
are sought, theMHD-based power generation modality seems to be an important and
effective means as the renewable energy sources for the sustainable development.
In this chapter, the MHD power generation techniques have been presented in detail
and the principle of operation, system components, system classifications, and prac-
tical applications have been discussed. A brief review on the historical developments
and the associated research works conducted in the domain of MHD-based elec-
trical power generation systems has also been presented. The advantages, limitations
and critical issues, and future trends of the MHD power generation process are also
discussed.

34.2 Methods

34.2.1 Electricity and Electrical Power Generation

Electricity (Maxwell 1888) represents the state of the present of electrons or charge
particles either in static form or in a dynamic form. The static electricity (Maxwell
1888) is created due to accumulation or storage of the electrical charge particles,
whereas the electrical current if produced due to the flow or movement of the elec-
trons or other charge particles such as holes or ions. The electrical energy is possible
to be converted in many types of other energies such as heat, light, sound, and all
and hence the energy conversion (Karady and Holbert 2013), when required in large
scale, is done by generating the electrical energy and then the electrical energy is
converted into the required form. The generation one electrical energy or electrical
power is conducted using an electrical machine called electrical generator which is
found as an electromechanical energy conversion device. The electrical generator
(Say 1976) generates electrical power by converting the mechanical energy fed into
the generator as its input. The mechanical energy is generated and supplied to the
generator by a mechanical power generation machine called prime mover which can
be a steam engine, internal combustion (IC) engine, water turbine, wind turbine, elec-
trical motors, or else. The electrical power is generated by electromagnetic induction
process invented by Michael Faraday. As per the electromagnetic induction process
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Fig. 34.1 An MHD power generation system schematic

of Faraday, as shown in the Fig. 34.1a, the conductor PQ moving with a velocity, v
through a magnetic field, B will generate an e.m.f., E across the conductor PQ. The
direction of the e.m.f. will be determined by the Fleming’s right-hand rule as show
in Fig. 34.2b in the direction from P to Q.

Generally, the electrical power is conventionally generated in large scale by
driving the alternating current generators called alternators (Say 1976) by using
the turbines called prime movers. In thermal power stations (Nag 2002) the alterna-
tors are driven by the steam turbine as (Drbal Westra Boston 2012; Tanuma 2017)
the prime mover. In thermal power generating stations, the pulverized coal (dust or
power like coal particles of very small sizes) (Pratt et al. 1979) is burnt, and the heat
energy generated is used to produce the steam at high temperature and high pressure.
The steam is fed to the turbine and the mechanical or rotation motion is obtained at
the turbine shaft which is mechanically coupled with the alternator shaft. Thus, the
heat energy collected form the coal burning process is used to drive the turbine and in
turn to drive the alternator. The electrical conductors, (generally made up of copper),
housed in the alternator cuts the magnetic field and produces the electrical power. In
small-scale power generators, the conductus is housed on the rotor (rotating part of
the alternator) rotating in a magnetic field produced by the magnets or the magnetic
poles kept static in space in the alternator. On the contrary, the large alternators which
are generally used in the power stations to generate the electricity in large scale, are
developed with the electrical conductors housed in the stator, whereas the magnetic
poles are housed in the rotor part to rotate for producing the variable magnetic flux
linkage over time.

The electrical energy sources which are used to generate electricity can be reob-
tained either as a renewable or non-renewable type (Mukherjee and Chakrabarti
2004). Electrical energy harvesting systems such as solar photovoltaic energy
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Fig. 34.2 Understanding the generation of e.m.f. for an electrical conductor moving in a magnetic
field using Faraday’s Electromagnetic Induction principle a Electrical e.m.f. generation through
Faraday’s Electromagnetic Induction principle, b Fleming’s Right-Hand Rule

generating systems (Sukhatme and Nayak 2017), wind energy conversion system
(Mukherjee andChakrabarti 2004), tidal wave energy harvesting system (Abo-Khalil
and Alghamdi 2021), geothermal energy system (Soltani et al. 2021), bioenergy-
or biomass (Mukherjee and Chakrabarti 2004) based electrical energy generation
system, etc., are the examples of renewable type of energy sources. The electrical
energy generation system which are generally used for large-scale power genera-
tion using the non-renewable energy sources are called as the conventional energy
generating systems. On the contrary, the renewable energy sources also sometimes
called as the non-conventional energy sources, are used to generate the electrical
power with lesser efficiency and amount. MHD-based electrical energy generation
system is also one kind of non-conventional energy (Khan 2006) systems that are
used for electricity generation using the conducting fluid or ionized gas or plasma
(Daybelge et al. 1968) as the electrical conductors. In an MHD power generating
system, the solid metal conductors are replaced by the electrically conducting fluid
moving through a pipe like structure calledMHDchannel kept inside amagnetic field
(Fig. 34.3a). In the conventional alternators the rotational motion is obtained for the
rotor which may contain either the conductors or the magnetic field circuit, whereas
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Fig. 34.3 Direction of the e.m.f. generated in an MHD power generation system a magnetic field
of a permanent magnet, b a fluid pipe within a magnetic field, cMHD power generation schematic

in the MHD generators, the motion is provided to the conducting fluids keeping the
magnetic field fixed in space. According to the Faraday’s electromagnetic induction
principle, the electrical potential is induced across the conducting fluid which can be
utilized for the electric power harvesting using conducting electrodes placed on the
surfaces of the conducting fluid stream or the fluid channel (Fig. 34.3b).

34.2.2 History of MHD Power Generation

Interest in MHD power generation was moved forward when it was observed that a
plasma can interact with a magnetic field at much higher temperatures compared to
the rotating mechanical turbine. The performance limitations in the heat engines and
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their associated efficiency were studied and established by the French physicist Sadi
Carnot in the early nineteenth century (Jackson andRalph Strohl 2016). In 1824, Sadi
Carnot proposed a “theoretical ideal thermodynamic cycle” called “Carnot cycle”
which provides an upper limit on the efficiency that can be achieve in any classical
thermodynamic engine during the conversion process of heat into work. It is not
an actual thermodynamic cycle but is a theoretical construct. The Carnot cycle is
obtained from thedifferencebetween the hot source-temperature (Tsource) and the cold
sink-temperature (Tsink), divided by the source-temperature (Tsource) (Jackson and
Ralph Strohl 2016,) and thus, the Carnot cycle establishes the maximum theoretical
efficiency of a heat engine. Considering the limitations and inefficiencies introduced
by finite heat transfer rates (Jackson and Ralph Strohl 2016) as well as the system
component limitations and inefficiencies in the real heat-engines (Jackson and Ralph
Strohl 2016), a thermal power generating system coupled with an MHD generation
system provides the energy conversion efficiency (ηece) in the range of 60%–65%
(Jackson and Ralph Strohl 2016).

The research activity or the scientific investigation on the MHD process was
first conducted by the English chemist Humphry Davy in 1821 when he demon-
strated that a magnetic field could deflect an arc (Jackson and Ralph Strohl 2016).
After that, when Michael Faraday observed the motional electromagnetic induc-
tion process for an electrical conductor moving through the geomagnetic field of the
Earth, he got the idea of MHD effect to generate the electricity using an electrically
conducting fluidmoving in amagnetic field. In 1832, he developed a very basic open-
circuit MHD generator using the water of the River Thames in London (Jackson and
Ralph Strohl 2016). Though the MHD system was proposed by Faraday in 1832,
but MHD power generation received little attention until the early twentieth century,
when Bela Karlovitz first proposed a gaseous MHD system (Jackson and Ralph
Strohl 2016). In 1938, Bela Karlovitz and D. Halász set up an experimental MHD
facility at the Westinghouse Electric Corporation research laboratories (Jackson and
Ralph Strohl 2016). In 1946, Karlovitz and Halász demonstrated that small amounts
of electric power could be extracted through seeding the working gas (Jackson and
Ralph Strohl 2016). But till 1950, the power generation with MHD process was not
so successful due to the less of understanding the procedures to convert the working
gas into an effective and efficient electrical conducting medium (Jackson and Ralph
Strohl 2016).

During the late 1950s, the information about the procedures to convert theworking
gas into an effective and efficient electrical conductingmedium are obtained (Jackson
and Ralph Strohl 2016) through the extensive studies on ionized gases and plasma
systems.Accordingly, the interest inMHDgenerating systems resume again (Jackson
and Ralph Strohl 2016) and grew quickly in the world along with the other research
activities associated with applications of the plasma and ionized gases. In 1959,
the American engineer Richard J. Rosa worked to develop the first truly successful
MHD generator which was capable to produce an output of about 10 kilowatts of
electric power (Jackson and Ralph Strohl 2016). After a few years of time, the
American physicist Arthur R. Kantrowitz constructed and operated a 33-megawatt
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MHD generator in the Avco Research Laboratory, in 1963 (Jackson and Ralph Strohl
2016).

34.2.3 MHD Power Generation Principle

The MHD generator generates electric power by converting the kinetic energy asso-
ciated with the hot plasma directly into electricity. Though for both the conventional
alternator and the MHD generator the electromagnetic induction process is the orig-
inal reason behind the electrical power generation process, but the major construc-
tional difference of an MHD generator from a conventional electric generator is
required to be noted. The constructional difference between the conventional alter-
nator and the MHD generator lies in the type of conductor/conductors used and the
motion of the conductor/conductors. In conventional alternator, the conductors are
solid metal conductors (preferably copper), but the MHD generator uses the ionized
fluids (which may be a gas or liquid or plasma) as the electrical conductors. In an
MHDgenerator, an ionized fluid is forced tomove (at a particular velocity, v) through
a pipeline called MHD channel which is placed within a powerful magnetic field
(B). As soon as the conducting fluid moves through the MHD channel, the fluid flow
interacts with the magnetic field lines and hence the variation in flux linkage (dψ/dt,
where the ψ represents the flux linkage) is obtained. According to the principle of
Faraday’s electromagnetic induction, an e.m.f. is generated within the conducting
fluid, which can be suitably utilized to harvest the electric energy by placing two
electrodes across fluid stream (Fig. 34.3). If the direction of v and B are known then,
by using the Fleming’s right-hand rule the direction of the generated e.m.f. could be
found. If the conducting fluid or plasma moves towards a direction perpendicular to
the magnetic field, the e.m.f. will be found to be developed mutually perpendicular
to the direction of fluid motion (v) and that of the magnetic field (B). According to
the principle of Faraday’s electromagnetic induction, the amplitude of the generated
e.m.f. will be proportional to the magnitude of the velocity of the fluid and to the
magnitude of the magnetic flux density. Now, if the velocity of the conducting fluid
and the magnetic field density are for an MHD generator are represented by v and
B, respectively, the e.m.f. induced across the fluid conductor will be given by

Eind = v × B (34.1)

Therefore, the induced current density (Jind) will be given by

Jind = σ × Eind (34.2)

where σ = electric conductivity and Eind is the electric field intensity.
Now combining the Eq. 34.1 and Eq. 34.2, we get e.m.f. with the following form:
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Eind = σ(v × B) (34.3)

Therefore, the induced current density (Jind) will be given by
The retarding force on the conductor is the Lorentz forcewhichwill be represented

by

Find = Jind × B (34.4)

As in conventional electricity generators, the prime movers (mechanical engines
like steam turbine, IC engine,water turbine, or electricalmotors) are used to rotate the
solid copper conductors within a magnetic field the similar relationship is applicable.
In MHD-based electricity generation systems, only difference is that the generators
dot not use a solid metal conductor but an ionized gas as the electrical conductors
moving across a strong magnetic field created by a powerful magnet.

A basic structural construction of an MHD generator is shown in the Fig. 34.3. In
an MHD generator, the electrically conducting hot gas is passed through a channel
kept within a magnetic field (Fig. 3a). The practical design and development of the
plasma channel is obtained by a nozzle to inject the plasma into the MHD channel.
The strength of the magnetic field could be made as powerful as possible as the
induced e.m.f. and hence the electrical power generated will be of higher amount if
the magnitude of themagnetic field strength is kept high. As shown by the Fig. 34.3b,
according to the Faraday’s law of induction, the electric field (e.m.f.) is developed
across the conducting fluid in a direction which is mutually perpendicular to velocity
(v) of the ionized gas as well as the applied magnetic field (B).

The generated electrical e.m.f. can be utilized to harvest the electrical energy
by connecting the electrical loads with the surfaces (perpendicular to the direction
of e.m.f. and parallel to the direction of v and B) of the ionized conductors. The
electrodes can be placed on the internal surface of the fluid channel to get the contact
of the conducting fluid. The electrodes developed with metals which can withstand
the temperature of the plasma can be suitably used for theMHD system to harvest the
electrical power generated in forms of the induced e.m.f. through an electric circuit
with electrical loads to be driven.

As shown below (Fig. 34.4), in a practicalMHD-based electrical power generation
system the fuel is burnt in a combustion chamber to generate heat energy. The heat
energy generated in the combustion chamber is used to convert the non-conducting
gas into the ionized gas or plasma. The combustion chamber takes the fuel and air
to produce the heat energy required to ionize the gas to produce the MHD fluid
plasma state. The ionized gas or the plasma is passed through an expansion nozzle
to decrease the gas pressure in order to increases the velocity of fluid through the
MHD channel. As described by the Eq. 34.1, with the increase in the fluid velocity,
the amount of the electrical power output is also increased. After passing through
the MHD chamber, the fluid obtained at the gas exhaust of the MHD chamber is then
passed through a heat exchanger. The heat exchanger produces hot air by supplying
the heat energy (collected from the exhaust gas) to the air taken as an input. The
heat exchanger then feed the hot air to the compressor after raising its temperature.
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Fig. 34.4 Block diagram of the MHD power generation process showing the various components
of an MHD-based electrical power generation system

Compressor takes the hot air from the heat exchanger and feeds the hot air into the
combustion chamber again for producing plasma which is used to send to the MHD
channel again.

34.2.4 MHD Generator Components

34.2.4.1 MHD Fluid Channel

A pipe like structure is always needed to make a controlled flow in a particular
direction without leakage. The fluid flow in an MHD generator is also obtained by
using a pipe like structure called MHD channel. The MHD channel guide the fluid
and keep the fluid confined within the MHD chamber or MHD duct to make the flow
controlled and directed in a required direction. MHD chambers or MHD ducts are
made up of insulating materials which can’t conduct the electricity. The shape or
geometry of the MHD chambers or MHD ducts may be different to obtain a specific
MHG system geometry and required operational performances. MHD chambers or
MHD ducts may be found with rectangular cross sections or circular cross sections.
Generally, the inlet diameter of the MHD chamber is found with smaller diameter
(or cross-sectional area) cross-sectional area compared to the outlet diameter (or
cross-sectional area) of the MHD duct. This difference between inlet duct diameter
and outlet duct diameter is obtained to decrease the pressure for increasing the speed
of the fluid flow to generate higher amount of electricity. The performance of the
MHDgenerator depends on the properties and the design parameters of the fluid flow,
MHD duct (Zengyu et al. 2009) and other components used in the MHD systems.
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34.2.4.2 Magnetic Field

The magnetic field is the domain within which the magnetic flux or the magnetic
field lines produced (Fig. 34.5) by the source of the magnetic field such as permanent
magnet (Fig. 34.5a), electromagnet, earth magnetic field (Fig. 34.5b), etc. Magnetic
flux density could be realized as the number of magnetic field lines passing through
a unit area imagined within the magnetic field (Fig. 34.5). In the MHD systems, the
voltage generation (and hence the electrical power) is found dependent on the of the
magnetic field properties (Kayukawa 1985). The magnetic field density of an MHD
generating system should be very high which can be obtained ideally by a supercon-
ducting magnet (Kirillin et al. 1985). The superconducting magnets are developed as
the electromagnets which are developed with the current-carrying conductors/coils
made up of superconducting wires. The superconducting wires can be considered as
special electrical conductors which are developed from superconducting materials
having negligible Ohmic resistance at their superconducting state. At their super-
conducting state, which is generally obtained at very low temperature, the supercon-
ducting materials exhibit negligible electrical resistance (Schmidt et al. 1997) and
hence they are found capable of carrying a huge amount of electric currents compared
to the conventional electrical conductors. Therefor, a huge amount of magnetic field
strength can be obtained using the superconducting magnets which can be devel-
oped by sending a huge amount of electrical current through the electrical conductors
(superconductors) used to develop the electromagnets (superconducting magnets). A
large amount of magnetic fields produced by the superconducting magnets are found
very useful in many practical applications where a strong magnetic field is required

Fig. 34.5 magnetic field lines generated by the magnetic field source amagnetic field lines created
by the bar magnet b magnetic field lines created by the earth magnetic field
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such asMHDgenerating system,magnetic resonance imaging system (MRI) (Brown
and Semelka 2011) etc.

34.2.4.3 Conducting Fluids in MHD Generators

In MHD-based electric power generating systems, the electrical conductors or the
electrical conducting mediums can be obtained as a conducting fluid which may be
either a conducting liquid, or an ionized gas or a plasma. The plasma which is often
called as the “fourth state of matter” which is obtained when a gas is ionized gas.
When water (or any other liquid) is heated up, it starts boiling and it then converts
into the steam (or the vaporized form of that liquid). In similar way, when we heat
up some gas, it absorbs energy and change itself into an ionized gas called a plasma.

The plasma used inMHDgenerators (Article et al. 2020a) can be considered as the
superheated gaseous matter which is so hot that the electrons of the atoms are ripped
away forming a medium containing the electrons and the positively charged particles
or ions and this gaseous mixture of the electrons and ions is called the ionized gas
or the plasma. The plasma can be realized as the gas or gaseous fluid containing of
positively charged particles (ions) and negatively charged particles (electrons). The
process of the ionization of the gas is conducted either by heating up a gas to its
plasma state or to add some materials which helps the gas to become ionized. The
materials added to the gas to convert it into the ionized gas (electrically conducting
medium) are called the seeds or the seeding materials such as salts of alkali metals.
The salts of alkali metals are the materials which are ionized easily to enhance the
electrical conductivity of the entire fluid medium.

34.2.4.4 MHD Generator Electrodes

The electrodes used in the MHD generators, called MHD electrodes (Rosa et al.
1991a; Celinski and Fischer 1966; Scannell 1980; Witalis 1965; Kessler and Eustis
1968) are used to harvest the electrical power generated in the MHD system.
Generally, the MHD electrodes are developed with metals and metal components
in MHD systems though the other materials are also possible to be used (Stiglich
and Addington 1978). The electrode geometry and electrode position in the MHD-
based electricity generation systems are very important as the performance of the
MHD systems depends on the electrode geometry and positions and other MHD
design parameters. The multi-electrode configurations as well as interconnected
multi-electrode configurations also (Stewart 1966) are also used in MHD genera-
tors. Hruby et al. (1986) studied the possibility of the platinum clad electrodes may
dramatically enhance the generator lifetime, which may in turn help us to make it
possible to move forward to the increase the applicability of the MHD energy gener-
ators. Authors reported that platinum clad electrode-basedMHD system can provide
approximately 1300 h of electrode operation.
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34.2.4.5 MHDMagnet Coils

High magnetic strength is preferred in MHD generation and hence superconducting
magnets are sometimes used. The high magnetic field can be generated by using the
superconducting magnet technology. A superconducting magnet is an electromagnet
which is developed with the magnetic coils of superconducting wire. The supercon-
ducting wire-based magnetic coils are required to be cooled to very low temperatures
(cryogenic temperatures) during the operation.

At the lower temperature when the conducting wires used go into their supercon-
ducting state, they don’t have any electrical resistance and therefore the conductors
become superconductors because they can conduct much larger electric currents
compared to their ordinary state. The huge amount of current conducted by the
conductors in their superconduction state creates a huge amount of magnetic fields
and hence the electromagnet is called as the superconducting magnets. Supercon-
ducting magnets, therefore, are capable of producing greater magnetic fields with
lower energy loss than all the non-superconducting electromagnets as Ohmic loss is
found negligible during the superconduction. Superconducting electromagnets are
used in mass spectrometers, NMR spectrometers, MRI machines, fusion reactors,
particle accelerators, and many other instruments and practical applications.

The magnetic coils used for MHD generators (Fig. 34.6a) have been described by
Kayukawa (2004).Kayukawa reported that the saddle-type coil shownas inFig. 34.3a
is the principal design for the linear channels including the Faraday-type MHD
generators (Kayukawa 2004), the diagonal type (Kayukawa 2004) and the linear
Hall geometries (Kayukawa 2004). In an MHD generator, generally, it is found as a
basic need to minimize the eddy current losses at the entrance of the channel and at
the exit of the channel where no load current is extracted.

The saddle-type coil structure as shown in Fig. 34.6a helps us to achieve as the
field lines are found parallel to the plasma flow at both ends for this type of coils. The
magnetic coil for the disc-type channel-based MHD system is generally found as a
race track type as shown in the Fig. 34.6b. The plasma in a disc-type MHD system
enters the disc-type channel parallel to it and expands radially across the magnetic
field line. The plasma leaves the channel also across the magnetic field (Kayukawa
2004). Though the required field magnetic strength of 5–6 T in an MHD system can
be obtained using the superconducting magnet technology for both the saddle-type
and race track-type magnetic coil geometries (Kayukawa 2004), but the race track-
type magnetic coil geometries are beneficial due to lower cost and easy fabrication
facilities (Kayukawa 2004). The cost of the saddle-type magnet strongly depends on
the channel size and the magnetic field required to be generated. Depending on the
magnetic field also other components are designed for optimal performance.
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Fig. 34.6 Different coil shapes for different MHD channel geometries a A saddle-type magnetic
circuit coil suitable for linear channelsMHDgenerators b a race track-typemagnet coil for disc-type
MHD system [Picture Coutesy: Karady and Holbert (2013)]

34.2.5 MHD Generator Classifications

34.2.5.1 Faraday MHD Generator

A Faraday-type MHD generator (Fig. 34.7) or Faraday MHD generator (Rosa 1976;
Ishikawa and Itoh 2003; Rankin et al. 1980; Hardianto et al. 2008) is developed using
a plasma pipe or plasma duct kept within a strong magnetic field created either by a
permanent magnet or by an electromagnet. The plasma pipe used in theMHD system
called MHD channel or MHD chamber should be developed with an electrically
insulating material to allow the electrically conducting fluid to flow through the
duct. Under a strong magnetic field (perpendicular to the MHD channel) when a
conductive fluid (hot plasma) flows through the MHD channel, an e.m.f. is induced
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Fig. 34.7 Schematic Diagram of a FaradayMHDgenerator indicating the direction of the electrical
current flows

across the fluid conductor (hot plasma). The direction of the e.m.f. generated will
be obtained along the perpendicular direction to both the direction of the magnetic
field applied and the direction of the fluid flow. The generated e.m.f. can be probed
by using two electrical conducting materials called electrodes (MHD electrodes).
The electrical power could be collected by placing two electrodes placed on the fluid
flow surfaces (along the direction of e.m.f.). In the Faraday MHD generator, the
magnitude of the electrical power collected through the MHD electrodes is found
proportional not only to the cross-sectional area of the tube but also to the speed of
the conductor (conductive fluid flow).

The Faraday generating system suffer from the short-circuit problems as these
types of the MHD generators may provide short-circuit paths through the electrodes
on the sides of the MHD duct used. Moreover, the MHD generators design also
imposed some limitations on the conducting fluid density as well as the type of
magnetic field used in the MHD generators. Due to the flow of the ionized fluid
through the MHD duct, the temperature and the velocity of the conducting fluid are
reduced (Rosa 1976; Ishikawa and Itoh 2003). The Faraday MHD generator systems
also suffer from the problem created by the Hall effect current (Kholshchevnikova
1966; Teno et al. 1966) which makes the Faraday generator very inefficient. A large
Faraday generator needs an extremely powerful magnetic field (superconducting
magnets) which is quite expensive to develop and hence increases the manufacturing
and installation cost can be.

A simple Faraday MHD generator or Faraday generator consists of a wedge-
shaped pipe or tube called MHD channel which is generally made up of some elec-
trical insulator or non-conductive material. In a Faraday MHD generator, when an
electrically conductive fluid or the plasma flows through the MHD channel, with the
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Fig. 34.8 Types of MHD generator: a Segmented electrode Faraday MHD system, b Hall MHD
system, c Skewed electrode MHD system type [Photo Courtesy: Kayukawa 2004; Bera 2020]

interaction of the conducting plasma the magnetic field present, a voltage is induced
across the plasma stream which can be harvested as the electrical power by placing
two electrodes on the plasma surfaces at 90-degree angles to the magnetic field and
the plasma flow direction.

One of the major practical problems in a Faraday generator is found as the short-
circuit problem through the electrodes on the sides of the duct. TheHall effect current
also makes the Faraday duct very inefficient. The optimal magnetic field inside the
channel of the duct-shaped MHD generators is found as a sort of saddle shape which
requires an extremely powerful magnet. The high magnetic field have been achieved
by many research groups by using superconducting magnets as described earlier.
Also, there are some other limitations on the density and type of magnetic field used.
The conductive plasma gets gradually cooled and slowed down by this process.
Faraday MHD generators are also developed with the electrodes segmented into
small rectangular electrode geometries (Fig. 34.8a).

34.2.5.2 Hall MHD Generator

Hall effect is found to occur in the Faraday MHD generation systems. In Faraday
MHD generation systems, when a large amount of electrical current is produced at
the generator output side the current interacts with the magnetic field present which
is also very large. The interaction between the electrical current and the in the system
andmagnetic field produces a charge particle displacement towards the perpendicular
direction of the conducting fluid flow path. This phenomenon is known as the Hall
effect (Kholshchevnikova 1966; Teno et al. 1966). As a result of the Hall effect,
a transverse current is produced perpendicular to the direction of the conducting
fluid. The total current produced in the MHD system is then obtained as the vector
sum of the traverse current components (IT) and axial current component (IA). To
overcome this problem created by the Hall effect and also to reduce the energy loss
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anotherMHDconfiguration is developedwhich is known as theHall-MHDgenerator
(Fig. 34.8). In Hall MHD generator, the efficiency is improved by reducing the
energy loss. In Hall MHD generator, electrode configuration is modified. Each of the
rectangular electrodes in the Hall MHD generator are split into an array of segments
(Fig. 34.8b) and the segmented electrodes are placed side by side on both the sides
of the fluid surface (Fig. 34.8b). The electrical power is collected at a higher voltage
with a lower current amplitude. In order to do so, all the electrode segments of same
side of the channel are kept insulated from each other but all the segments of one
side are connected in series with their corresponding opposite electrode segments
(Fig. 34.8b).

As shown in the Fig. 34.8b, the Hall generator is developed with the arrays of
segmented electrodes (electrode segments of one side of the channel are kept insu-
lated from each other) which are shorted or connected in series with their corre-
sponding electrode segments of the opposite side of thefluid stream. InHall generator,
this type of segmented electrode replaces the concept of single rectangular electrodes
of single electrode Faraday generator. Though, the losses of the Hall generators are
found to be less compared to a Faraday generator, but, the generator’s efficiency is
found very sensitive to the electrical load connected for this type of electrode design.

Sometimes, skewed electrode Hall-MHD systems are also developed as shown
in the Fig. 34.8c (Bera 2020). In the skewed electrode Hall MHD systems, the
electrode segments of the Hall MHD system are shorted with the diagonal electrode
segments of the opposite side of the fluid stream providing a skewed arrangement of
the electrodes segments. In this skewed electrode Hall-MHD systems, the electrode
segments are connected in a skewed pattern to align the electrode axes with the
direction of the vector sum of the Faraday current and Hall Effect currents. Also,
the skewed structure of the electrode segments allows us to extract the maximum
amount of electrical energy from the ionized fluid used (Jackson and Ralph Strohl
2016).

34.2.5.3 Hall Effect Disc-Type MHD Generator

The Hall effect disc-type MHD generator (Kayukawa 2004; Bera 2020). A Magne-
tohydrodynamic (MHD) is developed with an MHD chamber having a disc-type
geometry through which the conducting fluid can flow between the centers of the
disc. The Hall effect disc-type MHD Generator is found as the most efficient design
for MHD generators. In a Hall effect disc-type MHD generator the plasma or the
ionized fluid flows between the center of a disc, and a duct wrapped around the edge
of the disc. The magnetic field excitation is provided by a pair of circular Helmholtz
coils (as shown in the Fig. 34.6b) above and below the disc. In the Hall effect disc-
type MHD generators, the Faraday currents conducts in a perfect dead short around
the disc periphery, whereas the Hall effect currents is found conducting between
the ring electrode situated near the center duct and ring electrode situated near the
periphery duct. The efficiency of the Hall effect disc-type MHD generator increases
due to the reduction in resistance of the conducting fluid as the distance of the fluid
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flow is reduced for wide flat gas flow configuration achieved in the disc-type MHD
generators. The magnets used in the Hall effect disc-type MHD generators are more
efficient and produces simple parallel lines of the magnetic flux. In the Hall effect
disc-type MHD generators, as the fluid is processed in a disc, the fluid can flow very
closer to the magnet which increases the magnetic interaction.

The magnetic field in the Hall effect disc-type MHD generators is produced by
a two circular Helmholtz coils above and below the disc. To provide the circulation
paths to flow the Hall effect current, two pairs of the ring electrodes (RE) are placed
inside the disc chamber. One pair of ring electrodeswith smaller radius (RESmallRadius)
is placed near the inlet duct at the disc center, whereas the other pair of ring electrodes
with larger radius (RELargeRadius) is placed at near the periphery of the disc. In Hall
effect disc-type MHD generators, the Faraday currents are passed through the disc
periphery, whereas the Hall effect currents are conducted between the RESmall and
the RELarge. The efficiency of the Hall effect disc-type MHD generators is enhanced
due to the wide flat gas flow, parallel magnetic field lines, and increased magnetic
field strength.

34.2.5.4 Plasma MHD

The MHD-based electric power generation systems can be developed either using
gas plasma or the liquid metal flow or similar fluid with high electrical conductivity
(Article et al. 2020b). The plasma-based MHD-based electrical power generators
are the MHD generators which use the hot plasma as its conducting fluid (Article
et al. 2020b). Plasma (Rosa et al. 1991a), which is often called “the fourth state of
matter”, is an ionized gas comprising of electrons (negatively charged particles) and
the ions (positively charged particles). The plasma can be obtained by superheating
the gas and by ionizing it to produce an ionized gaseous or fluidic matter (Article
et al. 2020b) in which freely moving electrons are available. The plasma is produced
by ripping the electrons away from the atoms by applying extra energy (heat). The
ripping of electrons not only increase the number of free electron in the medium
but also it produces positively charged ions making the gas ionized and electrically
conducting in nature (Article et al. 2020b). In thermal ionization process of the plasma
production, the gas-temperature is raised up to a certain point at which the electrons
from the gas atoms are ripped away by applying heat energy. The electrons as well
as the ionized atoms (ionized after losing the electrons) are found freely moving and
hence the gas becomes gas plasma (electrically conductive). In order to make the
gas plasma, some seeding materials are also mixed with the gas to be ionized which
practically brings down the temperature at which the gas becomes ionized (Article
et al. 2020b). On the contrary, to convert the gas into the gas plasma by only applying
the heat energy, a much higher temperature is required. If some chemical agents are
sued to ionize the gas at reduced temperature the chemical are called as the seeding
materials. The seeding materials like alkali metal, salts, etc., are mixed with the gas
to get ionized easily even at the lower temperatures.
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As a conducting wire moving through a magnetic field can generate e.m.f. within
it, in a plasma–MHD system, the plasma is passed through the MHD channel which
is housed within a strong magnetic field. The interaction between the moving plasma
with this magnetic field produces an e.m.f. across the plasma surfaces. The direction
of the e.m.f. is found by using Fleming’s right-hand rule. Using the Fleming’s right-
hand rule or the right-hand cork-screw rule, the e.m.f. direction is obtained just
perpendicular to the direction of the plasma flow (v) as well as the direction of the
magnetic field (B). Utilizing thermal ionization process gas plasma is produced for
the MHD generators.

34.2.5.5 Coal-Fired MHD Systems

The coal-fired MHD systems (Jackson and Ralph Strohl 2016) use coal as the fuel to
generate the heat energy required to produce the plasma. Coal-fired MHD systems
burns the coal at a sufficiently high temperature to make the gas ionized. However, as
the conducting fluid (plasma) passes through the MHD channel the plasma expands
along the length of the chamber. With the expansion of the conducting fluid, the
electrical conductivity as well as the fluid temperature both decreases. An MHD
generator has low efficiency, around 20% (Hruby et al. 1986) and hence a pure
MHD system is not much efficient for energy generation. Also, the conventional
coalfired power thermal station has a 30%–40% efficiency (Hruby et al. 1986). To
enhance the efficiency of the conventional coal fired power thermal station, a coal-
firedMHD system is sometimes coupledwith the conventional thermal power system
to increase the power generation efficiency. In an MHD-coupled coal-fired thermal
power plant, the hot conduction fluid (plasma) is first passed through the MHD
generator to generate electrical power through MHD principle and then the plasma
collected from the MHD channel exhaust is used to produce the steam to generate
electrical power by driving the alternators coupled with the steam turbine.

34.2.5.6 Liquid Metal MHD Systems

LiquidmetalMHDgenerators (Jackson and Ralph Strohl 2016; Branover et al. 1983)
are the MHD generators which use the liquid metals as their electrically conducting
fluids. As the liquid metals are used as the conducting fluid, the MHD generators
are known as the liquid metal MHD generators. The electrical conductivity of the
metals is extremely high and hence if the metals are found in a form of liquid, the
metal in its liquid form is found to be one of the best conducting fluids for the MHD
generators. As the liquid metals can be converted into a fluid flow stream, the liquid
metals can suitably passed through the MHD channels to generate electrical power.
If the liquid state of the metal is available at a lower temperature, the liquid metal
MHD generators can be operated at lower temperature. The high temperature will
not be required in these liquid metal MHD generating systems for the producing any
plasma. In liquid metal MHD generators, the liquid metals are first combined with a
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Fig. 34.9 Block diagram of the Open-cycle MHD system (Kayukawa 2004; Bera 2020; Magne-
tohydrodynamic (MHD) 2020; Ayeleso and Kahn 2018). The figure has been redrawn taking the
reference from Ayeleso and Kahn (2018)

driving fluid or driving gas and then accelerated using a thermodynamic pump. After
the acceleration obtained then the liquid metals could be separated from the driving
gas before it passes through the MHD channel (Jackson and Ralph Strohl 2016).
Therefore, the liquid metal MHD system can achieve a conducting fluid with high
electrical conductivity at lower temperature which may be below 1,400 K (a much
lower temperature compared to the plasma converters) (Jackson and Ralph Strohl
2016).

34.2.5.7 Open-Cycle MHD Systems

Depending on the conducting fluid paths, the MHD systems can be classified as the
open-cycle MHD system (Kayukawa 2004; Bera 2020; A Magnetohydrodynamic
(MHD) 2020;Ayeleso andKahn 2018) or the closed-cycleMHDsystems (Kayukawa
2004; Bera 2020; Ayeleso and Kahn 2018; Harada et al. 1984). In open-cycle MHD
systems (Fig. 34.9), the conducting fluid is passed through the MHD channel and
then discharged to the atmosphere after the generation of the electricity.

34.2.5.8 Closed-Cycle MHD Generators

In closed-cycle MHD systems (Ayeleso and Kahn 2018) the working fluid
(conducting plasma) is recycled to utilize the heat energy left within the exhausted
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Fig. 34.10 Block diagram of the Closed-cycle MHD system (Ayeleso and Kahn 2018). The figure
has been redrawn taking the reference from Ayeleso and Kahn (2018)

plasma after it comes out from theMHDchannel.As shown theFig. 34.10, the closed-
cycle MHD system the heat is utilized after collecting it from the heat exchanger
2 and utilized for producing the steam to generate the electrical power using the
turbo-alternator.

34.3 Advantages and Limitations of MHD Systems

MHD systems provide around 20% of energy conversion efficiency as a lot of heat
remain inside the hot gas exhausted from the MHD channel outlet. Conventional
coal-fired thermal power stations can achieve a maximum efficiency of about 35–
40%. Coupling with anMHD generator, the efficiency of the coal-fired thermal plant
can be enhanced up to 50–60% (Kayukawa 2004) by utilizing the heat energy of the
exhausted hot gas collected at the MHD channel outlet. The hot gas collected from
the MHD channel outlet is utilized to generate the steam in the conventional thermal
power plant unit and hence the efficiency increases (Rosa et al. 1991b). The MHD
generator couple thermal power plants generate electrical energy by harvesting the
heat energy from the exhausted hot plasma which remains sufficiently hot to boil
water evet at the MHD channel outlet. Thus, employing the MHD generators with
the thermal power generation units the electricity are generated not only by both the
MHD and thermal power units but also the overall efficiency increases. Moreover,
as there are no solid moving parts in the MHD-based electrical power generators,
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the frictional or mechanical losses ere comparatively less with negligible wear and
tear in the system during operation. Also, the effect on environmental pollution is
much less for an MHD generating system compared to the conventional thermal
power generation unit. During electrical power generation in MHD systems, the
CO2 emission is negligible compared to the coal-fired thermal power generation
units power generation schemes (Harada et al. 2017). Though the installation cost
for MHD generation goes high if the superconducting magnets are used, but the
running cost is found low. A large amount of magnetic field required for MHD-
based electrical power generation imposes few limitations and challenges in MHD
generator design process. For highmagnetic field, special system design, with proper
magnetic shielding are required to be provided. The higher installation cost is one
of the challenges for the MHD-based electrical power generation systems. Plasma
generation needs high temperature and hence the MHD channel, magnetic coils
and electrodes all are required to be properly designed with special materials and
specifications. Velocity of the ionized fluid must be preferably high to generate a
large amount of electrical energy.

34.4 Discussion and Conclusions

A MHD power generation system is an electrical power generating system which
generates the electricity utilizing the MHD principle. MHD power generation tech-
nique generates the electric power directly from a moving stream of ionized fluid
flowing through a magnetic field. Therefore, the MHD power generation systems are
found as the non-conventional electric power generation modality which is consid-
ered as the green energy harvesting procedures. The MHD generators, utilizes the
electromagnetic interaction of an ionized fluid flow and amagnetic field. The ionized
fluids inMHDgeneratorswork as themoving electrical conductor and hence the elec-
tromotive force could be generated across the ionized conductor due to the Faraday’s
electromagnetic principle. An MHD system, therefore, can act as a fluid dynamo or
the MHD power converter. In MHD, as the flow (motion) of the conducting fluid
(conductor) under a magnetic field causes an induced voltage across the fluid, the
e.m.f. would be found at the perpendicular direction to both the magnetic field and
the fluid flow according to Fleming’s right-hand rule. The concept of MHD power
generation technique was first introduced by Michael Faraday in 1832 during his
lecture at the Royal Society, UK. Since then, the MHD systems have been developed
and studied by several research groups. In recent time, the green energy harvesting
processes are found extremely important to reduce the pollution and to save the fossil
fuel in the world for its sustainable development. In this direction, the MHD power
generation technique could be utilized for green energy generation without any envi-
ronmental pollution. In this chapter, theMHD technology has been discussed in detail
followed by a discussion on its components, instrumentation, and design aspects. A
detail review on the researchworks conducted on theMHDpower generation process
has been presented highlighting the major components of the MHD systems. Along
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with the limitations and challenges of theMHDpower generationmethod, the present
scenario and the future trends are also discussed. Different types of MHD generator
geometries have been proposed with different channel geometries, different elec-
trode configurations, different magnetic coil structures, and different working fluids
or plasmas. A typical coal-fired MHD generator converts about 20% (Hruby et al.
1986) of the thermal input power to the output electricity and hence almost 80% of
the thermal energy is still in the hot fluid streamwhich is found to be no longer usable
for furtherMHD-based power production due to the low electrical conductivity of the
fluid. As the plasma temperature at the MHD channel output is more than adequate
to produce steam, the plasma obtained at the MHD channel exhaust is sometimes
used to generate steam to generate the electrical power using conventional turbo-
generators. Therefore, using the combined MHD/steam cycle systems (Hruby et al.
1986), which is found to be thermodynamically in series and electrically in parallel,
an energy conversion system with a conversion efficiency up to 60% (Hruby et al.
1986) of the coal’s energy can be converted into the electrical energy, whereas around
35 to 40% (Hruby et al. 1986) of the coal’s energy is possible to be converted into the
electrical energy for the conventional coal-fired thermal power plants. Therefore, the
combination of a coal-fired thermal power generation system and a MHD generator
promises greater efficiency, cheaper electricity and lower environmental pollution
compared to the conventional fossil fuel-based thermal power stations (Hruby et al.
1986).Moreover,MHDgenerators produce fewer pollutants than conventional plants
and are found as more environment-friendly. However, the higher construction costs
of the MHD-based electrical power generation systems have, sometimes, limited
their application in practical fields.
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Chapter 35
Recent Advancement in Battery Energy
Storage System for Launch Vehicle

Kiran H. Raut, Asha Shendge, and Jagdish Chaudhari

Abstract NASA is exploring a host of exciting planetary science exploration ideas
for the next decade. The energy storage systems are required for the outer planet,
inner planet, Mars, and small body missions. In space missions on energy storage
systems place various essential performance conditions. It must be made to speci-
fications and reviewed to maintain trust and to fulfill a wide variety of needs. The
energy storage systems used in planetary science missions include main batteries
(Non-rechargeable), secondary batteries (rechargeable), and condensers. Fuel cells
have been used in human space missions but not in planetary science missions.
Therefore, due to this limitation of the fuel cell, it is necessary to develop strong
rechargeable batteries to increase the life of the launch vehicle. This chapter offers
an overview of energy storage systems that are widely used in the launch vehicle.
Storage technologies differ in terms of cost, cycle life, energy density, performance,
power output, and discharge time. The benefits and drawbacks of various commer-
cially developed battery chemistries are investigated. The chapter concludes with a
discussion on lithium-ion battery recovery and reuse best practices. Advanced tech-
nologies are described in this study as those that have not yet been used in space
missions and are still in progress. Main batteries, rechargeable batteries, fuel cells,
capacitors, and flywheels are among the advanced technologies discussed in this
chapter.
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Nomenclature

Pb–acid Lead–acid
RFB Redox Flow Battery
Li-ion Lithium-ion
VRB Vanadium Redox Battery
Li–air Lithium–air
PSB Polysulfide–Bromine Battery
Ni–Cd Nickel–Cadmium
FC Fuel Cell
Li–S Lithium–sulfur
PEMFC Proton Exchange Membrane Fuel cell
Ni–MH Nickel–metal hydride
AFC Alkaline Fuel Cell
Zn–air Zn–air
PAFC Phosphoric Acid Fuel Cell
IT Information Technology
MCFC Melting Carbonate Fuel Cell
UPS Uninterruptible power supply
SOFC Solid Oxide Fuel Cell
T & D Transmission and Distribution
CAES Compress air energy storage
PMDA Power management and distribution
ESD Energy Storage Devices

35.1 Introduction

The purpose of the chapter is to evaluate space power and energy storage technolo-
gies’ current practice such that advanced energy and energy storage solutions for
future space missions are developed and delivered in a timely manner. The major
power subsystems are as follows:

1. Power generation,
2. Energy storage, and
3. Power management and distribution (PMDA).

Sub-systems for electricity generation/conversion are solar panels, radioisotope
generating systems, power reactor systems, and fuel cells. Batteries, regenerating fuel
cells, and condensers include the energy systems used in space missions. PMAD
consists of power and transmission distribution, conversion and control, and load
management and control. A variety of output parameters characterize power systems.
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• The basic power (W/kg) which indicates how much power can be supplied per
unit mass of power system is a highly important parameter.

• Basic energy (Wh/kg) and energy density (Wh/m3) are other related parameters.
Power structures cannot always be characterized by a single variable, such as a
particular power.

Similarly significantmaybe other additional functionality. Thismay include expo-
sure to the temperature, storage capacity, durability, resistance to radiation, etc. These
other considerations are becoming more and more relevant as space missions are
shifting from orbital missions to in situ missions with their harsh climate.

When viewing power systems, substantial mass and volume reduction (3 to 4x),
improved reliability (2 to 3x), and low- and high-temperature operations as well as
intense radiation conditions can be achieved. These advanced technologies allow for
modern research and exploratory tasks such as power and energy storage: robotic
missions, polar Mars missions and Moon missions, and distributed constellations of
micro-spacecraft. Space power infrastructure comprises domestic defense systems,
including aircraft unmanned (fuel cell, battery, and wireless) equipment, unmanned
submarine (AUV) (fuel cell and battery), and mobile power soldier (PV, batteries,
wireless power, and PMAD). Terrestrial energy benefit includes all-electric and fuel-
driven automobiles, smart grid (PMAD), solar power systems (high-performance
solar cells, advanced arrays, PV tuning, and solar concentrations), advanced nuclear
systems, and hydroelectric systems, which are the only components of the Earth’s
energy sector.

The organization of this chapter is as follows. In the first section, classify different
energy storage systems and compare the energy efficiency and energy consumption
for different energy storage technologies. The fundamental knowledge of batteries
and their benefits and limitations on space missions may be included in Section II.
The application of the fuel cell using in spacemissions is discussed in Section III. The
ultracapacitor role of energy storage devices is discussed in Section IV. In Section
V, the flywheel in launch vehicles is of importance. Section VI discusses the role of
compressed air systems.

The proposed work in the form of graphical representation is mentioned in
Fig. 35.1.

35.2 Storage Type

Energy storage devices can be categorized asmechanical, electrochemical, chemical,
electrical, or thermal devices, depending on the storage technology used as shown
in Fig. 35.2.

The oldest technology is mechanical technology, which includes pumped
hydropower generation.However, this technology has a drawback in that it needs a lot
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Fig. 35.1 Schematic representation of the proposed work

Fig. 35.2 Classification of Energy Storage Technology

of water and a different geographical elevation, as well as the building of power trans-
mission lines to reach households that use electricity. The cost of constructing a trans-
mission line has recently exceeded the cost of constructing a pumped hydropower
plant.

Aside from the recent advent of mobile information technology (IT) devices and
electric vehicles, expanded mass manufacturing of lithium secondary batteries and
reduced prices have bolstered demand for energy storage devices that use those
batteries. Using electrochemical technology, lithium secondary batteries transform
electric energy to chemical energy and vice versa. Lead storage batteries and sodium–
sulfur batteries are examples of such developments. Chemical technology, such as
fuel cells, and mechanical technologies, such as electric double-layer capacitors, are
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examples of chemical technologies. The production and energy density of energy
storagedevices canbeused to determine their efficiency.Basedon the equipment used
and the storage space, energy storage systems can be used for uninterruptible power
supply (UPS), transmission and distribution (T&D) system service, or large-scale
generation (Fig. 35.3).

Energy storage system battery technologies can be classified based on their energy
capacity, charge and discharge (round trip) performance, life cycle, and environ-
mental friendliness (Table 35.1). The sum of energy that can be contained in a single
device per unit volume or weight is known as energy density. Lithium secondary
batteries have a storage capacity of 150–250 W-hours per kilogram (kg), which is
1.5–2 times that of Na–S batteries, two to three times that of redox flow batteries,
and about five times that of lead storage batteries (Fig. 35.4).

Fig. 35.3 Comparison of Power Output (in watts) and Energy Consumption (in watt-hours) for
Various Energy Storage Technologies (Zhai 2018). Source Korea Battery Industry Association
2017 “Energy storage system technology and business model”

Table 35.1 Characteristics of various energy storage devices (Zhai 2018)

Energy Density
(Kw/Kg)

Round Trip
Efficiency (%)

Life Span (Years) Eco-friendliness

Li-ion 150 95 10–15 Yes

Na–S 125–150 78–85 10–15 No

Flow 60–80 70–75 5–10 No

Ni–Cd 40–60 60–80 10–15 No

Lead–Acid 30–50 60–70 3–6 No
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Fig. 35.4 Present and future of batteries technology (Zhai 2018). Source Second Life-Batteries as
Flexible Storage for Renewable Energies, 2016

35.3 Batteries Chemistry Type

In space missions, batteries are used for a number of purposes. Primary batteries
(single discharge batteries) are used inmissions that need just a fewminutes to several
hours of electrical power.Rechargeable batteries (secondarybatteries) havebeenused
mainly for load-leveling and for providing electrical power for survival during eclipse
periods on solar-powered missions and as the source of power extravehicular activity
suits (Chin et al 2018). They have been used in orbital missions (TOPEX, Mars
Global Surveyor, andMars ReconnaissanceObserver) aswell asMars Landers (Mars
Pathfinder) and Mars Rovers (Spirit and Opportunity). Primary and rechargeable
batteries are heavy, bulky, and have limited capability to function in extreme space
environments such as high and low temperatures and radiation. Safety concerns exist
with some of the primary lithium and rechargeable Li-Ion batteries.

35.3.1 Lithium-Ion (Li-Ion) Battery

Li-ion battery chemicals are considered stablewith themost energy density. Based on
the desirable performance of electrochemical properties, lithium-ion batteries (LIBs)
are commonly used as electrochemical sources in portable electronic applications
like smartphone, calculators, and personal and video cameras; they can even play an
important role as hybrid vehicles’ power supplies in the future. Lithium-ion batteries
can be classified mainly into three categories, i.e., anode, cathode, and electrolyte
components. The commercially most used anode element is graphite. Lithium iron
phosphate (LiFePO4) and lithium manganese (LiMnO2) are being used for the use
of cathode products such as sheet structured lithium cobalt oxide (LiCoO2) and
titanium disulfide (TiS2) (Fig. 35.5 and Tables 35.2 and 35.3).
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Fig. 35.5 Li-Ion batteries
MER Rover (Chin et al 2018)

Table 35.2 Advantages and disadvantages of Li-Ion batteries

S. No Advantages Disadvantages

1 High energy density (120 W h/kg) Required protection circuit for thermal
runaway

2 High voltage (up to 3–6 V) High-temperature degradation and processed
at high voltage

3 Long Cycle (500–1000 cycles) Freezing temperature failure to charge quickly

4 Wide temperature range (–20 to 60zC)

5 Minimum memory effect

Table 35.3 Advantages and disadvantages of lead–acid batteries

S. No Advantages Disadvantages

1 Simple to manufacture Full charge takes 14–16 h

2 Low cost Cycle period is limited

3 High specific power Low specific Energy

4 Low self-discharge Repeated deep-cycling reduces battery life

5 Good low- and high-temperature
performance

Poor weight-to-energy ratio
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Fig. 35.6 Principle components and chemistry of lead–acid batteries

35.3.2 Lead–Acid (PbA) Battery

The secondary cell type is often found in automobiles and other applications with
high load current values. Its key advantages are low cost of capital, technological
sophistication, and effective recycling (Mahlia et al. 2014).

The voltage of the nominal cell at 2.05V is very high. The positive active substance
is intensely soluble lead dioxide and the negative active substance is thinly separated.
The electrolyte is a diluted sulfuric acid used in the discharge process. As HSO4 ions
are discharged, they move to the negative electrode and produce H + ions. At the
positive electrode, lead dioxide reactswith the electrolyte to form lead sulfate crystals
and water. Both electrodes are discharged to lead sulfate which is a poor conductor,
and the electrolyte is progressively diluted as the discharge proceeds (Fig. 35.6).

35.3.3 Nickel–Cadmium (Ni–Cd) Battery

Nickel–Cadmium (Ni–Cd) Battery is the only energy storage device used since the
start of the space program on lingerie-life devices. Nickel–Cadmium batteries were
used for the early explorer satellites. Nickel oxides electrodes are typical to batteries
of Nickel–Cadmium or Nickel–Hydrogen. Only the alkaline Nickel device used in
space has a capability of thousands of cycles and standing lives in geosynchronous
equatorial orbits in low- to medium-sized altitudes for more than 10 years (Fig. 35.7
and Table 35.4).
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Fig. 35.7 Ni–Cd solar max
battery (Luo et al. 2015)

Table 35.4 Advantages and disadvantages of Ni–Cd battery

S. No Advantages Disadvantages

1 Lowest cost per cycle Cadmium is a poisonous metal; not
disposable in sites with waste

2 Availability in a wide range of sizes and
performance options

High self-discharge

3 Long cycle life Low specific energy compared with newer
systems

4 Load performance is good Low cell voltage of 1.20 V requires many
cells to achieve high voltage

5 Only battery that can be
ultra-fast-charged with little stress

35.3.4 Nickel–Metal Hydride (Ni–MH) Battery

Since their introduction in 1991, the efficiency of Ni–MH batteries has steadily
improved according to a range of innovative approaches such as high-density nega-
tive electrodes, thinner separators, revamped positive electrodes, and improved pack-
aging efficiencies. For portable power applications, Ni–MH batteries are currently
manufactured in large quantities. Nickel–metal hydride batteries have now become
a proven power source for HEVs (Luo et al. 2015).

Other rechargeable batteries are outperformed by Ni–MH batteries, which have a
higher power and less voltage depression (Fig. 35.8 and Table 35.5).
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Fig. 35.8 Physical structure of Ni–MH Battery (Pickett 1990)

Table 35.5 Advantages and disadvantages of Ni–MH battery

S. No Advantages Disadvantages

1 At low temperature gives greater service
advantages over other primary types of
battery

Need for a more complex charge algorithm

2 Battery manufacturing, use, and recycling
restrictions due to concerns about
Cadmium toxicity should be removed

High self-discharge ( 50% higher
self-discharge compared with the Ni–Cd)

3 Longer run times or less space used for the
battery can be achieved by increasing
energy density

Limited service life ( deteriorate after
200–300 cycles)

4 Because of the many structural parallels
between the two chemistries, it is easier to
incorporate into devices that already use
Nickel–Cadmium batteries

Limited discharge current (Good results are
achieved with load currents of one-fifth to
one-half of the rated capacity)

35.3.5 Sodium–Sulfur (Na–S) Battery

TheNa–S battery, also known as a liquidmetal battery, is amoltenmetal batterymade
of sodium and sulfur. It has a high energy density, high charge and discharge quality
(89–92%), and a long cycle life, and it is made of low-cost materials. However, due
to their high operating temperatures of 300 °C–350 °C and the extremely corro-
sive composition of sodium polysulfides, such cells are mainly used for large-scale
nonmobile applications such as energy storage for the electricity grid (Fig. 35.9 and
Table 35.6).
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Fig. 35.9 Structure of Na–S
Battery (Schledde, et al.
2018)

Table 35.6 Advantages and disadvantages of Na–S battery

S. No Advantages Disadvantages

1 High cycle life Maintenance required

2 High Efficiency (75 to 90%) Extra cost of constructing the enclosing
structure to prevent leakage

3 Flexible in operation Need to be operated above 300 °C

4 Good energy density(150–240 Wh/kg) Highly reactive nature of metallic sodium
which is combustible when exposed to water

5 High power density (150–240 Wh/kg)

35.3.6 Silver Zinc Battery

ThemainAg–Zn battery used in theRussian spacecraft Sputnik, launched onOctober
4, 1956, was the first use of a battery in an orbital spacecraft. This primary batterywas
used to fuel the spacecraft’s communication and navigation systems. Since therewere
no solar panels available for charging, connectivity was cut off until the electricity
ran out. The Ag–Zn primary was designed to last three weeks and supply fuel to the
84 kg spacecraft. The spacecraft stayed in orbit for three months in total (Salkind
et al. 2009) (Fig. 35.10 and Table 35.7).
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Fig. 35.10 Ag–Zn Battery
[Mars pathfinder Lander]
(Pickett 1990)

Table 35.7 Advantages and disadvantages of Na–S battery

S. No Advantages Disadvantages

1 High charge efficiency, typically >99% High cost

2 Very high specific energy (up to 250 W h
kg1)

Limited cycle life (typically no more than
100 cycles)

3 Highest specific power (up to 600 W kg1) Relatively slow recharge

4 Safer to operate than most other systems If used repeatedly, accelerate the rate of
capacity fade of the cells

5 Higher rates reduce the charge efficiency

35.3.7 Redox Flow Battery (RFB)

Both electrochemical energy storage schemes transform electrical energy into chem-
ical energy when charged. Conversion and recycling were carried out in closed cells
of traditional batteries. The conversion and storing of energy are, therefore, distin-
guished by redox flowbatteries. Redox flowbatteries are different fromother conven-
tional batteries in that the energy storagematerial is conveyed by an energy converter.
It requires the energy storage material to be in a flowable form. This structure is like
that of fuel cells, whereby in redox flow batteries, charging and discharging processes
can take place in the same cell. Different vanadium redox batteries are mentioned in
Table 35.8 (Fig. 35.11 and Table 35.9).

Table 35.8 Types of Vanadium Redox Batteries

S. No Types Description

1 Vanadium Redox Battery (VRB) Electrolytes: In VRBs use two vanadium
electrolytes (V2 + /V3 + and V4 + V5 + )
hich exchange hydrogen ions (H + ) through a
membrane

2 Polysulfide–Bromine Battery (PSB) Electrolytes: Sodium sulfide (Na2S2) and
sodium tribromide (NaBr3). The sodium ions
(Na + pass through the membrane during the
charging or discharging process

3 Zinc–bromine (Zn–Br) Battery Electrodes: Solutions of zinc and a complex
bromine
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Fig. 35.11 Structure of
redox flow battery (Fischer
and Tuebke 2018)

Table 35.9 Advantages and disadvantages of RFB battery

S. No Advantages Disadvantages

1 Longer service life (around 20 years) Complexity RFB systems require
additional equipment

2 Flexible in design Low energy density

3 The possibility of a fire with the batteries is
extremely low

Below Fig. 35.12 shows various energy storage batteries in MW scale battery
energy storage projects in China and in the world.

Fig. 35.12 various energy
storage batteries in MW
scale battery energy storage
(Guo and Niu 2018)
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35.4 Fuel Cell

A fuel cell (FC) integrates an oxidizer (oxygen or air) with the fuel (hydrogen or
hydrogen source) to provide electricity. Similar to batteries, these devices do not fall
off or need to be charged. Like a battery, a fuel cell is divided into two electrodes—
one cathode and one anode. However, at least one solid metal electrode is used by
the batteries and is absorbed with the generation of electricity. In a cell, electricity
is not absorbed, so far that more fuel and oxidizer are injected into the electrode and
the cell will generate electricity.

For human space missions (e.g., crews, recycled launch vehicles, or human lunar
precursor missions), the fuel cells are especially desirable and require several kilo-
watts of power over long stretches of up to 10 days. Conventional batteries in terms
of their much lower real energy and manageability problems are not ideal for such
applications. For fractions of an hour to certain hours, planetary missions need a few
watts to 100 s of watts.

For a variety of commercial and military uses, many types of fuel cells have been
developed. They are as follows: a) Proton Exchange Membrane (PEM) Fuel cell
running at a temperature of 80 °C. (b) Alkaline; 175 °C system. (c) Phosphoric acid
at 1750 °C. (d) Melting carbonate at a maximum temperature of 650 °C. (e) Solid
Oxide; 900–1000 °C. The most promising for future planetary missions include the
fuel cells of H2–O2 PEM aswell as the regenerative fuel cells, which are listed below
(Table 35.10).

For large stationary applications, many varieties of fuel cells are suitable for
power generation.Worldwide distributed generation is used byAFC, PAFC, PEMFC,
SOFC, and MCFC networks. Figure 35.13 shows the relative weight of the different
technology built for high-capacity fuel cells by 2018 (Nadeem et al. 2019; Jose
Bellosta von Colbeet al 2019; Tixador 2008) (Fig. 35.14).

35.5 UltraCapacitor

Capacitors are normally used to meet peak power requirements on spacecraft. In
the deep space missions of Galileo and Cassini, tantalum condensers (solid and
electrolytic designs) were used. The main benefit of condensers is the potential for
hundreds of thousands of cycles to supply high pulses over short times. Condensers
have low energy and low energy density as their main drawbacks.

NASA also created a new technique to produce supercapacitors to create the
energy storage medium by combining electrochemical condenser systems and
batteries. Not only can this invention be used to transport electrodes properly,
but it also suppresses electrical shortages between electrodes, has a comparatively
low interface resistance between any electrode and every material that divides the
electrodes physically, and reduces its power (Fig. 35.15 and Table 35.11).
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Fig. 35.13 Large-scale stationary fuel cells

Polymer Electrolyte  Membrane   
(PEM) Fuel Cell(Gemini) 

Alkaline Fuel  Cell (Apollo)           Alkaline Fuel Cell                                 
(Space Shuttle) 

Fig. 35.14 Different fuel cells used in space (Felseghi and Carcadea 2019)
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Fig. 35.15 Bank of supercapacitor for space application (Rose et al. 1995)

Table 35.11 Advantages and disadvantages of Ultracapacitor (IRENA 2020)

S. No Advantages Disadvantages

1 A longer cycle life under multiple
charge/discharge cycles, hence a longer
satellite lifetime

Very low specific/energy density compared
with conventional rechargeable batteries

2 High charge/discharge efficiency, thus
reducing the number of solar cells
required

Voltage Interface Compatibility

3 The ability to operate high power
demanding payloads while keeping mass
and volume of the energy store to a
minimum

Space Environment Survivability

4 Insensitivity to temperature changes
which leads to a simpler thermal system
and mass saving
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35.6 FlyWheels

NASAaims to improve the flywheel’s capacity, awheel that converts energy to power
a motor, so that chemical batteries can be replaced on future spacecraft and millions
of dollars can be saved. The flywheels are similar to the revolving toy, but they rotate
and are much bigger at higher speeds. Before the batteries were commonly used,
they were more popular, but they are still used in pottery wheels, clock gears, and
treadle sewing machines.

Flywheels could play a crucial role in the drivingof the vehicleswhich takeus there
in the future as NASA’s vision takes people to and beyond the Moon. Flywheels are
rotatingwheels used to control or accumulate equipment. In a quickly rotatingwheel,
they store kinetic energy, also known as potential energy, and move it if necessary
to use(Nadeem et al. 2019). They are somehow like non-chemical batteries, with a
couple of additional benefits: They have no acids or other dangerous material, and
like certain batteries are, they are not harmed by high temperatures.

Flywheels were mostly huge, low-speed steel wheels spinning. A new technology
allows the use of a more advanced flywheel to store electrical energy. New flywheels
use a generator for rotating and transformingkinetic energy into electricity. Flywheels
today provide hospitals and production facilities with backup control. Their use of
hybrid electric cars is also considered (Fig. 35.16 and Table 35.12).

Fig. 35.16 Flywheel energy
storage (Santiago 2014)
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Table 35.12 Advantages and disadvantages of Flywheel (Qian 2010)

S. No Advantages Disadvantages

1 High power density Metallic structures are speed limited due
to fatigue

2 High energy density The flywheel rim cannot benefit from the
use of high strain composite materials

3 Service life of flywheel systems (15 +
years) as compared to chemicals batteries

High radial compressive stresses occur in
the composite rim, leading to shortened
performance life due to creep

4 The temperature range for flywheels is
wider

Short discharge time

5 Large energy storage capacity

35.7 Compress Air Energy Storage

CAES refers to the energy that is collected as high-pressure air and absorbed in a
distinct way than compressed air in energy conversion. In favor of electrical network
service, compressed air energy storage operates in compressors using air at high
pressure during times of low energy demand, and then the stored compressed air is
released to supply the electricity generation expander to satisfy the high demand in
peak periods of time as shown in Fig. 35.17.

There are two separate operational phases of the CAES plant, namely compres-
sion and extension, as shown in Fig. 35.18. The machine performance (48–54%)
is better than the conventional Gas-Turbine systems because the two phases do
not function simulcast. Two major commercial CAES plants are currently invoked
(Venkataramani et al. 2016).

Fig. 35.17 Process of compress energy storage
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Fig. 35.18 Schematic
diagram of CAES system
(C—Compressor, G-T—Gas
turbine,
M/G—Motor/Generator,
P—Pump, and
R—Reservoir)

Table 35.13 Advantages and disadvantages of compress air energy storage (Schledde et al. 2018)

S. No Advantages Disadvantages

1 Free from fire hazards Damage may occur due to higher
pressure in the storage vessel

2 Does not cause any pollution Energy losses may occur due to poor
maintenance in transmission and
distribution

3 Easier maintenance Insufficient control and leakage due to
loss of compress power

4 Less cost Less power output

5 Reliability in operation and remote
controlling

Probability leakage of air

In 1978, the first CAES plant was set up in Huntorf to operate (Hariprakash et al.
2009). Its capacity for load-subsequent operation and peak demandwhile keeping the
constant nuclear power plant’s capacity factor is rated to 290MW. In 1991,McIntosh
began its second large-scale CAES plant (Hariprakash et al. 2009). This power plant
will deliver its maximum power output for up to 26 h, with a capacity of 110 MW
with a storage capacity of 2700 MWh (Table 35.13).

Comparing the investment cost, capacity, lifetime, energy density, and storage
duration, PHS and CAES are suitable for use in large-scale commercial applications
where they are more economic (Figs. 35.19, 35.20 and Table 35.14.

35.8 Conclusion

A small selection of battery technology is the focus of current scientific research.
Each technology, however, offers various application areas as well as challenges and
problems.
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Fig. 35.19 Capital energy
cost versus capital power
cost (Luo et al. 2014, 2015;
Sameer and Johannes 2015;
Kousksou et al. 2014; Mahlia
et al. 2014; Venkataramani
et al. 2016; Wang et al. 2017)

Fig. 35.20 Flow chart of the
proposed work
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Due to a lack of reversibility, high cycle numbers, and theoretically projected
high capacities, novel technologies with promising high energy densities, such as
lithium–sulfur and lithium–air, are now failing to realize and commercialize. Elec-
trolyte stability, cell toxicity, clogging phenomena, and the use of active species and
electrodes are all contributing factors. As a result, the solution can only be found at
the material level and will necessitate the development of new materials and designs
as well as a high level of expertise.

Further innovative technologies, such as redox flow and molten-salt systems,
which already give sufficient reversibility and require less intense effort on the mate-
rial level, naturally find their way into larger testing systems and integration concepts
more quickly.Nonetheless, both technologies, aswell as thewell-established lithium-
ion technology, have a lot of room for improvement in terms of electrode design and
electrolytic solutions at the material level.

In the scientific review, lithium-ion technology is the main focus at the system
level, similar to the project analysis. The high degree of maturity, as well as the high
demands on safety, maintaining a tight thermal range, and complex battery state
estimation techniques of lithium-ion batteries are all reasons for this. Furthermore,
widespread usage of lithium-ion technology in other industries (like transportation
and consumer electronics) may have spillover effects on the energy industry.

This book chapter is a guide to implementations, innovations, benefits, and incon-
veniences which should be taken into account in the assessment of the viability of a
battery power storage system. Increase the flexibility of the grid such that sometimes
cycles of unsustainable renewable energy production are not limited, or so that major
network expansion costs leading to high market prices are less necessary.

35.9 Future Scope

A huge improvement in battery performance with new designs that meet specific
purposes is key to meet the future needs of our society. Although initially batteries
were simple, their development in comparison with other fields of electronics was
quite slow. One major challenge in research is to find the right materials for elec-
trodes and electrolytes, which actually work well together with other aspects of
a battery design without undue compromise. In choosing the best combination of
design parameters, there is much trial and error.

A combination of battery technologies is likely to be in use in the future, although
it is not yet possible to say which these will be or to identify which type will be the
most environmentally sustainable. However, it is possible to highlight which areas
of battery design need attention in order to ensure that future battery technologies
are as sustainable as possible, while continuing to fulfill their valuable purpose. This
report draws attention to those areas.
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Chapter 36
Policies and Prospects to Promote
Microgrids for Rural Electrification
in Present Indian Scenario:
A Comprehensive Review

Anoop Arya, Karuna Nikum, Abhay Wagh, Shweta Mehroliya,
and Prateek Mundra

Abstract In India, the growing population increases energy demand and requires
more attention to fulfill current energy needs. Renewable energy sources (RES)
appear to cope with current energy demand. Coal is majorly utilized for energy
generation whereas renewable energy still requires some effort to reach a significant
contribution level. A very high number of Indian rural villages still need electrifica-
tion. Sometimes, power transfer to these villages is not viable because of cost, large
distance, and high power losses by a centralized grid. To solve the problem of rural
electrification, microgrids (MG) are a potential clean energy solution isolated or in
conjunction with the utility grid at present. This study explores various prospects
of MG in rural electrification, policies and their initiation, government, planning to
improve the economy linked with current challenges, and some recommendations
based on the study. Besides, the condition of MG markets with existing situations
faces new challenges with opportunities also discussed. According to the Interna-
tional Energy Agency (IEA), the power demand for global needs around two-thirds
will be fulfilled by RES. Today, RES contributes around 25% and is expected to
contribute 50% by 2040. IEA forecast MG with a standalone system would fulfill
60% of global electricity demand and influence the market positively by an esti-
mated period of 2019–2025. The Paris Agreement formed upon the UN Framework
Convention based on climate change in 2015 aimed to lessen the effects of increasing
worldwide temperatures from more than 2 °C above, and it is consented to by 144
countries. According toClimatescope, India ranks second in the list of over 100 coun-
tries based on readiness for RE investment. After China and the United States, India
is in the third position in the largest solar power. Bloomberg New Energy Finance
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has estimated the opportunities in a rooftop solar alone investment of around $23
billion in India. India has the world’s largest auction for RE and has in recent times
embarked on crucial incentives for RE, together with MG growth. In this chapter,
various prospects, economics, challenges, market conditions, and government poli-
cies for MG related to rural electrification have been discussed. The main challenges
ofMGs like intermittent power, storage system cost, energy cost, power quality, tariff
plans, and subsidy have been discussed. The policies by central and state levels should
consider all challenges for rural electrification market planning and its implemen-
tation with the consideration of political, environmental, technical, and economic
factors. It is required to consider the MG costs, cost recovery models and regula-
tory bottlenecks are weighing down before implementing any MG project. Finally,
RES and its contribution in today’s scenario is also reviewed with potential and its
requirement for the future.

Keywords Microgrid · Renewable energy source · Rural electrification ·
Government policies · Economic challenges ·MG market

Nomenclature

AT&C Aggregate Technical and Commercial
BPL Below poverty line
CGHG Greenhouse gas
DISCOM Distribution company
EES Energy storage system
ESCO Energy service company
FiT Feed-in Tariff
HMG Hybrid microgrid
IEA International Energy Agency
IRENA International Renewable Energy Agency
MG Microgrid
MNRE Ministry of New and Renewable Energy
PEI Power electronics interfaces
PV Photovoltaic
RE Renewable energy
REC Rural Electrification Corporation
RES Renewable energy sources
RPO Renewable purchase obligation
SERC State Electricity Regulatory Commission
SHS Solar home system
SMG Smart microgrids
UNFCCC United Nations Framework Convention on Climate Change
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36.1 Introduction

The market of MG and mini-grid is promptly emerging due to low carbon emission,
cost-effectiveness, and diversification of energy sources (Understanding microgrid
andWhat are the Benefits of the SmartMicrogrid Approach Galvin Electricity Initia-
tive 2015). MG is a new idea to connect various sources to a common bus via power
electronics control (Zeng et al. 2011; Parhizi et al. 2015; Jiayi et al. 2008). Generally,
the distributed generation up to 10 kW is treated as MG, whereas mini-grids have
larger than 10 kW capacity. Many government programs run to expand electricity
access especially for rural villages by adopting renewable energy sources (RES).
To make renewable energy (RE) more efficient and reliable, MGs come into exis-
tence (Cabraal et al. 2005; Wang et al. 2009). In today’s world, switching topology
reaches its mature stage and now it is easy to control power electronics interfaces
(PEI) to control the power (Cai and Mitra 2010; Sao and Lehn 2010). MG is a
blend of RE sources, grid, storage unit, and loads located in a local distribution (Fu
et al. 2012). The whole integration of multiple generation sources, loads, storage,
electronic switches, protective and communication devices as well as automation
and control systems is the heart of what makes a system reliable (Kroposki 2009;
Vaccaro et al. 2011; Che et al. 2014). An MG is a small-scale localized distribution
network and accomplished power in island mode or in grid-connected mode (Korres
et al. 2011; Amin 2019). Due to the variable nature of renewables, an energy storage
system (EES) to compensate fluctuations is essential. In islandedMG, a power supply
is needed to ensure the continuous transfer of power. Therefore, the incorporation of
EES with MG enhances the load profile with flexibility in power consumption and
production (Ross et al. 2011; Chen et al. 2012; Vasiljevska et al. 2013). ESS supports
utility grids with several plus points like large savings on cost, improve efficiency,
upgrading the reliability of power reduce operation cost and emission (Morris et al.
2012; Farzan et al. 2013; Augustine et al. 2012). Many RE technologies are nowwell
developed, reliable, and cost-competitive as compared to conventional sources. The
positive impacts of rural electricity access support economic development and reduce
poverty gaps. A new approach to access electricity in rural areas by MG installations
pave the way for new business and accelerate economic activity. Electricity not only
provides power but also gives facilities connectivity to the Internet, medical, drinking
water, educational, and skills programs. Departments of Ministries can emphasize
and speed up economic activity related toMG for rural growth throughout the access
to health care, education, and employment (www.renewableenergyworld.com; Su
et al. 2010; Khodaei 2015). As demand increases, production increases, and simul-
taneously cost is reduced. Broadly, MGs and RES are classifications as shown in
Fig. 36.1.

Based on supply, MG is divided into AC, DC, and hybrid types (Xu and Chen
2011; Liu et al. 2011).

• DC Microgrid (DCMG): All energy sources with storage are directly connected
to the DC bus.

https://www.renewableenergyworld.com
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• AC Microgrid (ACMG): When all energy resources are associated with the AC
bus.

• Hybrid Microgrid (HMG): When a system is having DC as well as AC bus via
PEI as per need as shown in Fig. 36.2.

Before modernizing the energy supply by just replacing old equipment with new
ones, large investment is required to integrateRE resources in isolation or conjunction
with the grid by ensuring system security, reliability, and controllability of the system
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gives surplus power to the grid, it means MG can help to reduce the greenhouse gas
(GHG) effect by aiding low energy sources like solar and wind (Suryanarayanan and
Kyriakides 2012; Brown et al. 2012; Khodayar et al. 2012; India 2020).

In this chapter, Sect. 36.2 provides a brief overview of the MG scenario at the
world level, and Sect. 36.3 discusses the MG market and its strategies. In Sect. 36.4,
various Government schemes to provide a continuous and reliable power supply for
rural electrificationhavebeendiscussed. Section36.5 introduces the different policies
and their impact on MG in rural areas, and Sect. 36.6 discusses the challenges in the
deployment of MG in rural parts. Section 36.7 presents the future directions needed
in order to mitigate the challenges and finally, the conclusion and future scope have
been given in Sects. 36.8 and 36.9, respectively.

36.2 MG’s Scenario in the World

At the world level, 14% of the global population is not having electricity and around
700 million people will go under the burden of power in 2030 (Urbanization 2016).
Therefore, the world is in severe need of electricity.

The MG already has a value of $20 billion in 2018 as per a world research report.
Simultaneously, all the countries will have to transmute their existing power sector,
in a direction to use more RE (Kopanos et al. 2013; Millar et al. 2012; International
Renewable Energy Agency (IRENA), 2019). The total renewable energy installed
worldwide and patent growth are as shown in Figs. 36.3 and 36.4, respectively.

The ranking of countries in deployment of total RE installed capacity and
technologies used for electricity generation in MW (https://www.energy.gov/sites/
default/files/oeprod/DocumentsandMedia/DOE_Benefits_of_Demand_Response_
in_Electricity_Markets_and_Recommendations_for_Achieving_Them_Report_to_
Congress.pdf) and the employability development at world level as given in Table
36.1.
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Fig. 36.3 RE installed capacity in MW. Source IRENA, 2019

https://www.energy.gov/sites/default/files/oeprod/DocumentsandMedia/DOE_Benefits_of_Demand_Response_in_Electricity_Markets_and_Recommendations_for_Achieving_Them_Report_to_Congress.pdf
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Table 36.1 Jobs creation and
RE technologies used at
world level

Type of RES Total no. of jobs due to
RE in thousands

RET used in MW

Solar PV 3605 580,159

Liquid Biofuel 2063 3211.38

Hydro Power 2054 1,189,448

Wind Energy 1160 622,702.3

Solar Thermal 801.4 6274.93

Solid Biomass 787.1 86,623.68

Biogas 334 19,452.79

Geothermal 93.5 13,930.58

Municipal Waste 41.1 14,517.55

MGs are providing a solution to the distribution system and applications in the
community, industries, organizations, utilities, and military. The United Nations
declared some goals in 2015 in the direction of economics and research expan-
sion while ensuring natural resources for future generations (Schnitzer et al. 2014;
Krapels 2013). The world-level research and innovation in RE have continued to
grow the most in-depth assessment to overcome carbon emission, cut the cost of
energy, support the energy transition, improve the reliability, and make it more flex-
ible (Demonstration and for Energy Reliability and Security (SPIDERS) 2015). The
US military world also has an initiative of Smart Power Infrastructure Demonstra-
tion for Energy and Security to provide power to critical facilities in the event of an
attack. Now, Americans bear 36% of the regional MG market share (www.who.int).
IndustryARC’s research analyst estimates the application of MG in the healthcare
sector to be 14% through to 2025 (IEA, India 2015). According to the IEA, RES

http://www.who.int
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will make a bright opportunity in the MG market in the coming years (Interna-
tional Smart Grid Action Network (ISGAN) 2019; The Paris Agreement, the United
Nations Framework Convention on Climate Change 2015).

The Paris Agreement aimed to lessen the effects of increasing worldwide temper-
atures frommore than 2 °C above (Climatescope 2019). According to Climatescope,
India ranks second in the list of over 100 countries based on readiness for RE invest-
ment (Bloomberg 2017). Bloomberg New Energy Finance has estimated the oppor-
tunities in a rooftop solar alone investment of around $23 billion in India (Cullen
et al. 2019).

36.2.1 MG Market Challenges

Themarket ofMG suffers from the reluctance of the present industries because of the
still preference for the conventional grid. The conventional grid gives a better return
on investment to the consumer. Also, a more strict law for the penetration of MG
in the industrial sector is inevitable (Chaudhuri et al. 2013; Casillas and Kammen
2012).

36.2.2 The Need for Reducing Carbon Footprints:

The conventional generation of electricity leads to hazardous emissions of carbon
footprints to prevent global warming. Many governments have integrated programs
for reducing carbon footprints and in which MG is one of the initiatives and plays a
key role to minimize carbon footprint (He et al. 2012; Casillas and Kammen 2012;
Bansal et al. 2019; UNFCCC 2008). UNFCCC implemented a Kyoto protocol to
reduce GHGs and global warming. As per the Kyoto protocol, there are six GHGs of
which are Methane, Carbon Dioxide, and Nitrous oxide whereas less predominant
but very influential GHGs are Sulfur hexafluoride, Perfluorocarbons, and Hydrofluo-
rocarbons. As per the Kyoto protocol, carbon emission reduction is not obligatory by
developed countries whereas, in the Paris agreement, it is obligatory to undertake and
publish targets every 5 years from nations for reducing carbon emission footprint. By
2020, developed countries are supposed to add $100 billion to back developing coun-
tries. India is the third-largest GHGs emitter that has assured to follow a low-carbon
footprint model and reduces 33–35% from its 2005 levels by 2030 (2018).

36.2.3 Industrialization and Population Growth

As per the estimation of the Population Reference Bureau, the global population will
be 9.9 billion by the year 2050, which is an increased 29% growth as compared to
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today (Industrial Development Report 2018). According to Industrial Development
Organization and the UN, there is a huge demand for industrial development to
provide theworldwith reasonable and justifiable products (Market 2019). Now, these
two factors of population growth and huge industrial development need a sustainable
power source, which will be achieved by MG.

36.3 MG’s Market Trends

The global MG market size is projected to reach USD 47.4 billion by 2025. ABB
Ltd. is one of the market leaders in MG that had annual revenue of $34,312 million
in the year 2017. Another key player in the MG market is Eaton Corporation PLC,
which has seen growth in the MG segment owing to the growing demand for the
same. Some other companies crusading fromMGmarket share are General Electric,
Siemens AG, Exelon Corporation, Honeywell Corporation, Homer Energy, S&C
Electric, Schneider Electric, Power Analytics, and Exelon Corporation (Exelon, US)
(Seetharaman et al. 2019). InMay 2018, “SHELL”made strategic investments inMG
company—GI Energy. SHELL specifically mentioned the vision of a low-carbon
future as a reason for the investment. In October 2018, Siemens had announced
its plans to acquire Russelectric, especially to strengthen its position in the MG
market. In January 2019, CleanSpark—anMG company—completed the acquisition
of Pioneer Power Solutions Inc. to meet future power demand. Tata Power partner-
ship with Rockefeller Foundation launches new venture “TP RenewableMG” imple-
mented in collaborationwith Smart Power India. This new venture has 11,000MWof
installed generation capacity and will be powered 5 million families which influence
25 million people over the next decade. SELCO foundation also supported many
RES-based MG projects in India.

36.3.1 MG’s Scenario in India and Its Economics

India is a developing economy and the population has led to an increase in demand
for electricity and at the same time has very huge opportunities and availability of
RES as given in Table 36.2.

In India, the MG establishment has some important issues related to economic
operation (Daneshi and Khorashadi-Zadeh 2012; Department of Energy Office of
Electricity Delivery and Energy Reliability 2016) as follows:

i. Optimal technological investment.
ii. Optimal mix and utilization of RE sources.
iii. Optimization of demand and supply.
iv. Optimization of heat and electric supply.
v. Tariff management: penalties and incentives.
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Table 36.2 Installed capacity of various resources and electricity consumption in TW

Type of source % Installed capacity
(MW)

Year Total RE Consumption (TW)

Coal 55.6 204,724.50 2010–11 811.143

Large Hydro 12.3 45,399.22 2011–12 876.887

Small Hydro 1.3 4,671.56 2012–13 912.056

Wind Power 1.2 37,505.18 2013–14 967.15

Solar Power 9.2 33,730.56 2014–15 1048.673

Biomass 2.7 10,001.11 2015–16 1055.5

Nuclear 1.8 6,780 2016–17 1160.14

Gas 6.8 24,955.36 2017–18 1200.5

Diesel 0.1 509.71 2018–19 1249.337

Source powermin.nic.in

vi. Social, technical, and environmental perspective.

In the existing scenario, MG is one of the best options and can fulfill the exceeded
demand of customer load at optimumcost by reducing the grid crowding (Zhang et al.
2010; Ramana et al. 2014). At present India has the major problem of low-income
groups, and the government is to implement reforms and boost foreign investment
to improve the living conditions (Akinyele et al. 2018; Hossain and Mahmud 2014;
Wang et al. 2013; MNRE 2018). At present, around 60–70% of the population is
dependent on agriculture and it added 16–17% of GDP. So, energy from agricultural
wastematerial in the formof biomass can be used to generate electricity. TheMinistry
of New and Renewable Energy (MNRE) has recognized the significance of MG and
mini-grids for reaching the objective of power to all for 24 × 7 with the plan of
10,000 MG and mini-grids of 500 MW capacity announced in June 2019.

DISCOM loses its major portion of the money due to electricity theft and there-
fore, it is mandatory to build a strong and secure power infrastructure, and this can
be achieved through smart microgrids (SMG). Expenditure on HMG with smart
technologies has greater potential to provide electricity to the customer at affordable
prices. HMG is also a new way to reach a remote area for power applications or
where the grid is not reached (Shah et al. 2011a). Despite all other sources, solar
energy resources got greater attention because it is easily available all over the world.
Till February 29, 2020, the solar installation capacity reached up to 34.404 GW and
in addition to that, the capital cost per MW is the lowest in India as compared to
worldwide cost per MW. The initial target of 20 GW which was scheduled for 2022
is achieved four years ahead of schedule. Meanwhile, in 2015 the target was raised
from 20 to 100 GW plus 40 GW solar power from rooftop panels by 2022. The
investment amount is the US $100 billion (Shah et al. 2011b).

Nowadays, some MG projects in rural parts have been installed by many small
enterprises (Anastasiadis et al. 2010). The present MG in India supported by SELCO
foundation is “ “BaikampadyMangaloreMicrogrid” of 1.2 kWwith 1600Ah storage,
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“ “Neelakantarayanagaddi Village Microgrid” of 1.2 kW, 1600 Ah storage, “ “Men-
dare Village Microgrid” of 1 kW, 800 Ah storage, and Kalkeri Sangeet Vidyalaya
DCMicrogrid is a solar microgrid in Karnataka of 4 kWwith 17 kWh storage. Other
notable projects are in Chief Minister’s residence in Bihar run on solar of 125 kW,
“Sundarbans Village Microgrids” in Bengal 120 kW, Rampura Village Microgrid in
Uttar Pradesh of 8.7 kW, India, Dharnai Microgrid in Bihar, 100 kW, KPCLMandya
Karnataka Microgrid in Karnataka of 100 kW, and Indian Coast Guard Microgrid,
Andaman, 75 kW.

36.4 Government Schemes

In India, most of the electricity DISCOM runs in a financially stressed condition
because of huge power losses and electricity theft. The economic growth and devel-
opment of the nation require a continuous, reliable, and quality supply 24X7. Also, to
achieve 100%of village electrification,DISCOMshould performwithout losses. The
outage of power adversely affects national priorities like “Make in India”, “Digital
India” anddigitalization in other fields ofmanufacturing,medical, and education. The
central government public–private partnerships boost to expand theMG sector in the
long run. Theministrymeticulouslyworkswith public or private sectors likeNational
Bank for Agriculture and Rural Development (NABARD), Solar Energy Corpora-
tion of India (SECI), Indian Renewable Energy Development Agency (IREDA), and
Panchayat (local governance) to accomplish the target. All schemes by state and
central governments give a push to integration RES with the enforcement of envi-
ronmental agenda to reduce GHG by the exhaustion of fossil fuel and fight climate
change resulting in RE proliferation. Rural Electrification Corporation (REC) Ltd.
has the following schemes to provide a continuous and reliable power supply.

36.4.1 “24 × 7 Power for All”

It is an initiative of all State and Union Territories (UTs) as well as Central Govern-
ment to provide electricity by “24× 7 power for all” scheme by 2019. To accomplish
the target of providing affordable, reliable quality power to consumers by 2018–19,
the roadmap had been signed by 29 states and seven UTs. The underlying principles
of the policy are to provide reliable and adequate power to all sectors of residential,
commercial, and industrial as well as agriculture consumers in the next 5 years, i.e.
by FY 2018–19.
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36.4.2 Pradhan Mantri Sahaj Bijli Har Ghar
Yojana— “Saubhagya”

In this scheme, free electricity connection is given to all unelectrified households in
rural and poor families of the urban area of around Rs. 4.0 crore by 2018. The use of
solar PV-based standalone systems for remote and inaccessible villages, where grid
extension is not feasible.

36.4.3 Deen Dayal Upadhyaya Gram Jyoti Yojana
(DDUGJY)

This scheme solely provides rural electrification with electricity distribution infras-
tructure. The previous scheme of “Rajiv Gandhi Grameen Vidyutikaran Yojana”
(RGGVY) has been incorporated in the DDUGJY scheme. In this combined scheme
of “DDUGJY-RE”, total 921 projects to electrify 1,21,225 un-electrified villages,
5,92,979 partially electrified villages, and provide free electricity connections to
397.45 lakh BPL rural households have been sanctioned.

36.4.4 National Electricity Fund (NEF)

ThisNEFschemeprovides interest subsidy to promote capital investment in the distri-
bution sector. It has a provision for interest subsidy on loans availed by distribution
utilities in both the public and private sectors.

36.4.5 Ujwal DISCOM Assurance Yojana (Uday)

The government in 2015 for the financial turn-around of power DISCOM in consul-
tation with the various stakeholders ensured a permanent solution to the problem.
The scheme UDAY envisions reform in all sectors of generation to distribution with
energy efficiency. The underlying principles of the policy empower DISCOMs, and
reduce Aggregate Technical and Commercial (AT&C) losses from 22% to 15% by
improving operational efficiency and reduction in the cost of power through various
measures.
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36.5 Different Policies on MGs

TheMNRE released a draft policy in 2017 aims to accomplish a total capacity of 500
MW target over the next 5 years. The aim is to set up nearly 10,000 solar, wind, and
biomass-based power projects in collaboration with MGs in rural areas. The primary
ideology of this policy is to improve affordable energy services and rationalize for
Energy Service Companies (ESCOs), and run with the DISCOM of the grid.

36.5.1 Rural Energy Service Providers (RESPs)

It is a special category of service providers receiving special incentives to promote this
program including capital and streamlined approvals by the government.Government
launchesmany programs to endorse RES into the electricitymarket from time to time
with energy providers as given in Tables 36.3 and 36.4.

Table 36.3 Different Government policies to endorse RES

Policies Outcomes

Rural Electricity Supply Technology (REST)
Mission: Year Enacted—2001

• Power for all by 2012

Accelerated Rural Electrification Program
(AREP): Year Enacted—2003

• The interest subsidy of 4% on loans is offered
by government to extend rural electrification

Pradhan Mantri Gramodaya Yojana: Year
Enacted—2003

• Under this policy, electrified villages by 2012
through decentralized RES and introduction
of multiyear tariffs plus open access

Electricity Act of 2003 • Promote and encourage private MG projects
by eliminating licensing requirement for
ESCOs

• Exempts from tariff 11 to all privately owned
MG companies

National Electrification Policy: Rajiv Gandhi
Grameen Vidyutikaran Yojana (RGGVY)
Year Enacted—2005

• Connect small distribution networks and
electrified low-income groups in rural areas,
where extension of grids is expensive

• With consolidated existing electrification
programs, this scheme provides unrestricted
connections to households under the poverty
line

Rural Electrification Policy: Year
Enacted—2006

• Formed a detailed framework of RGGVY
• Directed the provision of 1 unit of electricity
per day for all households by 2012

2018 Amendments to the Electricity Act of
2003

• 20% initial reduction in cross-subsidies and
by the time of 3 years eventual elimination of
cross-subsidies

• Penalties/removal of a license, if fail to supply
quality power



36 Policies and Prospects to Promote Microgrids … 969

Table 36.4 Different energy providers

Energy Providers Work implementation

State Electricity Regulatory Commission
(SERC): State-Level Agency

• Supervise and create secure payment methods
for exit options and exit procedure

• Established energy tariffs under the National
Tariff Policy

• Formation of Services to settle ESCO disputes
and established clear and quantifiable metrics of
performance

State Nodal Agencies (SNAs): State-Level
Agency

• Work in partnership with ESCO supervisors to
the identification of areas, where energy
projects are required

• In case of any non-operational, poorly
functioning scenario then replacement of ESCO
management has been allowed

• Provision of technical and operational backing
to SERCs settling the disputes of ESCO

• Build, operate, manage, monitor microgrid
facilities, and collaborate with the Ministry of
Power to generate data for project
implementation agencies (PIA)

DISCOMs: Energy Provider • Buy excess power of MG from ESCOs
• Avoid over-competition and interference with
MG market

• Sometimes, DISCOM is not economically
feasible in low-income rural areas

ESCOs: Energy Provider • Abide by state-specific policy and tariffs
• Can charge a tariff to the local community and
often eligible for state subsidies

• ESCOs operate with local/rural areas that
cannot connect with the grid

Project Implementation System (PIA):
State-Level System

• Developed by the state’s Investment Promotion
Board

• Data is publicly available and categorizes MG
based on kW size

• Database registered like number of households
connected and metrics of performance to the
location of grids details should regularly be
uploaded by the ESCOs

Village Energy Committee (VEC) and
Panchayat:

• Determine energy tariffs and their recalculation,
if surplus energy is sold

• Collaborate with energy providers to set tariffs
and promote community participation in
projects

• Give legal permission to new projects
implementation and certify NOC

• Organize VEC and address issues and disputes
of community-related to companies
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36.5.2 MG’s Strategies for Rural Electrification

Electricity consumption and demand are increased by increasing consumer base,
lifestyle, and pattern of consumption. MGs will enhance the overall reliability and
fulfill the future requirements of all sectors (Hatziargyriou et al. 2005; Logenthiran
and Srinivasan 2009). Rural electrification requires continual changes and reinforce-
ment in new infrastructures of generation, transmission, and distribution at affordable
prices by making DISCOM with less financial losses (Guan et al. 2010; Matamoros
et al. 2012; Su and Wang 2012; Jain and Arya 2015; Priyadarshi et al. 2019). The
rural electrification in India has extensions of electricity through various means of
access as given in Table 36.5.

For rural electrification, the following point should be noted:

• Villages located far from DISCOM are supplied with MG and SHS gives high
reliability.

• For medium type load, MG is a better solution and for a small load, SHS will be
preferred.

Table 36.5 Comparison of extensions of electricity through various means access

Characteristic Grid Extension Solar Home System (SHS) Microgrids

Reliability Low reliability,
especially for
rural areas

Reliable for required load within the
capacity

Overall, more
consistent than
SHS

Generation Cost Rs.3.18/kWh to
Rs. 231/kWh

About Rs. 37/kWh Rs.23 to 33/kWh

Electricity Price Rs. 3/kWh Rs. 45 k for a SHS Rs. 100 to
200/month

Capacity Unlimited
capacity

Limited capacity; small loads only Limited capacity
but greater than
SHS

Losses About 23.97% in
2012

Losses exhibited within the SHS Overall fewer
losses than with
SHS

Generation Type Varies depending
on source type

Solar energy Determined by
local DG
resources

Constraints based
on Geographic
Location

Cost of supply
increases, if lines
extended in
remote villages,
hilly or forested
areas

Suitable for areas with high solar
irradiation

Location itself is
flexible for MG

Operation and
Maintenance
(O&M)

Often takes days
by DISCOM to
fix a problem

Relatively low maintenance Maintenance
varies from low
to high
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• MG is more reliable than SHS and economically viable than the grid.
• If the capacity or demand for electricity will be increased, then SHS will not

be expected to use because of fixed capacity, therefore MG is a better and exact
option.

• To recover the initial and capital value of MG and SHS typically require 10–
25 years.

• Off-grid is preferred only when villages are not located nearby the central grid.

36.6 Challenges in the Deployment of MG in Rural India

Power outage and load shedding is still a common problem in rural parts of India.
Many MG have a higher cost/kWh than the traditional grid and are not scaled to
meet the expectation of rural electrification. There are many challenges involved in
the implementation of MGs and some of them are as follows.

36.6.1 Absence of Promotion Strategies

• In thefield ofREpromotion, a strong regulatory framework is absent. The shortage
of policies, lack of standards, certification, insufficient incentives, bureaucratic
and administrative hurdles, and sometimes impractical government targets to
integrate RE technologies with the global market have prevented RE to expand.

• Awareness is an important factor for social recognition of RE, still not very
promising in the rural area. It is needed to spread awareness about renewable
energy technology (RET) and its environmental benefits.

• Due to lack of awareness, people believe the replacement of the storage system
and its maintenance cost is very high and are not ready to use in general.

• Due to inadequate knowledge and no wakefulness, RE plans are not available
in the public domain and RE still faces setting up and investment issues in rural
areas.

• The understanding of the benefit of RET is not clear to people and they have
negative perceptions regarding RE technologies.

36.6.2 Lack of Synchronization, Coordination, and Delays
in Policies

• There is a lack of synchronization between different authorities that leads to
elongated time in obtaining authorization that delays in planning and puts bound-
aries on the development phase. Obtaining permission requires a high cost due to
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lobbying, and it demotivates the RE investors. Sometimes, declared policies do
not match with the plans and target of RE deployment.

• The progress of RE is restricted by a lack of support, synchronization, and delays
in executing policies for acquiring land for constructing the RE plant. This leads
to a decrease in the interest of investors whereas institutes, agencies, stakeholders,
and keymarket players work with poor inter-institutional coordination byMNRE.

• No proper customer care centers to guide developers as regards RE projects
and policies. The workforce and experts for RE developments in agencies,
organizations, institutes, and ministries are also not enough in numbers.

• The single window project approval process delays the receiving of clearance for
projects.

• High taxation, a slowing economy, low tariffs for fossil fuel, and negative
sentiments of investors have also been responsible for slow RE market growth.

36.6.3 State-Wise Different Regulatory Framework

• Every state has its defined Renewable Purchase Obligation (RPOs) and different
regulatory frameworks and procedure. Additionally, all policies are only appli-
cable for just 5 years, so greater jeopardy for investment is oblivious.

• The percentage of RPO specified for RES is not precise. The RPO target of the
central government is complying with only six states out of 29 and 7 UTs.

• Still, RPO goals are hazy and its cell compliance is taking place in May 2018
to collect, check, and deal monthly information with compliance and non-
compliance issues with authorities. The biomass factor still does not have any
established framework.

36.6.4 Uncertainty Around Tariff, Penalties, and Incentives

• To accelerate wind farms, the government provides an incentive for accelerated
depreciation. Many companies only take advantage by building such projects
only for tax benefit. It is observed that wind farms more than 10 years ago
show not optimally maintained. This policy framework does not take into account
maintenance.

• Suppliers make buyers pay a higher cost for equipment which increases the
burden on buyers whereas no control over suppliers for activities like commis-
sioning, operation, and maintenance. Sometimes, ready-made projects are sold
and customers are inclined to this trap to save tax.

• Only two states (Maharashtra and Rajasthan) have some actions for penalty
mechanism and other states are still unclear.

• Ministry should reconsider subsidies because of non-transparency in subsidies
and incentives as in 2018.
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• The power purchase agreements (PPA) sign up on a pre-determined fixed rate of
tariffs, which are usually higher than present bids between power generators and
purchasers.

36.6.5 Government Plans About Grid Extension

• Mostly RE plants constructed and installed in remote places require a further
extension in lines to connect the utility grid. The further extension seems
uneconomical for small-size projects.

• Since the existing grids are not designed to directly integrate with RES, these
grids require upgradation.

• Therefore, SERCs are unable to utilize all generated power to accomplish the
demands and enforce purchasing power from neighbor states at a higher cost.
Therefore, the required infrastructure for the integration with RES is again a
leading problem and restricts the capability of RE.

36.6.6 Limited Practical-Based Research, Innovation,
and Development

• Non-availability of deep-rooted research centers for the advancement of RE orga-
nization. There are not enough research services; quality infrastructure centers are
yet to be established to check the quality, reliability of manufactured and imported
equipment.

• There is no clear-cut reassuring document for referral institutes, laboratories,
standards, reviewmechanisms, assessment, inspection, and monitoring. For spare
parts, equipment, and the latest technologies, the country is still dependent on
international suppliers.

• Insufficient investment by the government side in research and development
(R&D) both in government organizations and in energy firms. Therefore, RETs
and their development stage for practical viability to the manufacturer’s point
of view are lagging and manufacturers are just replicating the already available
technologies.

• Quality control and standards are allotted and issued just in 2018 and 2019. Not
enough research institutions and labs to provide standards or certification for
validating the quality and suitability of using RETs is still a problem.
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36.6.7 Majority Dependence on Conventional Energy Source
and Subsidized Kerosene

• The major portion of India is still dependent on fossil fuels for electricity gener-
ation. As India is the third largest GHG emitter in the world, therefore, it needs
to shift on RES. Accordingly, a significant amount of contribution is required to
set up a large scale of RE plants.

• At present, coal remains a dominant player, and investment in fossil fuel is around
55%.

• The fallingprices of fossil fuel is still a challenge andoffers very tough competition
for RE projects. Also, the government delivered higher subsidies to conventional
energy sources than RES, and this makes overshadowing the wide use of low
emission technologies.

• Quality assurance processes are still at the elementary level when it is about
international practices.MNRE issued policies regarding standardization including
testing and certification of RE projects on December 11, 2017. Therefore, RE
projects are still far behind conventional fuel projects.

• The government continuing the subsidy in kerosene reflects its failure to provide
basic service of electricity in rural areas, while the government continuously tries
to improve electricity network transition toward other cost-effective alternatives
compared to kerosene.

36.6.8 Technological Barricade

• There are some technological barriers is insufficient knowledge of new RETs in
the operations and maintenance of such industries. Since RE technology is newly
developed, so there is a lack of knowledge on maintenance and operation.

• The remote area maintenance, monitoring, and operation require a skilled or
trained person which becomes a challenge for electricity DISCOM. However,
challenges present are related to finance and sustainability of such projects,
existing price differences with state DISCOM supplied power to city residents,
municipalities, and businesses.

• Different forms of power conversion—AC/DC or DC/AC—make the system
complicated and simultaneously required highmaintenancewith trained engineers
all time in remote areas.

• As limited advanced technologies and high cost of procuring and importing espe-
cially bydeveloping country like India is a big problem, and to survive anddispatch
power economically in the market require well-developed indigenous technolo-
gies and research and trained technicians, developing countries import all items
from other countries and procuring at a very high cost leads to an increase in the
overall cost.
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36.6.9 Environmental, Land Acquisition, and Installation
Problem

• A huge area is required for solar and wind plants to produce the same amount of
energy, which can be produced by conventional plants in a lesser area than RE
plants. Lack of land for wind or solar plants in many states and penetrating RE
projects in India require enormous parts of rural side connectivity via roads or
transport.

• The financers, RE producers, and developers face difficulty in securing projects
at the rate, which is made available for fossil fuel. Sometimes, RE proposal faces
resistance from citizens, political interest, environmental and national groups
because of landscape impact and environmental degradation. The RE projects
face challenges in planning, profit-loss mechanism, environmental uncertainties,
and natural calamities.

• As the high initial cost and low working efficiency in RES make its payback
period long which in turn pushes financiers on to the back foot, the situation also
worsens by very stringent lending procedures that limit access to funding. Such
installation of a plant requires high capital cost, which often becomes unviable
due to such a process.

• The dependence of RE on the changeable climate reduces the popularity among
the public and investors.

• Installations at offshore affect ocean activities like gravel/oil/gas/sand extraction,
navigation, fishing, aqua, and wildlife of marine.

• By making WTs, immobile during low wind can guard the birds but it is not
practiced.

• In wind generation, the flicker effect and shadow of turbines are also not consid-
ered as severe environmental impact, whereas no use of proper sound absorbent
material. Sound by WTs through aerodynamic, mechanical, and visual impacts
are associated.

• The manufacturing process of PV cells contains hazardous chemicals and if its
wastes are not correctly disposed off, it produces severe environmental threats.
The workers face health issues resulting from inhaling silicon dust.

• The dumping of a huge quantity of waste from coal-based power sectors is respon-
sible for 70% of freshwater withdrawal. Each year 160 million tons of ashes are
added and over 1 billion tons of ash are lying unused, which is alarming for us
(Centre of Science and Environment 2020).

• The outdated argument to backup coal is a low-priced and good choice as a key
source of power, but it is a direct burden on green taxes.

• After the record growth in RE capacity in the bulk installation of over 4 years to
2017 and to enhancemanufacturing at the domestic level, the government imposes
anti-dumping duty on imported material due to which the RE capacity addition
is slackened in 2018.

• As per the Ministry of Power, allotted energy generated by conventional sources
has a 63.2% share whereas only 22% share to RE source.
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36.6.9.1 Inadequate and Delay in Fund Allocation and Investment

• The release of funds and budgets for RE sectors are not within the timeframe. The
required finance from land acquisition to final setup before initializing the project
is very high and creates a burden on developers.

• Fewer financing organizations for RE projects come forward because less assur-
ance in the future seems high-risk perceptions and this will demotivate investors
and developers.

• The government and private financial institutions/banks do not have much under-
standing in the field of RE market and project. The delayed fund by SERCs
imposes debt burden on developers.

• Moneylenders always work on a credit system with a guaranteed bond between
developers and moneylenders. Sometimes, it comes to be a financial barrier for
developers if there are delays in the fund.

• The allocation for the Ministry of Coal stood at Rs. 20,121 crores, while the
MNRE was granted Rs. 12,353.81 crore. Existed such gaps in all budgets since
2009–10 shown in Figs. 36.5 and 36.6 (www.indianbudget.gov.in).

• TheRE sectors allocate 63% less funds as compared to coal-based power in 2019–
20. Despite a worldwide assurance to increase the consumption of RE and reduce
GHG, coal is the sole largest entity of total temperature increasing and despite
that total rose to Rs. 600 crores for the allocation of coal and lignite exploration
in the last 10 years.

• In the latest budget, the allocation on R&D in renewable and fund including inter-
national cooperation 90% less, i.e. Rs. 60 crores in the current budget. Invest-
ment still requires more than $250 over the next decade; it indicates an annual
investment of more than 1.77 lakh crore for 10 years although the 2019–20
budget allocates 93% less than the target.
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Fig. 36.6 Allocation to public sector enterprises

• Public sector enterprises also have investments in RE such as NTPC and Coal
India, even though a rising share of RE at the same time continues to add to coal
capacity about 86% of overall installed capacity.

• The tax incentives for R&Dhave seen a reduction from 200 to 150% at the starting
ofApril 2017 in theweighted tax deduction (WTD). In 2020–21, it further lowered
from 150 to 100%.

36.6.9.2 Market-based barricades

At present, the main RE markets classified in India are

i. Government-driven market: Purchase the output of some RE-based project and
provide budgetary support to promote RE.

ii. Loan and cash market: Taking a loan to fund and buying RE-based applications
needed by individuals.

• Due to the unfair structure of subsidies in between conventional fossil fuel
and RE, i.e. more subsidy is given to conventional power than RE power
which leads to wrong information about the RE market.

• The cost of RE power is based on direct material and labor cost, product
overhead cost, and excluding environmental cost. Therefore, the ecological
benefits of clean energy are not countable.

• The biomass market is considerably unorganized and having very high
demand–supply gaps creates a continuous and dramatic fluctuation in
biomass rates.

• Usually, investors think that there is uncertainty in the RE sector and
exclusively look for developers with well-established suppliers, and oper-
ators while newly established developers needed to develop the projects
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not getting financial support. Even moneylenders are ambiguous and not
prepared to provide funding to new RE market developers.

• MG is at its early stage and its market is fragmented. The estimated market
of MG is $ 35 billion by 2020. The local generated and utilized energy
system developed as to how urban and rural area is developed or planned. In
the future, with MG the following points should be achieved (Gomes et al.
2019; Canziani and Melgarejo 2019):

i. Low GHG, clean, and affordable electric power.
ii. High reliability, security, and control with huge potential which reduces

financial loss.
iii. Low stress on the transmission and distribution system.
iv. Guarantees continuity and is easily controllable during disturbances.
v. Integration with less complexity of a large number of RES with or without the

grid.

36.6.9.3 Absence of Large Commercial Loads in Villages

• As the large commercial loads are not present in remote areas, it makes the cost
of energy and maintenance very high.

• Generally, exporters join their hands to limit the competition and control the
prices, hence, the quoted capital cost is very high by the developers and providers
of equipment.

In the current scenario, many villages have access to the grid, but in fact, they
cannot afford to pay for electricity. Meanwhile, power theft is common in villages
and leads to financial instability to utilities as a resulting inability in infrastructure
upgrade investments. The important link between generating plants to end-users
is a distribution line that requires many infrastructural changes for better control,
monitoring, and security. India has set to add 300 million population by the year
2050, and the ambition of the government of achieving “24X7 power” requires
investment in smart technologies to deliver power. To resolve this issue, R&D on
large-capacity batteries is required. The overall initial and maintenance cost of MGs
solely depends on the energy storage system. Due to PEI used in ACMG, DCMG,
andHMGpower flow control, and conversion is very easy whereas it suffers from the
problem of power quality and harmonics into the system. The advancement in control
switching techniques in the PEI makes converters usage in RES convenient. These
challenges and their solution will not just support India to go ahead, but also have
positive effects on India’s future through education, infrastructure development, the
industrial revolution, and employment. The key areas of focus include MG markets
being political, economic, environmental, and technical for implementation in all
sectors. Some of the main factors to be assessed and considered before implementing
India’s energy development initiatives are as given in Table 36.6.
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Table 36.6 Factors required
in the deployment of MG

Factors Implementation and Operation

Political Factors
• Clarity on government
policies

• Process of land acquisition
• Process of procurement
• Role of cooperative societies

• Uniformity of design and
ownership

• Readiness to accept policies
and standards

• Reliable, secure power, and
economic rate of power

• Maintenance, safety
Inspection, and quality
check

• Penalties and permitting
process requirement

Economic Factor
• Funding process
• Financially viable
• Consumer subsidies

• Local employment,
skill-based training program

• Awareness and social
perspective

• Theft of power, power
losses, and AT&C losses

• R&D Funding, investment,
loan and market condition

Environmental factor
• Project locations
• Accurate solar/wind data
• Varying resource profile
(Solar, biomass, and hydro)

• Permitting process and land
acquisition

• Distributed habitat and
monitoring the health of
system

• Pollution and effect on the
environment

Technological Factor
• Metering technologies
implementation
• Role of RES
• Load sharing and
unbalancing

• Security and reliability

• Integration with grid and
extension of lines

• R&D on MG and Hybrid
technology

• Smart meters and
supply–demand energy
management

• Local control of PQ,
reliability, and security

• Tariff mechanism and
connection charges

36.7 Future Directions Need to be Taken in Order
to Mitigate Challenges

The most influencing factor is economics which affect consumer and manufacturer
directly or indirectly. Here, some glitches and complications are discussed with some
recommendations.
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36.7.1 Awareness, Education, and Training Mechanism

• The promotion and awareness program required immediate actions and was regu-
larly organized in rural areas throughout the country. The MNRE should prepare
transparent and achievable promotion plans in consultation with SERC.

• All promotion strategies should be state-wise and region-wise with the considera-
tion of geographical and environmental conditions. All these action plans should
be executed within a timeframe. For example, most of the rural areas benefitted
from biomass energy, whereas coastal areas are benefitted from offshore wind
energy promotional plans.

• Generally, the external skilled and trained workforce does not show interest to
work in rural areas. Therefore, developing skills and training of local people
through promotional strategies and training programs is an urgent need of time.

• The electricity generation and its technologies should be cost-effective and low
maintenance type. It also assures rural people to get benefitted in terms of growth,
jobs, more small-scale industry through promotional plans so they also contribute
and take interest as well (Bihari et al. 2021; Shafiullah et al. 2021).

• To scale new heights for RES requires teaching RE-related courses and training to
be conducted to improve the skills required to set up and function RE projects. The
transformation of energy from fossil fuel to RES requires a concrete arrangement
of skilled workers and professionals to fulfill the demand for design, operation,
and maintenance RE plants.

• A huge investment should be required in the field of training and awareness
programs. This will reduce the dependence on foreign technology and ease to
trained people. As everyone knows, if technology maintenance is provided by in-
house workers or engineers without getting delay, it will reduce costs drastically.

36.7.2 Market-Based Technology, Innovation, and Research

• The government put money and resources into R&D of new cost-effective
technologies and its related services such as battery storage.

• Not enough attention is received in R&D activities in India because the country
has focused largely on applications limited to conventional fuels and irrigation
solar pumps. As per the financial year report, 2016–17, renewable and electrical
vehicles get only one-third of subsidies than coal, oil, and gas.

• A high rate of tax is charged for the purchase of land and loan for RE sectors.
Goods and Services Tax (GST) on Coal is 5%, whereas solar power is taxed
based on valuation methodology. As per valuation methodology, 70% of the cost
is considered as goods and is taxed at the rate of 5%, whereas the remaining 30%
of the cost is considered to be a service and hence taxed at the rate of 18%.

• Higher rates of taxation would limit the capability of nations to meet its promise
of solar mission—2022.
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• All trends are inclined toward making coal a continuously dominant player
in the energy sector whereas renewable and its innovation still struggle to its
establishment with financial restrictions.

• It is expected in upcoming years the capacity of coal power generation is increased
by 22.4%, whereas NTPC increased its capacity by 47.3 to 85 GW denoting an
80% increase by 2032.

• Out of 250 companies in the global list, NTPC ranked at 54th position and Coal
India ranked first in the year 2016–17 which were responsible for 33% of annual
emissions of GHG. India is responsible for more than 80% of mercury emissions,
50% of SO2 emissions, and over 60% emissions of particulate matter as per the
CSE report in 2015.

• To become energy independent and make a stable and reliable grid, support
policies should be implemented for battery energy storage technologies in India
itself.

• National Labs and research institutions in India should focus more on developing
lithium-ion and other advanced technologies for batteries.

• For Intellectual Property Right (IPR) and patent application that normally take 3
years in India which is a very long and tedious process, the government should
layout simplification and time-effective measures to improve R&D enthusiasm.

• Promoting R&D in organizations is directly investing in developing advanced
technologies to make RE appear more profitable.

• Encourage MGs to use modern analytics for its power control and focus
on achieving the cost-effectiveness, reduction of GHG without sacrificing the
important qualities, and improvement in reliability for consumers.

36.7.3 Financing the Renewable Sector

• The government should make authoritative and operational structured finance
mechanisms and capital market tools should be developed to ensure capital recy-
cling to facilitate successful scaling up of projects. A dedicated government fund
needs to be provisioned in the budget for next year to meet these requirements.

• For the growth of the RE sector, the government should allocate appropriate funds
to boost ““Make in India”, energy storage revolution, and for proposed subsidy
for NITI Aayog’s Giga factory manufacturing plan.

• Address the critical matters of DISCOM such as financial data, difficulties in
cost analysis of transmission and distribution line extensions, secure and on-time
payments guarantee, and generation benefits by the government to ensure RE
growth.
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36.7.4 Policy and Regulation Advancements

• If policies and regulatory framework are rationalized then some renewable devel-
opers feel that the government focuses on accelerating open-access policies,
privatization of DISCOM, addressing many challenges by implementing the
amendments in the Electricity Act of 2003.

• Use of outdated equipment, poor coal supply, import of coal from long distances,
and lack of PPA added financial stress on coal-based plants. As per the observation
based on recent auctions by the International Institute for Sustainable Develop-
ment (IISD), grid-scale wind and solar plants are now giving competitive prices
with coal, without air pollution and reduced GHG.

• As per industry expectation, there should be some clarity and rethinking on
the GST for solar projects. There should be an incentive for developing next-
generation solar panel manufacturing technology in India as well as investing in
storage and hybrid projects.

• The incentives to the renewable power sector against the payment from the
DISCOM for giving extra power can be secured as per the timeline specified
in the agreement.

• All policies and regulatory frameworks should be rationalized to lessen the depen-
dence on long-term power purchase contracts. Therefore, all processes should
move toward flexible and competitive contracts through market-based mecha-
nisms. These steps would bring significant benefits to power sectoral transfor-
mation is cost-effective and energy access at competitively priced. This will lift
industry profitability, which will manifest in increased funds, investments, and
employability.

• Provide tax benefits on loans taken to purchase rooftop solar systems with storage
to the consumer. Rooftop solar and energy storage can accelerate the process of
the adoption of advanced energy storage technologies even in rural areas.

• The RE sector witnessed several setbacks in 2019–20 and fund flows for
developing new projects has slowed down due to various reasons:

i. Due to the bank’s reluctance in money lending and liquidity crunch.
ii. DISCOM delayed procedure in payments.
iii. Due to lock-down for COVID-19 in the international market, which hit the

economy very badly.

• For the overall and practical development in the infrastructure of the RE sector,
the government should ease and provide an exemption to the Indian cement sector
for RE plants.

• As the rooftop projects are seriously behind the set target and there have been
serious issues in the implementation of rooftop projects, or this condition,
DISCOMs are very much responsible due to bad net metering policy and slow
response. Therefore, DISCOMS should be levied a heavy penalty if they fail to
comply with set targets and this action will be a major boost.
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• A concrete action plan and its regulatory framework for the RE sector as well as
a consistent check for the running status and monthly report for upgradation.

• A reduction of additional subsidy as well as cross-subsidy surcharges by state and
central governments. Therefore, the RE sector rolled out services easily.

• To accelerate the R&D projects, weighted tax deduction back to 200% on R&D
and again re-introduce to 200% for in-house R&D projects, which was reduced
to 100%.

• The government should formulate incentives for domestic manufacturing in
the heavily import-dependent renewable industry and safeguard duty should be
imposed on imported products. Therefore, it acts as a safeguard for the local
manufacturer to make domestic products cost-effective.

• The health of DISCOMs should be addressed because the market expects a decla-
ration from government schemes to reduce AT&C losses, provision of smart-
meters, tariff plans, etc. Set up other projects to end the state monopoly of
DISCOMs.

• The budget should provide the facility to free-market forces of the RE sector to
operate with DISCOM. So, consumers are also free from the monopoly of being
enjoyed by obligatory DISCOM.

• SERCs should be allowed the amendment tomoderate regulatory and policies that
create ambiguity in RE also allowed to find the drive areas of RE development.
Additionally, strong initiatives at the municipality or local level for RE-based
projects approvals.

• Appropriate standards and codes make higher market penetration possible if
adaptation and implementation are proper. Minimum performance standards
should be guided by MNRE which results in higher performance, durability, and
performance.

• The necessary RE ecosystem at the developing stage requires efficient funding
mechanisms and RE certificate policies for various projects.

• The RPOs need to be upgraded in an efficient manner by offering rewards or
penalties for obligated entities by regulatory administration.

• The RE sector decays in terms of growth because of penalty mechanism,
obligations, RPO regulations, and implementation still not satisfactory.

• Most states have defined RPO targets but several states’ DISCOMs obey
completely with their RPO targets. States should adhere to their RPO set by
SERCs.

• It is strongly recommendedRECshould only be tradedunder recognized exchange
because the exchange is intermediate with absolutely no default risk. On the other
hand, trading through off-exchange will result in lack of transparency, poor price
discovery and there are no risk management phenomena.

• The investment will need to address the integration of RES with an existing grid
or in isolated mode. Also, make a provision for DISCOM of giving performance-
based incentives as compensation for every MW capacity.

• The tariff orders/Feed-in tariff (FiT) should be stable, consistent, and not limited
to a few years.
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• Central and state governments should ease the process of getting the subsidy
and cross-subsidy, transmission charges and assure the investors of their backup
if there is any financial loss as these hinder the development making RE more
expensive.

• The government should resolve and find out the inconsistency between all poli-
cies and their implementation because such policies create confusion over the
implementation of the subsidies.

• The formation of policies and their correct implementation with enabling regu-
lation by easing the process of the promotion for RES is also very important.
Therefore, the capacity-building program with awareness of all types of policies,
information, and financial benefit of RES should be ready to act among rural as
well as DISCOM with RE installation projects people.

• Enough actions to reduce the import tax of the equipment and on the parts required
by RE plants. The aim is to create viable competitiveness between RES and fossil-
fuel-based technologies by subsidizing RE concerning FiT. Without FiT results,
the financial incentive is high and hinders the RE projects.

• The set target of policies should be realistic and sometimes the target has a wide
gap and loopholes in the implemented process. The formation of policies should
be a clear insight into important legislation and regulations. So, RE projects-based
industries can be promoted as steady and proposing growth.

• Strict standards and certificates are required for importing companies to make
sure that these companies operate in obedience to local laws. Absenteeism of
such standard builds confusion in manufacturing and energy producer companies
and faced unnecessary difficulties.

36.8 Conclusion

In this paper, various prospects, economics, challenges, market conditions, and
government policies for MG related to rural electrification have been discussed. RE
is one of the most important sectors and plays a solution to improve the economy by
bringing in new investments, a clean environment, and creating jobs. MG can act as a
complete solution to deliver electricity to rural and remote areas at affordable prices.
The concept of different MGs is adapted for rural electrification due to its various
advantages over conventional sources that’s why government and private market key
holders should take initiative to promoteMG. TomakeMG operational in rural areas
requires the upright scheme to achieve 100% rural electrification then the government
should deal with challenges and opportunities in the deployment of MGs. The main
challenges of MGs like intermittent power, storage system cost, energy cost, power
quality, tariff plans, and subsidy have been discussed. The policies by central and
state levels should consider all challenges for rural electrification market planning
and its implementation with the consideration of political, environmental, technical,
and economic factors.
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36.9 Future Scope

Renewable will be India’s next IT, so the government formulates incentivize the
developers, investors, domestic manufacturing and allocate a separate budget for
R&D and further proliferation of RE across the nation. Reasonable exemptions
must be budgeted toward the payments on account of high open-access charges,
cross-subsidy charges, additional surcharges, transmission charges to make REmore
viable. It is required to consider the MG costs, cost recovery models, and regulatory
bottlenecks are weighing down before implementing any project. Finally, RES and
its contribution in today’s scenario is also studied with potential and its requirement
for the future and ensures their implementation in all private and public sectors with
dedication will also provide by selling power for neighboring countries like Bhutan,
Bangladesh, and Nepal on a loan basis.
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Chapter 37
Challenges and Issues in Solar PV
Development in India

A. S. Werulkar and Prakash S. Kulkarni

Abstract The population of India is growing day by day. This is resulting in more
pollution facing the problem of shorter non-rechargeable resources leftover for
the succeeding generations. Naturally, it is certainly concluded that India’s energy
demand will increase in near future. Renewable energy is very useful in playing a
significant role for providing pollution-free energy. This will certainly contribute to
climate change. There is a target of generating 100 GW of solar energy by 2022.
This goal is very pioneering for India under the agreement of Climate Change in
Paris. Progress of the Indian solar energy division depends on the mixture of law
framework, financial structure, and local production sector and eco-friendly sound
technology. Although there is enhancing potential of sun energy in India, today also
there are shortcomings in its administration. In this chapter, the authors focus on the
present status, challenges, and upcoming prospects of sun power progress in India.
It further summarizes the way ahead with recommendations to overcome some of
the shortcomings.

Keywords PV scenario · Global energy · Indian PV ·Motivational policies · Solar
panels · JNNSM · Solar mission achievements
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SHLS Solar home lighting system
RE Renewable energy
W-LED White lighting emitting diode
CFL Compact fluorescent lamp
GSP Generalized system of preferences

37.1 Introduction

There is a need of providing enough continuous electrical supply and this is the most
important and rigorous catch of the world. The emerging economies of the globe
are facing the acute problem of electricity. It is the basic need for the growth and
progress of any country. India is a developing country and its population is 17% of
the world’s total residents. Hence, it is facing a severe problem of insufficient electric
supply. An approximately more than 80% of the total utilization of fuel is brought
in. Due to this, the nation has to spend its valuable foreign money. India is unable to
manage the electrical energy requirements of the country though they are bringing in
high quantities. A lot of the countryside, as well as suburban areas, are facing power
cut-off problems. Govt. of India has aimed to achieve 100% uninterrupted power
supply in the country by the year 2022. Because of the above circumstances, Govt.
of India and Govt. of some states have a plan for extending facilities like a subsidized
supply of materials required for energy production from renewable energy resources,
viz., solar, wind, biogas, tidal, etc.

India has ample scope for generating solar energy. The reason is its geographical
location and it receives solar radiation almost throughout the year. This amounts to
3,000 h of sunshine. So, it is a preferred location to utilize inexhaustible and clean
solar energy for the production of electricity through PV technology. Though PV
technology is costlier, in long term, it is beneficial, profitable, maintenance free as
well as environmental friendly technology. The use of solar energy will definitely
reduce the effect the greenhouse gases. Thus, it can prove as an effective source
in saving the environment. India is a developing country, and power is the main
constituent factor in the financial growth of any economy especially in an evolving
nation like India with 17% of the world’s population. However, only 0.4% of the
world’s oil, 0.4% of natural gas, and 6% of coal reserves are used. This fact of access
to energy resources can be considered a major shortfall because India is the fourth
largest consumer of energy in the world after the USA, China, and Russia. Recently,
Govt. of India has announced that it will provide 24 × 7 power to all by 2022. It is
very important for India to assess the trade that it will need to do in order to achieve
a balanced goal of energy security, access to energy, and sustainability (http://mnre.
gov.in). To fulfill the above objectives, it is very important to examine the compo-
nents of the Indian ecosystem, their availability, and demand and the interconnected
networks. The connection of these parts also needs to be judged. Fortunately, India
has great potential for renewable energy. Increasing domestic supply and exploiting

http://mnre.gov.in
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India’s vast renewable energy potential could be a major step in reducing India’s
dependence on imported energy sources. It can also address its growing concerns
about climate change. It is also important that the required sectors play an impor-
tant role in reducing the amount of energy required to deliver the same number of
services. Energy efficiency and power supply demand are two key interventions that
should be considered and considered under the same lens as supply delivery inter-
ventions. Transmission and Distribution networks need to be strengthened and Smart
Grids and storage solutions should be implemented and this could be an intervention
that would help maintain a more secure energy environment in India (Karakoti et al.
2013).

Almost all activities in the universe require energy for living and performance.
Energy is the capacity to do work. This work can be calculated as the transfer of
energy from one form to another. It is an integral part of the day-to-day life. As the
health of a person is apprehended fromhis diet, the state of development of the country
is recognized from the quantity of energy it utilizes. The countries consuming more
energy are experiencing a better standard of living compared to the countries having
comparatively less energy consumption. The per capita annual energy consumption
in the US is more than 12,000 kWh/year. On the contrary, this figure for INDIA is
just 600 kWh/year (Solanki 2009, 2013). This reflects the fact of the developmental
status of India. Therefore, for the growth of the developing countries and to upgrade
their standard of living, the energy supply should be enhanced. Generally, energy is
used in the form of diesel, petrol, coal, LPG, CNG, and electricity. Mostly the elec-
tricity is generated from other fuels like coal and petroleum. These natural sources
of energy are limited and may exhaust in due course of time. All these sources of
energy are known as conventional energy sources. They are also called commercial
energy sources, as they are available in the market at a price decided by the suppliers.
Regarding conventional energy sources, the fact is to be noted that they cause envi-
ronmental pollution which is most disadvantageous. There is consistent growth in
CO2 gas levels which is said to be the cause of global warming.

37.2 Renewable Energy Resources

Renewable energy sources are inexhaustible and pollution free. Various forms of
renewable energy are solar Energy,wind energy, bioenergy, hydro energy, geothermal
energy, wave, and tidal Energy (Sukhatme and Nayak 2010; Khan 2006).

Figure 37.1 depicts global installed Energy Capacity of the world. Solar PV
Renewable Energy capacity stands 3.77% of total capacity of world. It is creditable
in Indian perspective that it has achieved 11th position in the world’s PV installation
with the achievement of 36.9 GW installation.

Figure 37.2 presents bar diagram in respect of source-wise RE installation for
India from the year 2007–2015. It is apparent from the figure that wind power stands
1st, small hydropower 2nd, whereas solar power has gained 3rd position in RE
installation in India.
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Fig. 37.1 Global installed energy capacity with a comparison of 2012 and 2020
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Fig. 37.3 Top ten countries in Global PV installation

The time is not far away when solar energy will stand 1st in RE installation due
to Govt. of India’s positive approach and policies. The most easily available and free
source of energy is solar energy and it is available since the beginning of life on the
earth. Solar PV route uses solar energy to generate DC power for illuminating homes
and buildings, driving motors, pumps, electric gadgets, etc. (Messenger and Ventre
2000; Patel 2006; Markvart 2000; www.wiki-solar.org).

37.3 Current PV Scenario

In the following paragraphs along with analytical bar diagrams and tables, global
and Indian scenario in respect of PV installation is presented.

37.3.1 Global PV Scenario

Figure 37.3 displays global scenario of solar PV installation (European photovoltaic
industry association 2014–2018). It shows top ten countries showing PV installation
globally. From Fig 37.3, it is concluded that in China PV installation is maximum.

Figure 37.4 shows cumulative global PV capacity by 2030 end.

37.3.2 Indian PV Scenario

Solar Energy provides great energy in a tropical country like India where about 45%
of households, especially in rural areas can’t get electricity. India has not utilized
its maximum capacity as compared to other countries. There is a vast scope for
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Fig. 37.4 Global PV capacity by 2030 end

enhancement of RE solar capacity considering its favorable topographical location
for production of solar energy. It will definitely accelerate India’s process of develop-
ment of solar energy which is lagging behind due to insufficient supply of financial
resources. Table 37.1 shows India’s Renewable Energy Sector at a glance.

Solar electricity is one of the most important sources of renewable energy. The
electricity can be generated from photovoltaic panels in many ways. Since photo-
voltaic energy is the clean energy, it is gaining a lot of importance in India. The cost
of solar panels is decreasing day by day and this in turn is reducing the PV elec-
tricity cost. Some of these products are Solar Home Lighting Systems, Solar power
LED lights, Solar Fans, Solar lanterns, Solar water heaters, and Solar cookers, etc.
(Solanki 2009).

Table 37.1 India’s Renewable Energy Sector at a glance

Year Installed RE
capacity (in
GW)

% Share of RE
in total
installed
capacity

Generation from
renewable
sources (in BU)

Total generation
from all sources
(in BU)

%Share of RE
in generation

2014–15 39.55 14.36 61.78 1,110.1 5.56

2015–16 46.58 15.23 65.78 1,172.98 5.6

2016–17 57.9 17.68 81.54 1,241.38 6.56

2017–18 69.77 20.24 101.83 1,303.37 7.81

2018–19 78.31 21.95 126.76 1,375.96 9.21

2019–20 87.07 23.52 138.32 1,390.93 9.95

2020–21 92.54 24.53 111.92 1,017.81 11

(Up to Jan,
2021)

(Up to Jan,
2021)

(Up to Dec,
2021)

(Up to Dec,
2021)

(Up to Dec,
2021)
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There is frequent power cut observed especially in rural areas. The state of
Karnataka has maximum installation of solar projects in India with a capacity of
7,328.8 MW. The graphical trend of top 10 states in Solar PV installation is shown
in Fig. 37.5.

Though India is trying to enhance its capacity of solar energy, the major constraint
in PV installation is the cost of PV panels. Due to high price of PV panels, the PV
system installation is not economically viable. However due to continuous research
in the technology of solar cell manufacturing since the last 20 years, the cost of PV
panels is significantly reduced.

The cost of thin film silicon is low and that of crystalline silicon is high.
Table 37.2 demonstrates state-wise solar installed projects in India.
Figure 37.6 displays the graphical representation of reducing cost of solar panel

in US $. The cost of thin film silicon is low and that of crystalline silicon is high.
However, since the last 20 years, it has reduced gradually from 7.5 US $/W to
approximately 2 US $/W. Due to reduction in the cost, installation of PV systems
has indicated remarkable rise in recent years.

37.4 Motivational Policies of Government of India

Introducing India’sNationalActionPlanonClimateChangeon June30, 2008, former
Indian Prime Minister Dr. Manmohan Singh said: “Our vision is to make India’s
economic development energy-efficient. Over a period of time, we must pioneer a
graduated shift from economic activity based on fossil fuels to one based on non-
fossil fuels and from reliance on non-renewable and depleting sources of energy to
renewable sources of energy. Table 37.3 shows phase-wise targets of JNNSM.

In this strategy, the sun occupies Center-stage, as it should, being literally the
original source of all energy. We will pool our scientific, technical and managerial
talents, with sufficient financial resources, to develop solar energy as a source of
abundant energy to power our economy and to transform the lives of our people. Our
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Table 37.2 State-wise installed capacity of solar projects under various schemes up to December
2020

SR. No State/UT Cumulative capacity
till 31-03-2020
(MW)

Capacity added in
2020–21 till
31-12-2020 (MW)

Cumulative capacity
till 31-12-2020
(MW)

1 Andaman &
Nicobar

12.19 17.03 29.22

2 Andhra Pradesh 3,610.02 234.15 3,844.17

3 Arunachal
Pradesh

5.61 0 5.61

4 Assam 41.23 1.76 42.99

5 Bihar 151.57 5.84 157.41

6 Chandigarh 40.55 4.61 45.16

7 Chhattisgarh 231.35 8.65 240

8 Dadra & Nagar 5.46 0 5.46

9 Daman & Diu 19.86 20.1 39.97

10 Delhi 165.16 11.3 176.46

11 Goa 4.78 0 4.78

12 Gujrat 2,948.37 970.11 3,918.48

13 Haryana 252.14 10.28 262.42

14 Himachal
Pradesh

32.93 9.8 42.73

15 Jammu &
Kashmir

19.3 1.43 20.73

16 Jharkhand 38.4 0.66 39.06

17 Karnataka 7,277.92 50.94 7,328.68

18 Kerala 142.22 4.69 146.92

19 Lakshadweep 0.75 0 0.75

20 Madhya
Pradesh

2,258.45 181.69 2,440.14

21 Maharashtra 1,801.8 94.02 1,895.82

22 Manipur 5.16 1.2 6.36

23 Meghalaya 0.12 0 0.12

24 Mizoram 1.52 0.01 1.53

25 Nagaland 1 0 1

26 Odisha 397.84 1.76 399.6

27 Pondicherry 5.51 2.03 7.54

28 Punjab 947.1 0 947.1

(continued)
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Table 37.2 (continued)

SR. No State/UT Cumulative capacity
till 31-03-2020
(MW)

Capacity added in
2020–21 till
31-12-2020 (MW)

Cumulative capacity
till 31-12-2020
(MW)

29 Rajasthan 5,137.91 251.57 5,389.48

30 Sikkim 0.07 0 0.07

31 Tamil Nadu 3,915.88 399.9 4,315.78

32 Telangana 3,620.75 315.61 3,936.36

33 Tripura 9.41 0 9.41

34 Uttar Pradesh 1,095.1 197.75 1,292.85

35 Uttarakhand 315.9 4.54 320.44

36 West Bengal 114.46 35.38 149.84

34,627.79 2,836.81 37,464.44

Fig. 37.6 Cost of PV panel from 1995 to 2020

Table 37.3 Phase-wise targets of JNNSM

Till 2009 Phase 1 Phase 2 Phase 3 Total

Grid-connected (MW) 6 1,100 3,000 16,000 20,000

Off-grid (MW) 2.4 200 800 1,000 2,000

Thermal collectors (million m2) 3.1 7 8 5 20

Solar lighting systems (million) 1.3 20
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success in this endeavor will change the face of India. It would also enable India to
help change the destinies of people around the world.”

The mission has adopted a 3 phase approach. Phase 1 comprises the remaining
period of the 11th Plan (until 2012) and first year of the 12th Plan (up to 2012–2013).
Phase 2 consists of the remaining 4 years of the 12th Plan (2013–2017) and phase 3
comprises the 13th Plan (2017–2022). At the end of each plan, and mid-term during
the 12th and 13th Plan, progress of each phase is being evaluated and capacities as
targets of subsequent phases are being reviewed.

37.5 Solar Resource (Sukhatme and Nayak 2010)

Figure 37.7 shows state-wise solar potential in India. From this figure, it can be appar-
ently seen that Rajasthan state in India has the highest solar potential. Figure 37.8
shows the earth’s solar radiation budget. The radiation of the sun reaches to earth in
various wavelengths from 300 nm to 4µm approximately. It is partly reflected by the
atmosphere and partly transmitted to the earth’s surface. The actual solar radiation
reaching to earth’s surface is only 48%. This energy is absorbed by the land and
ocean.

Sun’s spectral distributions can be divided into two categories:

(a) Air mass zero (AM0) spectrum outside the atmosphere and
(b) AM1.5G spectrum at sea level. They are defined at certain standard conditions.

Figure 37.9 indicates PSpice 9.1 simulated output of air mass 1.5 G standard
spectrum of sun (Castaner and Silvestre 2002).

As shown in this spectrum, the peak irradiance is about 1,600 W/m2/µm. This
solar spectrum at the earth’s surface mainly consists of visible and infrared radiation.
The UV component in the spectrum is small. The dispersion of solar spectrum on
the earth’s surface is shown in Table 37.4.

From Table 37.4, it is clear that maximum energy from the sun is available in the
visible radiation range. Hence this range of radiation is used to generate electricity
from PV panels.

Most of the states of India are also functioning through participation in the
captioned scheme for enhancement of solar energy production. They are actively
involved in solar energy production through their individual solar state policies.
Karnataka is the most vibrant state which has been leading in India in solar power
generation through GSSP 2009. This state has developed many individual solar
projects as well as public–private partnership-based large-scale solar parks of about
7,328 MW up to December 2020. Though it contributes towards maximum solar
power energy production, it is apparently seen that though strong implementation
mechanism is the key strength of the policy [A-06]. As the greenhouse gases emis-
sion is the main hurdle in installation of biopower generation units to meet energy
requirement, their installation will have adverse environmental as well as social
impact. As the decentralized solar rooftop PV system overcomes the adverse effects
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Fig. 37.7 India’s state-wise solar potential (www.wiki-solar.org)

of fossil-based power plants in a sustainable way through its successful systems and
environmental advantages, it will be beneficial in providing clean energy to the public
who has still no access to electricity. Due to the unforeseen corona pandemic, since
March 2020 in India, it is not possible to achieve the upward target of achieving
installation of 40 GW decentralized solar rooftop PV up to 2022 (Rakesh Kumar
Tarai and Paresh Kale 2018).

https://www.wiki-solar.org
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Fig. 37.8 Earth’s solar radiation budget (www.wiki-solar.org)

Fig. 37.9 Solar spectrum using Pspice 9.1

Table 37.4 Distribution of
spectral content of solar
insolation on Earth’s surface

Type of radiation Range of
wavelengths
(micrometers)

Percentage of energy
carried

Ultraviolet 0.15–0.38 7.6

Visible 0.38–0.72 48.4

Infrared 0.72–4 43

Other > 4 1

https://www.wiki-solar.org
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The geographical position of India in the globe is such that more than three fourth
of India has favorable atmospheric conditions to receive abundant sunlight required
for PV energy production. Despite these encouraging environmental conditions, it
will be possible to meet the target if the bureaucracy plans meticulously the policy
framework required for solar energy production. Though the solar industries in the
country had started blooming rapidly with the implementation of solar policy 36
states, a great setback has been experienced during 20–21 due to pandemic. All
states are trying their best to implement solar energy plants by using their wasteland
and thereby decreasing the implementation cost (Kapoor et al. 2014).

37.6 Solar Performance Indicators

India is the peninsula and has the benefits of its geographical conditions due to which
it has a tremendous God gifted potential for generating clean electricity through
Hydro, Wind, and Solar Energy Sources, which are renewable. Since 2014, as the
policies for the reduction of carbon footprints are implemented meticulously, India
has been recognized for its consciousness and efforts to save earth. [A-09]Grid proves
to be unreliable in remote areas of India and so the sustainable energy solution is
the need of time. The Solar photovoltaic microgrids have proven a great relief in
energy supply. Not only in the remote areas but also in the towns and cities the solar
photovoltaic microgrids have become popular due to their production capacity and
availability irrespective of their higher cost. The outlook for the assessment of the
functioning of a solar PV microgrid is being constantly evaluated by the researchers.
The means of evaluation are self-consumption, capacity utilization factor, perfor-
mance ratio, grid interaction, and self-sufficiency. It is noticed that such research
improves the performance of SPV microgrids, particularly in grid-connected mode
(Purohita and Purohit 2018).

37.7 Solar Mission Achievement

Incompetent and unstable political scenario in India was the major hurdle and signif-
icant challenge in the implementation of solar power sector constantly trying to
enhance its solar power production. Government of India uplifted the solar energy
production projects by subsidizing them on individual as well as corporate basis
(Rathore and Rathore 2021).

It is anticipated that a cumulative capacity of around10,000MWhas been installed
up to March 31, 2020–21. It is shown in the trend of Fig. 37.10.
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Fig. 37.10 Solar parks: capacity approved and capacity commissioned

37.8 Solar Operation Challenges

India is still a developing country, and there is a vast potential to develop eco-friendly
industries. There will be a high demand of power. The target of the Government up to
2022 is generation of 100 GW under the National Solar Mission. The main obstacles
and gridlocks faced by solar energy suppliers to achieve their target are being studied
on various levels. There are different suggested motivational factors of solar energy
to attract large solar producers around the globe to invest in India (Jaina et al. 2018).

Rapid urbanization and constant increase in population are the factors respon-
sible for India’s continuous growing electricity requirements. It is apparent that with
growth of population and flow of people towards suburban areas India’s electricity
demand is definitely going to increase in near future. The reason for shifting towards
non-conventional energy resources are changed climate, increased carbon emissions,
and the speedily exhausting conventional energy resources (Sannigrahi 2000).

The exploitation of solar energy ismostly done by (a) Electricity generation by PV
systems, (b) heat and electricity generationwith solar thermal power plant, and use of
solar thermal appliances to consume thermal energy. The target of 100GWgeneration
has many obstacles on the ground as there are issues relating to achieving success in
a factual manner. Some of the hurdles are requirement of huge amount of land space
for installing solar power gadgets and power grid framework. The challenge of using
less cultivable land can be overcome by preferring rooftop desert areas rooftops
wastelands and inland water bodies. The forthcoming challenge is to protect our
environment from the harmful effects of the discarding of damaged or dead panels
and batteries of a solar PV system. Serious attention should be provided for the use
of recyclable or more efficient material. In the cyclonic or coastal areas, light weight
solar PV modules are the need of time to make it sustainable. The projected life
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span of 30 years of a solar panel remains only on paper shrinking to 7 years in India
as it practically faces several challenges of positioning and emplacement, intense
environmental conditions, and also on kind and recurrence of maintenance. Long
life of the panels will definitely attract the investors and users. It is claimed that
solar technology is maintenance free, but the factors like dust accumulation, bird
dejection, or piling of leaves from tree on solar panels drop down the performance
efficiency up to 50%. Solar panels require a high maintenance such as washing them
with filtered water to avoid water patches on the panels and rusting in the aluminum
structures. The solution to the above catch is by covering the panels with an industry
processed translucent indium tin oxide electrodes (self-dustingMartian technology).
Power grid integration facesmany difficulties. There is a need of tremendous in-depth
research and development of a solar technologywhichwill tolerate and sustain Indian
dynamic environment. A product which is developed with the collaborative efforts
of scientists, industry, and society is sustainable in long term. The only way out from
the emission of greenhouse and toxic gases in the environment is the more and more
usage of solar technology (Yaduvir Singh and Nitai Pal 2020).

Energy has a noteworthy role in economic, national equity and improving quality
of life. Reducing fuel resources and the high risk of associated pollution have neces-
sitated the consideration of other renewable and renewable resources. Due to the
development andneed for non-conventional energy sources, like solar orwind energy,
tidal, wave energy, etc., are gaining popularity. Both the government and the central
government of India have also supported research on solar photovoltaic power over
the past decade. The current study discusses non-conventional energy and tends to
solar photovoltaic energy trends in India as well as comparative studies of current
and future developments. This chapter also reviews the policies and promotional
measures taken by the Indian government. Finally, this review chapter will help
identify current trends, challenges, and barriers to better planning and management
in establishing and implementing other energy resources (Bhatt and Jani 2019).

37.9 Case Studies and Analysis

Production, distribution, and use of power include various employees at different
levels of management. Permitting easy-to-use, dependable, well organized, prompt,
and smooth communication to sensitive facts and figures for all such employees is a
highly desirable characteristics and a Smart City measure.

In the current scenario, most of the cities are developing e-Governance to improve
state services and to improve citizens. Gandhinagar already exists as an Indian city
taking the lead in the use of high-tech communications technology and thus modi-
fying itself into Smart City. In the past Gandhinagar has often experienced power
outages and declining demand for energy which has caused not only disruption, but
also leading to significant job losses and product losses and turbulent situations.
A network that promotes citizen participation has played a major role in making
Gandhinagar a world-class city which is alive and well today (Khan and Rana 2019).
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Current research shows technical testing and the saving of a 100 kW frame on
the corresponding table roof based on operational efficiency by the homer system.
Both annual vigor is done and system devouring is resolved. Examination of a PV-
matched PV frame includes Current Temporary Theme Cost, Estimated Energy Cost
(Rs/kWh), sustainability rate energy (solar energy) used in construction, lowering
the cost of bills for this presentation parameters (Behura et al. 2021).

Solar home lighting systems (SHLS) are categorized under decentralized energy
systems. They can be treated as an replacing option to grid extension or as a
supplement to grid-provided power. SHLS is the best alternative for rural areas.

The characteristic of any solar PVsystem is that it does not supply consistent power
throughout the day when sun moves from east to west. The power which is gained
from sunlight requires an efficient management for its fullest possible utilization.
In addition, the energy generated from the solar panels needs to be utilized directly
either to the load or transferred to the storage device like battery. It is very important
to match the source and the sink energy capacities in a PV system.

37.9.1 Solar Home Lighting System (SHLS)

The SHLS has been designed keeping in view the objective of rural electrification.
Generally, it consists of lighting and fan either DC or AC type with/without inverter.
The SHLS consists of the following types.

(a) White LED-based SHLS

It is a solid-state gadget, and it emits light due to electric current. It can also be used
to operate a small DC fan or a 12-V DC television and so also W-LED Lamps.

(b) CFL-based solar home lighting system

In this SHLS, W-LED is replaced with CFL. Performance specifications of a CFL-
based SHLS are given in Table 37.5.

(c) LED-based solar lantern

This is useful for either all types of lighting areas including indoor or outdoor,
covering a full range of circular illumination around it. Its luminary consists of
W-LED.

Performance specifications of a W-LED light source-based solar lantern system
are given in Table 37.6.

(d) CFL-based solar lantern

In this lantern, W-LED is replaced with CFL.
Performance specifications of a CFL light source-based solar lantern system are

given in Table 37.7.
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Table 37.5 Performance specifications of a CFL-based SHLS

Accessories Specification

PV module 18–74 W peak under STC

Battery Lead acid sealed maintenance free, lead acid tubular flooded or Gel/VRLA
or NiMH or lithium-ion

Light source 9–11 W CFL

Mounting of light Wall or ceiling

Electronics Min 85% efficiency

Inverter Quasi sine wave or sine wave type

Average duty cycle 5 h a day under average daily solar radiation of 5.5 kWh/m2 on a horizontal
surface

Autonomy 3 days or minimum 15 operating hours per permissible discharge

Table 37.6 Performance specifications of a W-LED-based solar lantern

Accessories Specification

PV module 5 Wp under STC

Battery Sealed maintenance free (SMF) lead acid battery or NiMH battery or
lithium ion battery

Light source W-LED luminary, dispersed beam, soothing to eyes with the use of
proper optics

Mounting of light Wall or ceiling

Electronics Approximately 85%

Average duty cycle 4 h a day under average daily solar radiation of 5.5 kWh/m2 on a
horizontal surface

Autonomy Minimum of 3 days or 12 operating hours per permissible discharge

Table 37.7 Performance specifications of a CFL-based solar lantern

Accessories Specification

PV module 10 Wp under STC

Battery Sealed maintenance free (SMF) lead acid battery or NiMH battery or
lithium ion battery

Light source 7 W CFL luminary with 4 pins only along with proper pre-heating
circuit

Electronics Approximately 85%

Average duty cycle 4 h a day under average daily solar radiation of 5.5 kWh/m2 on a
horizontal surface

Autonomy Minimum of 3 days or 12 operating hours per permissible discharge
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37.10 Conclusion

The rising demand for energy supplies worldwide has led to the acquisition of
another source of energy other than conventional sources. Solar radiation is abun-
dant and sought after as a useful source of energy for developing nations such as
India. Although PV energy is a fruitful source of energy, it is at the forefront of
the PV sector with proper research and development and the efficient use of energy
conversion. The Indian government has introduced various goals and initiatives to
disseminate greater PV energy in the nation. Also, the success of various projects
and various programs implemented by the Indian Government such as JNNSM in
2009, in the use of PV energy as a source of renewable energy has earned India
a reputation and global reputation. However, it still has to maintain a steady pace.
The Indian government still faces major challenges in giving solar energy a key role
in generating electricity. If India wants its renewable energy goals to be achieved
successfully in its time, it must be more involved in the country’s ability to turn its
environment into its own.
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