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Preface

This Springer LNNS volume contains the papers presented at the 2nd International
Conference on Machine Learning, Internet of Things and Big Data (ICMIB-2021)
held during December 18 to 20, 2021, organized by Indira Gandhi Institute of Tech-
nology (IGIT), Sarang, Odisha, India. The pandemic threw a lot of challenges at us,
and no words of appreciation are enough for the organizing committee who could
still pull it off successfully.

The conference draws some excellent technical keynote talks and papers. Two
tutorial talks by Prof. Bibhudatta Sahoo, NIT Rourkela, and Prof. Nagender Kumar
Suryadevara,University ofHyderabad, India,were conducted onDecember 18, 2021.
The overwhelming response for the tutorial talks is worth mentioning. Apart from
the tutorial sessions, five keynote talks by Prof. Lalit Mohan Patnaik (National Insti-
tute of Advanced Studies and Indian Institute of Science, Bangalore, India), Prof.
Mufti Mahmud (Nottingham Trent University, UK), Prof. Amit Mishra (University
of Cape Town, South Africa), Dr. Tinku Acharya (IEEE Fellow) from Videonetics,
Dr. Sahasranamam Subramanian (Semic RF, Germany, and GAPVC, Global Asia
Partners) are delivered.We are grateful to all the speakers for accepting our invitation
and sparing their time to deliver the talks.

For the conference, in spite of the adverse situation and lockdown throughout the
world, we received 167 full paper submissions and we accepted only 59 papers. The
contributing authors are from different parts of the globe that includes USA, Iceland,
Saudi Arabia, Malaysia, Algeria, Pakistan, Papua New Guinea, and India. All the
papers are reviewed by at least three independent reviewers and in some cases by as
many as five reviewers. All the papers are also checked for plagiarism and similarity
score. It was really a tough job for us to select the best papers out of so many good
papers for presentation in the conference. We had to do this unpleasant task, keeping
Springer guidelines and approval conditions in view. We take this opportunity to
thank all the authors for their excellent work and also the reviewers who have done
an excellent job.

On behalf of the technical committee, we are indebted to Prof. L. M. Patnaik,
General Chair of the Conference, for his timely and valuable advice. We cannot

xv



xvi Preface

imagine the conference without his active support at all the crossroads of decision-
making process. The management of the host institute, particularly Director Prof.
Satyabrata Mohanta; HOD, CSEA, Prof. (Mrs.) Sasmita Mishra; Organizing Chair
and Convenor Prof. Srinivas Sethi; and Organizing Chair Prof. S. N. Mishra, has
extended all possible support for the smooth conduct of the conference. Our sincere
thanks to all of them.

We would also like to place on record our thanks to all the keynote speakers,
tutorial speakers, reviewers, session chairs, authors, technical program committee
members, various chairs to handle finance, accommodation, and publicity and above
all to several volunteers.

Our sincere thanks to all press, print, and electronic media for their excellent
coverage of this conference.

We are also thankful to Springer Nature publication house for agreeing to publish
the accepted papers in their Lecture Notes in Networks and Systems (LNNS) series.

Please take care of yourself and your loved ones and stay safe.

Hyderabad, India
Sarang, India
Kuopio, Finland
December 2021

Dr. Siba K. Udgata
Dr. Srinivas Sethi
Dr. Xiao-Zhi Gao
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GKEAE: Group Key Exchange
and Authentication with ECC in Internet
of Things

M. G. Padmashree, Mallikarjun, J. S. Arunalatha, and K. R. Venugopal

Abstract The Internet of things (IoT) is composed of smart devices that collaborate
to provide complex services. The security providers forcefully reorganize existing
capabilities to address IoT security risks. The sensor deployment in deregulated con-
text and heterogeneous devices, applications, and communication models compli-
cates the decryption of devices and broaden the opening for an intruder. An authentic
device deliversmalicious datawhen an adversary controls its logical or actual context.
The proposed GroupKey Exchange andAuthentication with Elliptic Curve Cryptog-
raphy (ECC) in the Internet of things achieve secure key distribution and enhances
security. The IoT device authentication uses ECC when an IoT device enters or exits
the group. The serviceability of IoT devices increases by integrating access authen-
tication and data transmission. The GKEAE achieves a lower computation time of
the group key distribution than the fast authentication scheme.

Keywords Authentication · Elliptic curve cryptography · Group key distribution ·
Group key management · Internet of things · Re-keying

1 Introduction

Internet of things (IoT) is a breakthrough technological innovation in information
and communication technology (ICT) [17]. It extends the preexisting whenever-
wherever to connect whatever concept. According to various information technol-
ogy industries, there is a swift movement toward the practical implementation of
IoT. IoT includes things and communication networks. The primary function of
the IoT devices, directly and indirectly, associates with ICT, e.g., microwave oven.
The communication networks identify, resolve, and integrate the things that capture
the process and learn the data. In the IoT, interconnected devices share informa-
tion and resources to accomplish a specific functionality [16]. The heterogeneity of
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IoT devices and technology improves the efficiency of applications, maximizing the
benefits for the user. Adopting new technology must take into account the new and
challenging elements involved. The increasing progress of the IoT needs to address
deployment-related security issues.

In a group interaction framework, devices generate and deliver messages to all
the group nodes via., broadcasting or multicasting to increase efficiency. In IoT, the
applications with data sharing, interaction, storage, and device-to-device messaging
necessitate multicasting data. Group communication security provides confidential-
ity, authentication, and trustworthiness of the inter-group data using suitable cryp-
tographic algorithms without disturbing the multicast data flow. An efficient and
scalable security achievement is hard to develop as devices enter and exit the group.

Various devices consistently attempt to contact the IoTdevices, indicating usage of
device power even on inactive core functionality. Therefore, billions of these devices
are concerned about backup energy overhead, despite the low power requirements of
the individual devices. However, authenticating individual IoT devices demands an
extended computation cost as the system consists of ample devices. Group authenti-
cation allows all users to authenticate simultaneously. Public key cryptography is an
approach of assurance to overcome data privacy issues [20]. But standard algorithms
are complex and hence cannot incorporate in IoT applications [1]. A trusted authority
[22] using the extended Euclidean algorithm manages the groups and generates the
group keys [12]. Asymmetric univariate/bivariate polynomial token and exclusive-
OR encryption provide authentication in the group [4]. The security using elliptic
curve cryptography (ECC) is higher than RSA since none of the competent algo-
rithms breaks the discrete logarithm problem in polynomial time [19]. ECC requires
12 times smaller secret keys for the same security level with reduced processing time
and storage.

Motivation: A membership modification must follow a pre-shared cryptographic
key updation to avoid accessing further group data by the exited device [21] and past
communications are inaccessible to exited devices. Group communication using
asymmetric cryptographic encryption achieves mutual authentication, integrity, and
confidentiality, andmulticast symmetric cryptographic data encryption provides scal-
ability, reducing complexity [3]. The group members share the symmetric group key
among them. Group Key Exchange and Authentication with ECC (GKEAE) authen-
ticate IoT devices to transmit by secure group key.
Contributions: The primary contributions in the proposed Group Key Exchange and
Authentication with ECC in the Internet of things are:

(i) Providing secure key distribution and enhancing security by authentication on
device entry or exit to the group.

(ii) Decreasing the computation time of inter- and intra-group key distribution using
ECC integrating access authentication and data transmission.

Organization: The paper is structured as follows: Sect. 2 summarizes the related
works of the Group Key Exchange and Authentication in IoT, Sect. 3 abstracts
the background work. Section4 describes the proposed Group Key Exchange and
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Authentication with ECC for securing data communication in IoT. Section5 presents
the performance analysis of the proposed GKEAE. Section6 consolidates the work
with the conclusions.

2 Related Works

Group authentication with a fault tolerance scheme provides scalability [5] using
Steiner Oval Combinatorics. IoT devices perform appropriately in the absence of
few group members allowing inter-group key sharing. The fault tolerance relies on
the threshold, i.e., the several group elements [6] are flexible, scalable, and resilient.
Zhang et al. [23] introduced a cross-layer authentication framework to achieve earlier
and accurate authentication dynamically. Multiple attributed physical layer authen-
tication (PLA) provides authentication with reliability and high accuracy. PLA in
dynamical framework experiences a decline in accuracy; the higher layer authenti-
cation guides PLA to adjust parameters. PLA effectively rectifies the performance
drop, satisfying authenticate accuracy and time in dynamic networks.

An identity-based dynamically authenticating group key agreement scheme [10]
refreshes group keys on association change in one iteration. It is resistant to con-
trolled key attacks providing forward confidentiality. The user messages sent for
authentication are more. Kumar et al., [9] designed a bilinear pair-free group key
distribution using elliptic curve operations, Lagrange interpolation, and bottom-up
access hierarchy. After verifying the predetermined features and not the identity, a
session establisher securely transfers the group key to every genuine member using
polynomial interpolation, elliptic curve scalar point multiplication. It is resilient to
collusion attack due to common polynomial set definition.

Parne et al. [15] designed a group AKA protocol for communication in IoT.
Symmetric key cryptography and cumulative MAC parallelly authenticate group
devices. Protecting symmetric shared key between device and server and ensuring the
confidentiality of device during the authentication solve the unique key problem. The
scheme maintains non-linkage, traceability, and bulk device forward and backward
key secrecy. A session key integrated between the member and the leader secures
the group device communication. The unique identity is pointing to the shared secret
between device and server updated after each successful authentication. A third party
generates the group key and the shared secret. An insecure path between router and
server is ignored.

Mahmood et al. [11] presented distributed multi-party session key agreement
protocol using chaotic map-based Hash and Chebyshev polynomial integrated cryp-
tographic operations. Group head computes and sends polynomial to server. A new
polynomial computation with partial group attributes authenticates the group head.
The server generates and shares the session key with communicating nodes. The
authentication protocols cluster-based [14] use Hashing [8], the inter-network com-
patible [3, 7].
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3 Background Work

The LEACH [18] clustering algorithm distributes group data using local process-
ing with reduced global communication. The random rotation of the group admin
extends the system availability. Each non-Admin node n in a set S acquires a ran-
dom possibility R between 0 and 1. The first node below threshold Tr(n) in an I th
iteration is a group admin given in Eq. (1).

Tr(n) =
{

R
(1−R∗(I mod 1

R ))
if n ∈ S,

0 if n /∈ S

}
(1)

Group admin broadcast messages to all nodes. The nodes inform the group admin to
join its group. Group admin creates a request-based schedule and informs the time
slot for transmission from the node.

The group cardinality influences the protocol performance that is inversely propor-
tional to the range to be covered, i.e., few nodes far from admin and consumes more
energy. The group admin and the router communication increases the transmission
cost [2, 14].

3.1 Problem Statement

For a set of given IoT devices, to design a Group Key Exchange and Authentication
scheme for IoT applications, the objectives of the proposed GKEAE work are:

(i) To enhance security by secure key distribution and authentication on device entry
or exit to the group.

(ii) To extend serviceability by decreasing the computation time of inter- and intra-
group key distribution using ECC integrating access authentication and data
transmission.

4 The Proposed Group Key Exchange and Authentication
with ECC in Internet of Things

TheGroupKey Exchange andAuthentication in IoTwith elliptic curve cryptography
is proposed to ensure secure data communication.
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4.1 System Architecture

The architecture of Group Key Exchange and Authentication with ECC is shown
in Fig. 1. Sending and receiving group members effectively encrypt and decrypt
the message using elliptic curve cryptography. The nodes cluster into groups in the
network. Each group consists of a group admin. The group admin comprises more
computation power compared to other nodes in the group. The group admin is used for
inter-group communication to efficiently make the overall network energy efficient
and use the energy of each node.

4.2 System Block

The block diagram of the Group Key Exchange and Authentication with ECC
(GKEAE) is given in the following Fig. 2.

The system initialization module configures the elliptic curve parameters. The
groupkey exchangemodule generates the groupkey involving a set of groupmembers
and distributes among them. The authentication of the devices via the group admin
by the server secures and enhances data transmission.

4.3 The Proposed Algorithm

The proposed GroupKey Exchange andAuthentication with ECC (GKEAE) ensures
secure IoT data communication.
Initialization: IoTdevices register to the group registered to the server via the gateway
using the LEACH threshold given in Eq. (1) and forms the group using the threshold

Fig. 1 Architecture of the
proposed GKEAE
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Fig. 2 Architecture of the
proposed GKEAE

given in Eq. (2) for the node Di node where Dir is the success probability to be a
group admin in j th iteration.

DiTr = Dir
(1 − Dir ∗ ( j mod 1

Dir
))

(2)

The system parameters of ECC configure for an authentication process.

Group Key Exchange:Group admin sends the Seed Key K0grp = dG to neighboring
group member. Every group member Di computes Kipvt and sends it to the neighbor
device. Group admin generates a Group Initialization Key, K0Intrcd = dG. D1 gen-
erates a Private Key a, K1pvt and computes Public Key K1grp = aG. D2 generates a
Private Key b, K2pvt and computes Public Key K2grp = bG. D3 generates a Private
Key c, K3pvt and computes Public Key K3grp = cG. The devicesmulticast the public
keys within the group given in Eq. (3)

∀n
i=1Kigrp → ∀n

j=1, j !=i D j (3)

Group admin shares K0Intrcd = dG to D3. D1 computes K01Intrcd = cdG and
sends to D2. D2 computes K012Intrcd = bcdG and sends to D3. D3 computes
K0123Intrcd = abcdG [13] and sends to group admin. Group key generating Devices
Di , for i = 1 to n, forwards the intercede keys to the next device which is in Eq. (4).

∀n
i=1KiIntrcd → Di+1 (4)

Group admin receives the Key abcdG. Group admin updates the Group Key
Kgrp = dabcdG in Eq. (5) for j = i − 1 and n + 1th device is the Admin.

∀n
i=1Ki jIntrcd = d�Kipvt K jIntrcd (5)
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Authentication andDataTransmission: The group admin authenticates the IoTdevice
via the server. The authenticated sending IoT device encrypts the data using Group
Key Kgrp = Kn0Intrcd. The authenticated receiving IoT fevicewith Kn0Intrcd decrypts
data to complete the data communication.

The steps involved in Group Key Exchange and Authentication with ECC
(GKEAE) are given in Algorithm 1 that includes initialization (Steps 1–3), group
key exchange (Step 4–13), authentication and data transmission (Step 14–21).

Algorithm 1 GK EAE ; Group Key Exchange and Authentication with ECC
Input: Set of Devices
Output: Secure Data Communication with Authentication
Group formation by LEACH algorithm using Eqs. (1) and (2)
IoT devices register to the Group registered to the Server via the Gateway
Initialize the System Parameters of Elliptic Curve Cryptography
repeat
Group Admin sends the Seed Key K0Intrcd to neighboring Group Member
for all Di in Group Members do
Compute KiIntrcd and send to neighbor device using Eq. (4)

end for
Group Admin updates Group Key Kgrp = Kn0Intrcd using Eq. (5)
if new IoT Device Enters/Exits the Group then
ReKeying Triggered by Group Admin and Distributed along with the new / remaining IoT
Device

end if
until all Groups obtain the Group Keys
The Group Admin Authenticates the IoT device with ECC Key via the Server
if valid then
Sending IoT device Encrypts the data using Group Key Kgrp

end if
The Group Admin Authenticates the IoT device via the Server.
if valid then
Receiving IoT Device with Group Key Kgrp Decrypts data.

end if

5 Performance Analysis

The proposed GKEAE for secure IoT device communication is implemented using
Java. The performance of GKEAE is compared with the fast authentication scheme
(FAS) [3]. GKEAE simplifies the authentication process and alleviates the network
load, ensures a fast protective barrier viz., anonymousness and non-repudiation. The
proposed GKEAE can resist various security attacks efficiently.
Computation Time:The computation time ofGKEAE is comparedwith FASwhich is
shown in Figs. 3 and 4.GKEAE takes 51ms for computation time,whereas FAS takes
945.36ms for 100nodes.With agroup size of 5,GKEAE takes 98ms for computation,
whereas FAS takes 976.48ms. In a group size of 10, GKEAE takes 152ms for
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Fig. 3 Computation time of GKEAE (m = 5)
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Fig. 4 Computation time of the proposed GKEAE (m = 10)

computation time, whereas FAS takes 1015.38ms. The reduction in computation
time is the result of ECC use for authentication. The approximate computation time
is given by Eq. (6) for n nodes and m group size.

3nm

250
+ 11n

25
+ 10m − 3 (6)
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GKEAE provides robust protection with ideal efficiency for IoT applications. The
intra- and inter-group systems allow the nodes to transmit data, reducing transmission
time with less hop count. GKEAE shows five times decrease in the computation time
compared to the FAS due to ECC integrated access and authentication. Large groups
require large bandwidth because passing around partial keys in the intermediate
rounds of computation.
Security Analysis: The subexponential algorithms for factoring and only fully expo-
nential algorithms for ECC provide smaller bit lengths to achieve higher security
level. Each group establishes a group key in the combined sequential ECDH and
gradually build up the shared key by multiplying in the secret keys sequentially
across multi-rounds. The group admin updates the keys on group cardinality varia-
tion for security concerns viz.,MiTM, replay, and DoS attacks.

6 Conclusions

The Internet of things (IoT) identifies and communicates with smart devices. The
scope of IoT applications is extensive and accordingly connects a large set of devices.
These devices can smartly performaggregate, evaluate, anddeterminewithout human
interference where security is the primary requisite; specifically, authentication is
the requirement to overcome the exposure of a device in the IoT environment. The
proposed GKEAE enhances security and extends the serviceability of IoT devices
using secure group key distribution and authentication when an IoT device enters
or exits the Group. The computation time key distribution using ECC integrating
access authentication and data transmission is five times less compared to the fast
authentication scheme. The use of edge servers in preference to the group admin
computation can increase the network performance.
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Abstract PIDA regulator manages automatic generation control of power installa-
tion. In addition, in the affectability examination, the system limits, burden and the
region of disturbance are changed, and the results are taken apart. PIDA is introduced
to fulfill details for transient and consistent state reaction of a third request control
framework. The proposed controller design techniques are also employed for control-
ling AC motor system models. In the proportional controller, rectification is applied
to the controlled variable which is relative to the distinction between the ideal worth
and estimated esteem. The integral controller can eliminate the steady-state error.
The subordinate regulator detects the pace of progress of the blunder signal. Speed
increase regulator is a high request control alternative that adds high request gains
to the position control calculation. The presentation from the affectability evaluation
appropriateness of hSGA/PS tuned PIDA regulator on AGC of the power structure.
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1 Introduction

In three locale organizations, units of the individual region are compared with the
different regions by techniques for power lines. An exertion is always made for the
development of the PIDA regulator with AGC for which it is adjusted by hSGA/PS
strategy [1–3]. An example of search is utilized to the unavoidable results of SGA
adjusted PIDA respects. Thus, warm arrangement of various cutoff focuses with
nonlinearity is always considered for appraisal. Finally, to favor the sufficiency of the
presented arrangement approach, affectability assessment is done under contrasted
system limits and the working weight. The amendment is applied to the controlled
variable which is corresponding to the contrast between the ideal worth and esti-
mated esteem. An integral controller can eliminate the steady-state error that occurs
with a proportional controller [4–6]. The regulator detects the pace of progress of
blunder signal and contributes a segment of the yield signal that is corresponding
to a subordinate of the mistake signal. It is a high request control choice that adds
high request gains to the position control calculation. Power framework security is
improved by utilizing a programmed voltage controller to change the voltage of the
terminal of the coordinated generator. PIDA and PID regulators are utilized in AVR
for excitation control. PIDA regulator is superior to PID regulator [7–9].

2 System Analysis and Objective Function

In Fig. 1, a three-region structure is shown in which three warm units of different

Fig. 1 Three region tests
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requirements of each area are displayed below. The design of PIDA regulator is
shown in Fig. 2 [10, 11].

The target work is given by

J = ITAE =
tsim∫

0

(|�Fi | + |�PTie−i |) · t · dt (1)

where tsim is the simulation time,�Fi=deviation in frequency, and�Ptie=deviation
in tie-line power.

In PID controller, Kp reduces time rise, K i improves steady-state error, and Kd

improves stability margin and reduces overshoot.
The Laplace function PID controller is given by

G(s) = Kp + Ki/s + KdS (2)

In PIDA, regulator is the same as the PID regulator, yet it has one extra increase
boundary which is speed increase acquire (KA) as it is the third request framework
and expansion channel component for improvement of steadiness. PIDA controller
is expressed below

G(S) = Kp + Ki/s + KdS/(S + d) + KaS
2/(S + d)(S + e) (3)

So, d and e are filter elements.

Fig. 2 Shape of PIDA
controller
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3 Search Group Algorithm

Different steps of SGA are explained as follows.

3.1 Beginning Population

It is given by

Pi j = X j
min + (

X j
max − X j

min
)
U (0, 1)

where j = 1,… n and i = 1,… npop.

Pij is jth parameter of ith individual population P, and Xj
min and Xj

max are minimum
and maximum limits.

3.2 Initial Search Bunch Choice

Every individual populace’s targeted work is resolved, and from population P, a
pursuit bunch R is focused.

3.3 Change of the Search Bunch

Xj
mut = E[Rj] + t e σ [Rj] for j = 1, … n, so Xj

mut is mutated individual of jth
parameter and t = control parameter, e = random number, E = mean operator, σ
= standard deviation, and Rj = jth row of R.

3.4 Formation of Groups of Individual Hunt Bunch Part

X j
new = Ri j + αe for j = 1, . . . n.

So, perturbation size is controlled by α.

αk+1 = b αk

Here, b is a parameter.
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3.5 Plan for New Bunch

itmax iterations, best part fromevery family, are considered to formnewpursuit bunch.
When the emphasis number is more prominent, then new inquiry bunch is made by
taking fittest focuses from every one of the families.

4 Pattern Search

Pattern search calculation equivalent to string looking through calculation is also
known as direct search. Target capacities are figured at network focuses in the
grouping it has beenmade. The example inquiry improvement routine is a subordinate
free advancement strategy that is appropriate to tackle an assortment of streamlining
issues. The example search calculation continues by registering a grouping of focuses
that could conceivable provide ways to deal with the ideal point. The example search
starts at the underlying point X0 that is given as a beginning stage by the client
[12, 13].

The example search calculation continues by processing an arrangement of
focuses that might possible provide ways to deal with the ideal point. The calcu-
lation begins by building up a bunch of focuses called network. The model inquiry
starts at the initial point X0 that is mentioned as an early phase by client. At the main
accentuation, with a scalar equal to 1 called network size, the model vectors are
worked as [−1 0], [0 −1], [1 0] and [0 1], and they may be called as course vectors.
The example search calculation stops when any of the accompanying conditions
happens.

1. The cross-section size is not as much as lattice resilience.
2. The quantity of emphases performed by the calculation arrives at the worth of

max. iteration.
3. The all-out number of target work evolutions performed by the calculation

arrives at the worth of max work assessments.
4. The adjustment of the target work from one fruitful survey to next effective

survey is not exactly the target work resistance.

5 Analysis of Result

The best interesting execution is refined of hSGA/PS adjusted PIDA controller, basic
improvement is seen with stated SGA adjusted PIDA regulator than SGA stream-
lined PID regulator, and additionally, SGA improved PID regulator gives supported
reaction over FA refreshed PID regulator. The frame structure implementation for
a concurrent 10% advancement inconvenience arrangement in regions 1 and 2 with
hSGA/PS adjusted PIDA regulator limits under structure cutoff points and works on
weight condition groups are introduced here [14–20] (Fig. 3).
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6 Conclusion

SGA utilizes throughout here to upgrade the PIDA/PID regulators using ITAE target
limits. By then, PIDA regulators are adjusted by SGA, and the outcome uncovers
that SGA improved PIDA regulator. To abuse region, search limits of model inquiry,
pattern search is utilized to adjust the PIDA regulator limit.

The advantages of hSGA/PS adjusted PIDA regulator over SGA adjusted PIDA
regulator, SGA adjusted PID regulator and FA adjusted PID regulator are demon-
strated. The suggested hSGA/PS-based PIDA regulator gives improved execution
that showed up diversely according to SGA adjusted PIDA regulator.
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Synchronization and Its Use
in Communication Network
with Frequency Control
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and Madhab Chandra Das

Abstract In this paper, another fragmentary request turbulent framework containing
a few nonlinearity terms is presented. This new framework can energize stowed
away turbulent attractors or self-invigorated tumultuous attractors relying upon the
picked framework boundaries or its part request. A few elements of this new frame-
work, like tumultuous attractors, harmony focuses, are examined logically andmath-
ematically. Then, at that point, versatile control laws are created for accomplishing
confusion synchronization of two indistinguishable new frameworks with dubious
boundaries: one of these two new indistinguishable frameworks is the expert and the
other is the slave. Moreover, in disarray application fields, these expert and slave
synchronized frameworks are applied in secure correspondence to go about as trans-
mitter and beneficiary individually. Mathematical test outcomes showed the chance
of utilizing this proposed fragmentary request tumultuous framework in high-security
correspondences.
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1 Introduction

Recent research has concentrated on chaotic systemswith hidden attractors. It is very
important in many application fields of science such as induction motors for drilling,
bridge wings design and secure communication schemes [1, 2]. It exhibits more
complex dynamical behaviour than their integer analogues and thus plays an impor-
tant role in fields of secure communication applications and high-level cryptography.
Also, however the fractional order (q) of the system can be changed in (0, 1) range
that gives an additional system parameter as well as the original system parameters
[3, 4]. Through the development and applications of chaos theory, many fractional-
orders chaotic systems have been introduced, such as fractional-order Lorenz system,
fractional-order Chen system, fractional-order Liu chaotic system, fractional-order
financial systems and various other systems [5, 6]. Various regulators such as sliding
mode control, adaptive control, active control, passive control, impulsive control
and so on as in [7, 8]. In the secure communication application field, the synchro-
nization is achieved between two chaotic systems: the first one is a master and the
second response one is a slave, where themaster presents the transmitter side, and the
slave acts the receiver side. The researchers employed many fractional-order chaotic
systems, and they used in secure communication and encryption [9, 10]. As the new
system is being used in a secure communication system, an adaptive synchronization
mechanism has been established between two identical new systems, one of which
is acting as the master (transmitter) and the other as the slave (receiver) [11–13]. Our
work, tests and results were verified by using the MATLAB platform.

2 New Fractional-Order Chaotic System

It is a special form of the nonlinear chaotic systems; in addition, this form of system
has the basic characteristics of an integer order chaotic system, and it also has other
characteristics such as extra complexity and comfortable behaviour.

The proposed two quadratic nonlinearity terms are described by dynamics Eq. (1).

dq x

dtq
= z + xy; d

q y

dtq
= a − bz − x2; d

q z

dtq
= −x + cy (1)

where x, y and z are the variables, a is the system positive parameter, b and c are the
system positive (also, they can be zero) parameters, and q is the fractional derivative
order.By considering the parameter (a=1), thefixed (equilibrium) points and chaotic
attractors are investigated for the suggested system. By solving the following Eq. (2),
the equilibrium points (equilibria) of system (1) can be determined.

z + xy = 0; a − bz − x2 = 0;−x + cy = 0 (2)
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This results in the equilibrium points of system (1) as.

x = ±
√

−a

((b/a) − 1)
; y = 1

c
x; z = −1

c
x2 (3)

It clear that there are two cases for the solutions of Eq. (2).

Case1: Hidden attractors: When (b/c) ≥ 1, that gives two states in the solution
of Eq. (3), the first state, if b > c, yields the solution of Eq. (3) as x2 = –Real,
therefore, there are no equilibrium points in this state. The second state, b = c
or/and c = 0, leads to contradiction in the solution of Eq. (3); i.e., Eq. (3) has no
solution. It is easy to demonstrate that the system (1) has no equilibrium points in
such cases. Therefore, in this case, hidden attractors are excited. The corresponding
hidden attractor projections are shown in Fig. 1.

Case2: Self-excited attractor: When (b/c) < 1, the fractional chaotic system (3) has
two equilibrium points.

E1,2 =
(

±
√

−a

((b/a) − 1)
,±1

c

√
−a

((b/a) − 1)
,−1

c

( −a

((b/a) − 1)

)

The corresponding Jacobian matrix of the fixed points is obtained as follows.

JE1,2 =

⎡
⎢⎢⎣

± 1
c

√
−a

((b/a)−1) , ±
√

−a
((b/a)−1) 1

−2
(
±

√
−a

((b/a)−1)

)
0 −b

−1 c 0

⎤
⎥⎥⎦ (4)

For determining the stability of the fixed points, the eigenvalues for the Jacobian
matrix are calculated according to the following equation.

|λI − JE | = 0 (5)

We select the parameters as a= 1, b= 0.05 and c= 0.1, then the equilibriumpoints
are obtained as E1,2 = (±√

2,±10
√
2,−20) and the corresponding eigenvalues as

λ1,2,3 = (13.7781, 0.3903, –0.0263). Thatmeans these fixed points are unstable focus.
With fractional order (q = 0.98) and initial condition as (x0, y0, z0) = (0.1, 0.1, 0.1),
the corresponding self-excited attractor projections are shown in Fig. 2.

3 Synchronization Strategy

In this section, the synchronization for two identical new fractional-order chaotic
systems is considered. A synchronization mechanism has been investigated, so
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Fig. 1 Hidden chaotic attractor phase portraits of system (1) a x–y plane, b x–z plane, c y–z plane
and d x–y–z space

that the slave (response system) trajectories asymptotically match the master (drive
system) trajectories and verify synchronization. In secure communication applica-
tions, chaos synchronization is widely exploited. At the transmitter side, it is a very
secure method to hide information in a chaotic signal resulting in the transmission
of a secure encrypted signal, that is because chaos exhibits special features as time-
based complexity and extreme initial condition sensitivity and unpredictable chaos
behaviour. On the other hand, the original information signal can be retrieved by
using the chaos synchronization technique at the receiver end. With the growth of
research, many control and synchronization mechanisms have been proposed in the
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Fig. 2 Self-excited portraits of system (1); a x–y plane, b x–z plane, c y–z plane and d x–y–z space

chaos field and its applications especially in secure communication schemes. That
is responsible for achieving the synchronization and reducing the synchronization
error as much as possible to be zero with very less time [14–20].
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3.1 Synchronization Controller Design

In this part, two identical new systems based on the Lyapunov method have been
developed, considering the consistent slave–master systems are stated as in Eqs. (10)
and (11), respectively.

dq xm
dtq

= zm + xm ym ; d
q ym
dtq

= 1 − bmzm − xm
2; d

q zm
dtq

= −xm + cm ym (6)

dq xs
dtq

= zs + xs ys + u1; d
q ys
dtq

= 1 − bs (t)zs − xs
2 + u2; d

q zs
dtq

= −xs + cs (t)ys + u3 (7)

In Eq. (11), u1, u2 and u3 present synchronization controllers that need to be
designed. The master–slave synchronization errors are defined as.

ex = xs − xm; ey = ys − ym; ez = zs − zm (8)

Therefore, the dynamic errors are determined as in Eqs. (9)–(11).

dqex
dtq

= ez + yszs − ymzm + u1 (9)

dqey
dtq

= −bs(t)ez − ebzm − xs
2 + xm

2 + u2 (10)

dqez
dtq

= −ex + cs(t)ey + ec ym + u3 (11)

where eb and ec are the master–slave parameter estimation errors as in Eqs. (12) and
(13), respectively.

eb = bs(t) − bm (12)

ec = cs(t) − cm (13)

Therefore, the parameter estimation error can be calculated by.

ėb = ḃs(t); ėc = ċs(t) (14)

Selecting the quadratic positive definite Lyapunov function as that results.

V
(
ex , ey, ez, eb, ec

) = 1

2
(e2x + e2y + e2z + e2b + e2c ) (15)

V̇ = (ex
dqex
dtq

+ ey
dqey
dtq

+ ez
dqez
dtq

+ ebėb + ecėc) (16)
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4 Numerical Simulation Results

These numerical simulations are performed by MATLAB platform. The obtained
synchronized states are shown in Fig. 3. Figure 4 confirms that the synchronization
errors ex, ey and ez converge to zero quicklywith time (in less than 0.3 s). FromFig. 5,
uncertain slave parameter bs(t) and cs(t), are estimated correctly corresponding to
the master parameters bm = 0.4 and cm = 0.4, respectively. The estimation process
is verified rapidly with time.

Fig. 3 State variables
synchronization of systems

Fig. 4 Synchronization
errors evolution ex , ey and ez
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Fig. 5 Slave parameters
estimation bs and cs

5 Application in Secure Communication

It is possible that fractional-order chaotic systems provide more efficient secure
communication when compared with the traditional chaotic systems. It has potential
applications in secure communication field and control processing. In Fig. 6, the
main two parts of the used secure communication system are the transmitter and the
receiver.

Secure communication based on chaos has been applied by many techniques
such as chaotic masking, parameter modulation, inclusion and chaotic shift keying.
Chaotic masking is the most widely used technique and has been used in this paper.
In the chaotic masking technique, the information signal is added to the state output
of the chaotic generator at the transmitter resulting an encrypted signal that well be
fed to the receiver. The information signal should be weaker than the chaotic output
signal by about 20–30 dB which is for hiding the information signal and reaching
the synchronization at the receiver. The information signal m(t) has been added to
the output chaotic state signal (ym) at the transmitter side, as follows in Eq. (17).

s(t) = m(t) + ym(t) (17)

Fig. 6 Block diagram of communication system
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where s(t) is the obtained masked signal that well be supplied to the corresponding
receiver. Thus, the original information Signal m

∧
(t) can be retrieved by subtracting

the output chaotic state signal (ys) from the transmitted signal as in Eq. (18). In the
numerical simulation, the message signal is by Eq. (18):

m(t) = Asin(wt) (18)

where A is the amplitude and w is the radian frequency of the message sinusoidal
wave signal. The obtained numerical simulation results of the chaotic masking for
secure communication are displayed in Fig. 7, where the parameters are selected as
am = as = 1, bm = 0.4, cm = 0.4, bs and cs are estimated corresponding to thematched
bm and cm, respectively, q = 0.98, and the initial conditions are (0.1,0.1,0.1) and
(1,0,−0.5) for themaster and slave, respectively. The retrieved original messagem

∧
(t)

can be obtained according to Eq. (19).

m
∧

(t) = s(t) − ys(t) (19)

Fig. 7 Secure
communication signals; a
The original signal and
recovered signal with A =
0.05 and w = 100 rad/s, b
The original signal and
recovered signal with A =
0.1 and w = 200 rad/s and c
the error difference between
the original and retrieved
signal
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6 Conclusions

The behaviour of dynamics of this proposed system containing the chaotic attrac-
tors, the fixed points and corresponding eigenvalues, the bifurcation diagrams, and
Lyapunov exponent has been considered. Following that, an adaptive synchronization
approachwas developed. This synchronization technique is set up in the centre of two
indistinguishable new frameworks, one of which fills in as the expert and the other
as the slave. The versatile control laws which are for confirming the synchronization
have been inferred dependent on Lyapunov steadiness approach. Correspondingly,
the unsure slave update boundaries are not really settled for assessing these dubious
boundaries. Furthermore, in tumult application field, a solid correspondence plot
was built dependent on the created synchronization method. Based on the obtained
simulation results, the proposed system’s dynamics behaviour is extremely sensi-
tive to initial conditions and small changes in fractional order. Therefore, it has
been determined that the proposed new system is effective to be used in high secure
communications.
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A Comparative Analysis of Weekly Sales
Forecasting Using Regression Techniques

Gopal Behera, Ashutosh Bhoi, and Ashok Kumar Bhoi

Abstract In today’s competitive market, every retail store needs to run its business
successfully. Therefore they need to know the future demand of customers ahead.
So that the retail store can have sufficient stock of their demanding product in their
inventory. However, estimating future sales demand is an important and challenging
task for any retailer store. In this paper, we use regression techniques to tackle such
type of challenging task. Further, we investigate, evaluate, explore the merits and
demerits of different regression-based forecasting techniques to predict weekly sales
of a store. These forecasting techniques include linear, lasso, ridge, random forest,
decision tree, extra tree, and XGBoost regression. Moreover, the effectiveness of the
above models is measured through the performance metrics such as MAE,Weighted
MAE (WMAE), and RMSE on a publicly available dataset. The experimental out-
comes conclude that the random forest technique achieves better results than other
methods.

Keywords Regression · KNN · XGBoost · Sales forecasting · Decision tree ·
Extra tree · Accuracy.

1 Introduction

Forecasting future demand for sales is one of the key aspects for a retailer to make
their business run and grow as well as to maintain a successful business in the long
run [23]. Whereas Ostrow in 2013 [16] shows that the revenue of companies hikes
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by 10% of the total revenue of a company over a year due to accurate forecasting,
Mindykim in 2019 [15] shows that a company’s operation either shrinks or increases
if there is no sales forecasting technique is used by a company. Nowadays, social
platform plays a significant role in the decision-making process [25]. This allows the
retail industry to incorporate advanced technologies in its business. So that it canmake
an accurate prediction of sales. In this way, corporations canmake effective decisions
and maximize their resources. For example, Walmart uses machine learning models
for sales prediction by analyzing historical data. This also reduces uncertainty and
anticipates market changes while influencing investors to act. Over a few decades,
sales forecasting with time series plays a vital role not only in academia but also in
industry. Therefore many researchers have focused their research in this direction
and have developed efficient models to enhance the accuracy of the forecasting
model [1]. However, researchers sometimes used time series forecasting techniques
without understanding the demerits and applicability of each technique [27]. In fact,
using inaccurate prediction techniques in a time series leads to a bad forecast. Hence
researchers or forecasters have to select carefully a suitable prediction technique at
the time of using the time series model [19].

Predictive and data analytic models are generally used to forecast future sales
in sales forecasting. Various classifiers are deployed to forecast sales, such as deci-
sion trees, regression, random forest, K-nearest neighbor, cluster analysis, etc. The
existing literature is unclear about the different regressionmodels and cannot provide
whichmodel can provide better results among all. In this paper, we investigate differ-
ent sales forecasting techniques and help retailers by testing the performance of the
various forecasting techniques based on regression. These techniques that are con-
sidered in this article are elaborated in Sect. 3 are linear regression (LR), KNN, lasso,
ridge, random forest (RF), decision tree (DT), extra tree, and XGBoost regression.
In fact, all these techniques have the capability to handle the trend and seasonality
present in the dataset. The main contributions of this work are outlined as:

• We first analyze the different regression techniques with their pros and cons.
• We have implemented eight regression techniques and made comparisons among
them.

• We have evaluated the above techniques on the real-world dataset and chose the
best technique among all.

The remaining part of the article is structured as: Related work in Sect. 2, and
various regression-based forecast techniques are explained in Sect. 3, respectively.
Section4 elaborates the experimental setup with result analysis. Conclusion with the
future scope is presented in Sect. 5.
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2 Related Work

Over a few decades, ARIMA and HW techniques are commonly used as time series
forecasting techniques.All these techniquesmentioned above candetermine the com-
plex relationship among time series data. However, one stream of literature makes
a comparison among five methods such as HW [4], SARIMA, and KNN regres-
sion techniques [13] for time series forecasting. Comparisons between ARIMA and
state-space models have been discussed in the paper [21] for forecasting women’s
footwear and found that there is no such difference exists in results among thesemod-
els. Au et al. [2] have discussed evolutionary neural networks in the fashion retailing
domain and found that the model produces more accurate predictions than fully
connected networks, also compares the performance evolutionary neural network
with SARIMA. A hybrid model has been proposed by Pan et al. [17] that integrates
empirical decomposition with a neural network (EMD-NN) to predict sales for a
retailer and claimed that EMD-NN produces better performance over classical ANN
and SARIMAmodel when economic conditions are volatile. Refrigerator sales have
been analyzed [9] from a retail store. They found that the model has an advantage
when modeling input data uncertainty over previous studies. Kolassa [14] used pre-
dictive distributions in discrete format for forecasting daily sales of a store and shows
why predictive measures are not suitable for count data. Jiménez et al. [12] imple-
mented a feature selection technique to achieve a better prediction for e-commercial
sales also found out that similar features of the sold products may affect the sales.
Huber and Heiner [11] have discussed the daily demand for product categories of
retailer stores using machine learning. The authors do not consider the new prod-
uct demands and feature importance. Machine learning model such as the XGBoost
technique is used for forecasting the future sales of an outlet like Walmart in [24].
The authors have only compared the XGBoost technique with LR and ridge regres-
sion. Ranjitha and Spandan [22] have developed a predictive model for forecasting
the future sales of Big Mart using Ridge regression, linear regression, polynomial
regression, and XGBoost techniques. Subbareddy et al. [20] have analyzed sales on
black Friday using six machine learning algorithms to obtain the optimum sales.

Regression is an analytical method that can find the relationship between depen-
dent and independent variables and is used in various fields such as economics,
teaching, financing, etc. Linear regression is a single independent variable model
for forecasting the result of the dependent variable. In contrast, multiple regression
has two or more independent variables to produce the result of the dependent vari-
able [13]. Pavlyshenko [18] in 2019 has shown that the utilization of regression
approaches can give more reliable outcomes as opposed to time series techniques.
Hence, sale forecasting is a regression problem rather than a time series problem. To
our knowledge, there are no articles that compare more than five models simultane-
ously. Therefore, in this paper, we analyze all the regression techniques with their
merits and demerits and make a comparison among them to forecast the sales of a
store.
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3 Forecasting Techniques

In this section, we have discussed various forecasting techniques based on regression
and explored their pros and cons.

3.1 Linear Regression (LR)

Linear regression builds [13] a relationship between the dependent variable (Y ) and
independent variable (X) using a regression line. The regression line is defined in
Eq.1.

Y = A + B∗X + E (1)

where A is the intercept, B is the slope of the regression line and E is the error term.
For a given predictor LR is to predict a value for a target variable. To obtain a best-fit
line we need to minimize the sum of the squares as defined in Eq.2.

min
w

‖Xw − y‖22 (2)

Advantages

1. Linear regression is simple and easy to understand among forecast techniques.
2. It provides Interpretability, scientific acceptance, and wide spread availability.

Disadvantages

1. The main disadvantage is that many real-world phenomena do not correspond
to the assumptions of the linear model as they produce a bad result.

3.2 K Nearest Neighbor (KNN) Regression

KNN is a simple forecasting technique [13] which stores all available cases and
predict target case using a similarity score (e.g., distance functions). The distance
can be computed either by using Euclidean, Manhattan, or hamming distance, etc.,
whereas Euclidean distance is a frequently used measure and defined in Eq.3.

d(x, y) =
√∑n

i=1
(xi − yi )2 (3)

Advantages

1. Does not require training period: KNN is sometimes called lazy learner as it
does not learn anything in the training time.
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2. New data can be easily added as KNN does not require training before making
predictions.

Disadvantages

1. KNN does not handle large datasets: The cost of the calculating the distance
between the new point and each given point in the dataset will take more time,
which will degrade the performance.

2. Sensitive to outliers, noisy data, and missing values: KNN is very sensitive to
noise and outliers if present in the data. Therefore outliers need to be removed.

3.3 Ridge Regression (RR)

Ridge regression [18] overcomes the multicollinearity problem that existed in the
least-square estimate and uses l2 regularization to avoid the overfitting. RR reduces
the error by adding bias to produce a better prediction and is defined in Eq.4 for
multiple independent variables.

Y = a + b1x1 + b2x2 · · · + e (4)

This forecasting technique resolves the problem of multicollinearity through shrink-
age parameter λ, as mentioned in Eq.5. Where the equation consists of two compo-
nents, the first one is the lasso and the second component indicates the penalty term,
whereas β represents the regression coefficient.

argmin
β∈R

‖Y − Xβ‖22 + λ ‖β‖22 (5)

Advantages

1. Avoids overfitting: use of regularization makes ridge regression to overcome the
overfitting problem.

2. Ridge regression performs well in cases of large multivariate data with the num-
ber of p > n (predictors > number of observations).

Disadvantages

1. Ridge regression is unable to perform feature selection.
2. There is a trade-off between variance and bias.
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3.4 Lasso (Least Absolute Shrinkage and Selection Operator)
Regression

Lasso is equivalent [18] to RR but uses l1 regularization instead of l2 and adds a
penalty equal to the absolute size of the coefficients. It is able to reduce the variability
and enhance the accuracy of the LRmodel. Lasso regression is defined in Eq.6 which
leads to penalizing values of some parameters that became exactly to zero.

argmin
β∈R

‖y − Xβ‖22 + λ ‖β‖1 (6)

Pros

1. Lasso improves performance over ridge and OLS by penalized regression.
2. Both variable selection and shrinkage are done simultaneously for better fore-

casting.

Cons

1. It selects at most n variables before it saturates.
2. Themodel selected by lasso is not stable. For example, on different bootstrapped

data, the feature selected may be completely different.

3.5 Decision Tree Regression

A decision tree (DT) [3] technique is used as regression when the target variable
is discrete/continuous. This regression technique uses standard deviation or least-
square reduction as a measure to select attributes for the regression tree. The least-
square or standard deviation between two variables is defined in Eq.7.

S(Target,Predictor) =
∑

c∈Predictor
P(c)s(c) (7)

where P(c) : the probability of attribute value c present in predictor and s(c) is the
standard deviation of c.
Advantages

1. DT algorithm requires less effort as compared to other methods for preparing
data during preprocessing.

2. A DT does not require normalization and scaling of data.

Disadvantages

1. A small change in the data causes a significant change in the decision tree
structure, causing DT instability.
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2. Decision tree often takes more time to train the model which makes it relatively
expensive and more complex.

3.6 Random Forest Regression

Random forest (RF) [26] is an ensemble of DT. That is many trees are constructed
in a random way to form an RF. Thus, the tree is built by selecting a sample of rows
and then splitting them into different elements at each node. Every tree makes their
own prediction, and average of all prediction is used to obtain a single result; due to
this, an RF performs better than a single DT.
Advantages

1. RF can be used to handle missing values in the given data also solves the over-
fitting problem.

2. High dimensional data is handled very well in RF.

Disadvantages

1. It is computationally expensive and very difficult to interpret.
2. A large number of trees take ample time which, makes predictions quite slow.

3.7 Extra Tree Regression

The extra tree technique (extremely randomized trees) [10] is an ensemble of DT,
with further randomizing tree building, where each tree is trained using the whole
learning samples instead of bootstrap sample and it selects a cut point randomly
rather than finding an optimal cut point for each K features, chosen randomly at
each node.
Pros

1. Extra tree is worse in case of high dimensional data.
2. Extra tree provides better performance in case of data containing noisy features.

Cons

1. When all the variables are relevant, both methods seem to achieve the same
performance.

3.8 XGBoost Regression

XGBoost is an optimized [5, 7] distributed gradient boosting tree to enhance the
accuracy of trees and is a highly efficient, flexible, and portable gradient boosted tree
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(GBT). XGBoost is based on function approximation by optimizing loss function as
shown in Eq.8. Due to parallelism tree boosting mechanisms like Gradient boost-
ing mechanism (GBM) and gradient boosting decision tree (GBDT), this technique
resolves many problems of data science in a fast and accurate way.

L(t) =
∑n

i=1
l(yi , ŷi

(t−1) + ft (xi )) + ω( ft ) (8)

whereω: regularization termused to avoid overfitting, yi : actual forecasting, ŷi (t−1) is
the predicted value and ft represents the set base learner that is F = { f1, f2, · · · , fm}.
So that the final forecasting is represented as ŷi = ∑m

t=1 ft (xi ).
Pros

1. Extremely fast (parallel computation) and highly efficient.
2. Versatile: That is XGBoost can be used for purpose of regression, classification,

or ranking and does not require feature engineering.

Cons

1. The biggest disadvantage is that XGBoost works only on numeric features.
2. If hyper-parameters are tuned properly then it leads to overfitting.

4 Implementation

We have set up an experiment in Jupyter Notebook environment with python and
used a publicly available dataset for testing the performance of the various models.
Where a brief description of the dataset is discussed in Sect. 4.1.

4.1 Dataset

In this article, we have used the publicly available Walmart1 dataset, which contains
45 stores around the globe. Each store consists of a number of departments as shown
in Table1. In addition, Walmart runs several promotional offers throughout the year.
These offers include prominent holidays, thanksgiving, labor day, the four largest of
which are the Super Bowl, and Christmas.

1 https://www.kaggle.com/c/walmart-recruiting-store-sales-forecasting/data.

https://www.kaggle.com/c/walmart-recruiting-store-sales-forecasting/data
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Table 1 Details of Walmart store dataset

Name of the attribute Description

Store Total 45 store

Type Walmart contains three type of store type such
as A, B, and C

Size Number of product contained in a particular
store(34,000–210,000)

Fuel Price Price of fuel in the particular area

Mark Down 1:5 Indicates offer type or markdown

CPI Weekly Consumer Price Index

Unemployment Unemployment rate in a particular week

Date Observation date

Weekly_Sales Sales record per week

Dept There are 99 departments

IsHoliday Whether week is a Holiday week or not

4.2 Results and Discussion

To measure the performance of the forecasting model we consider the following
performance measure metrics, namely RMSE (root mean square error) [5], MAE
(mean absolute error) [6], and WMAE (weighted MAE) [8]. Smaller the RMSE,
MAE, and WMAE, indicates better forecasting. RMSE is defined in Eq.9.

RMSE =
√

1

N

∑N

i=1
( fi − f̂i )2 (9)

where fi is the actual value, f̂i is the predicted value and N represents a number of
samples. Similarly, Eqs. 10 and 11 denote MAE and WMAE respectively.

MAE = 1

N

N∑
i=1

| fi − f̂i | (10)

WMAE = 1∑
wi

N∑
i=1

wi | fi − f̂i | (11)

where wi : are the weights and wi = 5 if the week is holiday otherwise the wi = 1.
Before testing the model performance, we first analyze the dataset with the help of
Exploratory Data Analysis to see the behavior of the dataset. Figure1a shows that
highest and lowest sales are obtained at store number 10 and 44 respectively. Further,
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Fig. 1 Weekly sales with respect to store and department of Walmart

Fig. 2 Error rate with respect to K and α in KNN and Lasso regression

Fig. 3 Error rate vs maximum_depth and number of leaf on decision tree regression

from Fig. 1b, it is found that sales record of maximum departments is below 200,000
unit.

For evaluation purposes, the dataset is split randomly with training–testing split
with 80:20 ratio, respectively. Then all models are trained on the training set and
validated on testing set to find out the training loss and validation loss of every
model. The error rate with respect to k in KNN regression is found in Fig. 2a, which
indicates that both training and validation errors are low at k = 11. Similarly, Fig. 2b
represents error rate w.r.t α in lasso and ridge regression and found that both training
and validation errors are low at α = 1000.

Whereas Fig. 3 indicates that the errors with respect to maximum depth and num-
ber of leaves in decision tree regression and found that both errors are least for
maximum_depth = 25 and minimum sample leaf =5.

Further both training andvalidation error of random forest, extra tree andXGBoost
regression are shown in Figs. 4, 5 and 6 respectively. Whereas for random forest and
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Fig. 4 Error rate vs maximum_depth and number of estimator on random forest regression

Fig. 5 Error rate versus maximum_depth and number of leaf on extra tree regression

Fig. 6 Error rate versus maximum_depth and number of estimator on XGBoost regression

XGBoost regression both errors are low for maximum_depth = 15 and number of
estimators equal to 20 in XGBoost and for random forest the number estimator is 80
and depth is 35. In the case of the decision tree, both errors are low at depth = 25
and the number of samples leaf is 5. Similarly, for extra tree regression depth is 30
and the minimum samples leaf is 2.

At last, the performance comparison of eight regression models are shown in
Table2 and found that the random forest technique is the best forecasting technique
among the models.
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Table 2 Comparison of performance of Different forecasting techniques.

Forecasting techniques RMSE MAE WMAE

Linear Regression 21772 14614.16 14834.9

KNN Regression 18853.47 11565.47 11887.66

Ridge Regression 21772.41 14613.28 14831.56

Lasso Regression 21774.52 14608.3 14797.6

Decision Tree
Regression

4779.21 1890.89 2123.09

Random Forest
Regression

3870.91 1555.07 1754.91

Extra Tree Regression 4132.88 1619.74 1902.56

XGBoost Regression 5750.72 2632.39 2778.17

5 Conclusion and Future Work

This paper analyzes several regression techniques to tackle the forecasting chal-
lenges. Further, this article presents the weakness and strengths of each technique.
For the evaluation purpose, first, we conduct exploratory data analysis and conclude
that the weekly sales are the highest for store number 14 and low at store number
44. Similarly, weekly sales are influenced by the department. That is most of the
departments have sales below 200,000 units.

Further to know the effectiveness of themodels, we have conducted several exper-
iments and analyzed training and cross-validation errors. It is worth noting that the
training and validation errors are low at k = 11 for KNN, whereas for Lasso, Ridge
regression, the errors are low at α = 1000. In the case of tree-based regression, the
errors are low, when the estimator = 20 and maximum_depth = 15 for XGBoost
and estimator = 80 and maximum_depth = 35 for the random forest, respectively.
Similarly, in the decision tree, the error is low at depth = 30 and estimator = 25.
Moreover, we conclude from the performance metrics that the random forest tech-
nique is the best forecasting technique among all. In the future, we will develop an
optimized forecasting technique and a deep learning technique to enhance forecasting
performance in this domain.
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Complex Network Visualisation Using
JavaScript: A Review

Sumit Dutta and Swarup Roy

Abstract Real-world networks are very complex in nature. Unlike simple graphs,
they follow unconventional topological properties because of which they are treated
as complex networks or graphs. Availability of an effective computing platform for
processing this kind of network is a need these days. Advanced logical inquire about
exercises request overwhelmingutilise ofweb-based technology for covered up infor-
mation disclosure and sharing of graph data. This can be accomplished through the
development of extremely interactive web-enabled complex graph visualisation and
analysis tools. Such platformsmay help in the process, analyse and visualise complex
networks on the web. Modern internet technologies such as HTML5, CSS3, Neo4j,
and robust JavaScript libraries can also be used effectively to tackle large graph
datasets to visualise effectively over the internet. This paper presents an overview of
the highlights of a few openly accessible JavaScript libraries for developing interac-
tiveweb platform for analysing and visualising complex graphs.We also demonstrate
how to implement a few important analysis and visualisation features using one of
the most popular and latest JavaScript libraries, D3.js. We show the use of the R
wrapper package, networkD3, of D3.js to visualise few sample graph properties.

Keywords Complex graph · Visualisation · D3.js · Networkd3 ·
R programming · Graph analysis tool

1 Introduction

Real-life systems are large, complex, dynamic and ubiquitous. For example, WWW,
the internet, wireless networks, supply-chain networks and most predominantly
social [10] and biological networks [1] are the few of many. Often the complex inter-
relationship between different participating entities of the system are represented
mathematically as graph or network [7]. In the context of graph concept, the nodes
in a social network is a collection of members or actors, and edges denote the col-
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laboration or association among themselves [9]. In case of bio-molecular systems,
a complex interaction among macromolecules such as Protein-Protein interaction
(PPI), Genetic regulation, Signalling Pathways, Metabolic activities, Neuronal con-
nectivity within a brain etc. are generally modelled as graph or network. Be that as
it may, such graphs are not straightforward graphs like normal graphs. As a result of
their unconventional topological properties, they are most commonly dealt with as
complex graphs or networks. Unlike conventional graphs, real-world networks are
characterised by non-trivial topological features like degree distributions, clustering
coefficients, degree assortativity or average path length of the network [7].

The human brain has advanced momentous visual handling capabilities to exam-
ine designs and pictures. Accordingly, an interactive visual illustration of complex
information systems is a popular procedure of choice to simplify the interpretation of
information. It is challenging yet of utmost importance to develop a suitable comput-
ing platform for understanding the interaction structure and connectivity dynamics
of any complex network. Complex network visualisation and analysis tools involve
collecting quantitative methods and graphical rendering of the network to unveil net-
work dynamics and functionality. Numerous open-source tools are readily available
for the same,1 with their relative merits and demerits. Development of similar tools
with added features needs effective visualisation and analysis libraries that can easily
be integrated with the new tool to be built. The web platform is the most obvious
choice for the developers due to the ubiquitous accessibility of the platform.

To develop highly interactive web applications, web designers usually prefer to
utilise the power of JavaScript (JS)2 library or framework rather than any other
options. Due to the open-source nature, JavaScript technologies keep on evolving.
For the last decades, JS experienced a significant futuristic advancement towards
handling gigantic scientific knowledge sets to analyse, proffer and visualise on the
web. The open-source JS libraries have completely revolutionised the system by
which we present and visualise data on the web, whether it is scientific or non-
scientific data.

We perform a comprehensive study on various complex network analysis and
visualisation using JS libraries, available freely. We report their comparative fea-
tures that may help developers select a suitable library according to their need. We
demonstrate using one of the popular JS libraries, D3.JS, to implement a few basic
network visualisation features.

2 JavaScript Libraries for Network Visualisation

Here, we discuss a few promising and popular JavaScript libraries that are unre-
servedly accessible and can be used to visualise and handle large complex networks.
A feature-wise comparison among the libraries is also reported. Any of the libraries

1 https://www.kdnuggets.com/2015/06/top-30-social-network-analysis-visualization-tools.html.
2 https://www.javascript.com.

https://www.kdnuggets.com/2015/06/top-30-social-network-analysis-visualization-tools.html
https://www.javascript.com
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could be chosen if it is the best fit for the user’s needs, which necessitate fascinating
interactivity.

D3.js: D3.js 3 is used for data-driven document manipulation [4, 8]. It is intended to
fully exploit the capabilities of modern web requisites such as HTML5, Cascading
Style Sheets (CSS3), and SVG (Scalable Vector Graphics). D3.js is the visualisation
library that replaces Protovis visualisation library [3]. The Stanford Visualization
team at Stanford University created and maintains it. D3.js offers effective anima-
tions, interactions and complicated&dynamic visualisations on theweb.D3.js accen-
tuates the productive control of HTMLelements. It employments pre-built JavaScript
capacities in its bit to choose components, make SVG objects, they can be designed
or transitions and dynamic effects can be added to them. It is also a great library to
use visualisation for complex networks for interactive animation in which user can
handle large networks without any clumsiness of the network.

Cytoscape.js: An open-source project initiated by NRNB (U.S. National Institutes
of Health, National Centre for Research Resources). JavaScript is used to develop
Cytoscape.js [6]. A graph library that are used to analyse and visualise graphs. It’s a
component of the jQuery plugin. Cytoscape Web is the inheritor to Cytoscape.js [6].
Cytoscape.js incorporates all the motions like box choice, coordinated charts„ pinch-
to-zoom, panning, blended charts, and bolster for diverse chart hypothesis client
cases, compound charts, undirected charts, multigraphs. Cytoscape.js could be a
great library, in spite of the fact that new version of it has been released.

Sigma.js [5]: It is yet another open-source JS library developed by Sciences Po
Media Lab. Sigma [5] library is a chart drawing library that provides a simple way
for clients to display graphs on web pages either using HTML5 Canvas or WebGL
(Web Design Library). It allows application builders to combine network visualisa-
tion with content wealthy web platform. Sigma is lightweight, is generally simple
to utilise, can be effectively coordinated into existing web applications, and gives
different built-in highlights, like HTML5 canvas and WebGL renderers. Moreover,
different from general graph visualisation tools displaying large graphs on the web
page, Sigma.js [5] is effective in dynamics graph generation in real-time. It permits
visualising interactive graphs derived from foreign sources such as Gephi [2].

Vis.js: A visualisation library that offers browser integrated dynamic visualisation.
The library is set up in such a way that it can be handy to make use of, manage huge
amounts of dynamic data and allow processing of the information. Almende B.V, a
Dutch research corporation developed and managed the library. The main compo-
nents of Vis.js are DataSet, DataView, Network, Graph2d, Graph3d, and Timeline.
But it fails to handle large networks, which can be a drawback for visualising large
complex networks.

Springy.js: Springy offers aesthetically pleasing graph layout. The purpose of
Springy.js is to provide simple as well as straightforward graph. It offers to deliver

3 https://d3js.org.

https://d3js.org
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relevant graphmanipulation and representation techniques.Moreover it also supports
various rendering engines like Canvas, SVG, WebGL, or even HTML elements.

JointJS.js: It’s another JS framework for visualisation that works with HTML5 and
allows you to interact with diagrams and charts. Static charts, interactive diagrams,
and other types of application builders can all be created using it. When it comes to
model visualisation with interactivity, JointJS makes a difference.

Arbor.js: Arbor is made with the help of web workers thread and jQuery script.
This plugin includes the force-directed version of graph layout, which is fast in
nature. In addition to this, it also offers APIs for graph organisation and handling
screen refreshes. However, it gives freedom to the user for actual screen-drawing.
This implies that the user can integrate Arbor with canvas, SVG, or even positioned
HTML elements as per requirement.

We report synopsis of different graph visualisation JavaScript libraries in Table1.

3 D3—A Preferred Large Graph Visualisation Platform

Large graphs need to be visualised dynamically and interactively so that each node
can be sighted out and its property can be envisaged. Apart from the other visualisa-
tion libraries, D3 is more advantageous to visualise complex graphs. Few key points
are highlighted below.

1. D3.js is open-source, hence source code may be customised or reused according
to the need.

2. D3 works with popular web technologies like HTML, CSS and SVG. No further
technologies are required to work with D3.

3. D3 is flexible and does not offer any specific feature that provide a programmer
complete control over visualisation.

4. It is fast and works well with large networks. It is lightweight and works directly
with different web standards, .

5. It is also suitable for the R programmers too as good R wrapper libraries like
networkD3 are available for the same, which can render and visualise large
complex network more effective way.

Though D3.js suitable to visualise large networks, direct use of D3 JavaScript
library is associated with few implementation-related issues. It is some time not
convenient to use D3.js directly for effective rendering and interactive visualisation
of the large graph.

The networkD3 4 is anR package built on as awrapperwith comprehensive library
of D3.js that makes it easy to visualise large graphs using R code. The htmlwidgets
framework uses d3Network to create D3 network graphs. The htmlwidgets frame-
work immensely simplifies the package’s syntax for exporting the graphs. Further, it

4 https://CRAN.R-project.org/package=networkD3.

https://CRAN.R-project.org/package=networkD3
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has an extra feature to integrate the Viewer pane’s interface with RStudio. It offers a
straightforward way to visualise a large graph without knowing the actual D3 code.
The advantages of using networkD3 over D3.JS are listed below.

• Convenient large input file handling: Though D3 supports JSON format for
convenient storing and transporting data, however, often it has been observed it
is expensive to handle large input network in various other formats that needs to
be converted in JavaScript. This can be solved using R code which supports data
frames. Hence, in networkD3, large input files can efficiently work with the data
frame, and user can modify and work conveniently according to their needs.

• Minimisation of coding: D3 is a huge library. It is often complicated to handle
large network and write complex code for analysing the properties of each node
and visualising them. As networkd3 is a wrapper library, the same visualisation
can be obtained with minimum codes and no knowledge of the actual D3.js library.

• Easy integration with graph analysis libraries: Network analysis is often con-
sidered as an integrated activity with visualisation for large network. D3 is a
visualisation library not for analysis. Often networks are used to visualise the non-
trivial properties or analyse the properties of a network. This helps to examine
the relationship among entities of a network. igraph 5 is an R library for network
analysis that can be integrated with networkD3. It can be used with networkD3 to
analyse a network and can be rendered the network in the web using D3 features.

3.1 Visualising Networks Using NetworkD3:
A Demonstration

The networkD3 package currently supports four types of networks, i. Force-directed
networks, ii. Sankey diagrams, iii. Radial networks, and iv. Dendro networks. Below
we provide sample R code and their outcomes for three of the networks.

SimpleNetwork: Creates very basic simple D3 JavaScript force-directed network
graphs.

# Load package
library(networkD3)

# Create data
src <- c("a", "a", "a", "a", "b", "b", "c", "c", "d")
target <- c("b", "c", "d", "j", "e", "f", "g", "h", "i")
networkData <- data.frame(src, target)

simpleNetwork(networkData) # Visualizing the graph

5 https://igraph.org/.

https://igraph.org/
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ForceNetwork ForceNetwork gives more control over the appearance of force-
directed network, as well as the ability to plot more sophisticated networks.

# Load data
data(Links)
data(Nodes)

# Visualizing the graph
forceNetwork(Links = Links, Nodes = Nodes, Source = "source", Target =
"target", Value = "value", NodeID = "name", Group = "group", opacity =
0.8)

SankeyNetwork The use of Sankey diagram also called as flow diagram shows the
width of the arrows is proportional to the flow rate.

# Visualizing the graph
sankeyNetwork(Links = links, Nodes = nodes, Source = "source",
Target = "target", Value = "value", NodeID = "name", units = "TWh",
fontSize = 12, nodeWidth = 30)

Graph analysis with igraph The pseudocode for betweenness centrality of a net-
work is shown below:

library(igraph)
library(htmlwidgets)
library(networkD3)

data_1 = read.table(file = read_file_path/, sep = ’\t’, header=
TRUE)

bet <- betweenness(net)
data <- igraph_to_networkD3(net)
bet <- as.numeric(bet)

data$nodes$value <- bet
network <- forceNetwork(Links = data$links, Nodes = data$nodes,
Source = "source", fontSize = 100,Target = "target", NodeID =
"value", Group = ’name’, Nodesize ="value", opacity = 0.8,
linkColour = "#000", radiusCalculation =
JS("Math.sqrt(d.nodesize)+6"))

saveNetwork(network,file = ’betweenesnetwork.html’)

We rendered sample network with few annotated centrality and topological anal-
ysis outcomes and presented in the Fig. 1.
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(a) Variable size nodes
according to betweeness
centrality score

(b) Shortest path from
one node to the other

(c) Highlighted Page rank
centrality value of a node

(d) Variable size node ac-
cording to node degree

Fig. 1 Visualisation of simple graph with topological features

4 Conclusion

We presented a comprehensive study on the various JavaScript libraries for visualis-
ing large networks.We highlightedD3.js as one of themost widely used visualisation
libraries. Cytoscape.js is another enriched JS library for complex network visualisa-
tion in life sciences. D3.js is the only JavaScript library available in R. networkD3
is a D3.js based R library that can be used to visualise and analyse large graphs
efficiently and effectively.
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A Novel Optimized Revenue Scheme
in Finite Capacity SLA Aware Service
Model in Fog Computing Environment

S. Panigrahi, Sudhanshu Shekhar Patra, Saeed Al-Amodi,
and Rabindra K. Barik

Abstract Cloud computing is a pay-per-usage service provider offering shared
resources through the Internet. Due to the latency issues, there is a fog layer in
between the IoT devices and the cloud layer. For the fog provider, the major concern
is to retain the impatient customers into the system and simultaneously maintain the
SLA. This paper provides a finite buffer M/M/c/K queueing model through which
the revenue losses being estimated for the fog system and the behavior of the impa-
tient customers are studied. A profit function is suggested through which the loss
incurred due to the system blocking is evaluated. Various performance measures of
the system such as waiting time and loss probability are evaluated. The policy helps
the fog service providers in taking the decision of howmany servers should be active
in the system, and what will be the capacity of the system to generate maximum
profit.

Keywords Fog computing · Queueing model · Profit optimization · Blocking
probability · Abandonment

1 Introduction

Cloud computing is now a widely used computer model because of its scalability,
elasticity, and pay as per usage behavior [1]. Many industries are using the software,
platform, and services frommany cloud providers on pay-per-usage basis. But due to

S. Panigrahi · S. Al-Amodi
School of Computer Engineering, KIIT Deemed to be University, Bhubaneswar, India
e-mail: ctcsunil@gmail.com

S. Al-Amodi
e-mail: mrsaeedamodi@gmail.com

S. S. Patra (B) · R. K. Barik
School of Computer Applications, KIIT Deemed to be University, Bhubaneswar, India
e-mail: sudhanshupatra@gmail.com

R. K. Barik
e-mail: rabindra.mnnit@gmail.com

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
S. K. Udgata et al. (eds.), Intelligent Systems, Lecture Notes in Networks and Systems
431, https://doi.org/10.1007/978-981-19-0901-6_6

55

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-0901-6_6&domain=pdf
mailto:ctcsunil@gmail.com
mailto:mrsaeedamodi@gmail.com
mailto:sudhanshupatra@gmail.com
mailto:rabindra.mnnit@gmail.com
https://doi.org/10.1007/978-981-19-0901-6_6


56 S. Panigrahi et al.

the latency issue, many industrial applications can’t be solved using cloud computing
and so edge computing and fog computing are evolved and growing popularity in
the industry [2]. Before taking the service from the service provider, there will be a
service level agreement (SLA) between the provider and the consumer and signed by
both parties.Quality of Service (QoS) is a SLAnegotiation that specify the customer’s
expectation. Since no system is infinite in buffer capacity, a finite buffer capacity can
be modeled to study the performance of such fog systems [3, 4]. In two situations,
there will be a revenue loss in the system. First, due to customer abandonment where
the customer leaves the systemwithout waiting for service because of latency or long
waiting queue length. Second, the queueing length can be minimized by reducing the
waiting buffer, but in this case the client requests will be rejected most often result
in revenue losses to the cloud provider.

In this paper, we optimized the profit in a finite capacity abandonment fog system.
The blocking and abandonment loss are considered and estimated the revenue. A
profit function is computed, and various optimized parameters are evaluated. The
rest of the paper is organized as follows. Section 2 gives the previous researches
done in this area, Sect. 3 shows the proposed multi-server fog model, Sect. 4 shows
the cost analysis of our proposed model, in Sect. 5 the simulation results are shown,
and finally in Sect. 6 conclusion with future endeavors.

2 Related Work

The general fog computing environment is illustrated in Fig. 1 [5]. In fog computing
environment, there are many finite capacity queueing models have been studied by
many researchers in the past. Goswami et al. [6, 7] have proposed the single server

Fig. 1 General Fog computing environment with cloud, fog, and client tier layers
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finite capacity rate control system to manage the service rate dynamically on the
basis of the state of the current system. In [8], an analytic cost model was presented
by considering the buffer size and the processor speed. The costs of customer loss
and the client request delays have been studied. In [9–11], the authors have studied
the performance of the system and the best resource utilization in a cloud setting
with a finite population. Though there were many research works have been done in
cloud computing, fog and edge computing, less works have been done in the buffer
capacity restriction.

Barik et al. [12, 13] have proposed the model for maximum resource utilization
and profit. In that authors have considered M/M/m queueing model and analyti-
cally solved for the best multi-server configuration to maximize the profit in the
cloud system. In [13, 14], the system is modeled as M/M/c+ D in a homogeneous
environment as a multi-server system. A double-quality-guaranteed renting system
is developed to ensure profit maximization. The authors considered a multi-server
queue to model the system and computed the various cloud system performance
measures were used to scale up and down resources based on queue length and
waiting time in the cloud system.

3 A Multi-server Model

In a multi-server model, multiple VMs are there which are deployed to give service
in response to client requests.When the requests arrived to a fog system and all of the
virtual machines are in use in solving the other requests, the requests by the clients
waits in the waiting buffer.

3.1 M/M/c/K Queueing Model

We assume a fog layer have finite waiting buffer and can be modeled as M/M/c/K
queueing model. There is c homogeneous VMs in the fog system, and maximum of
K requests are allowed to the fog system including the requests which are currently
in service. The client requests arrive from an infinite source by following a Poisson
distribution with a mean arrival rate λ, and the service times are independently and
identically distributed with exponential distribution μ. The system follows FCFS
service discipline. The state transition for the arrival and processing of the client
requests are shown in Fig. 2.

The arrival rate and the service rate can be written as:

λi =
{

λ, 0 ≤ i ≤ K − 1

0, i ≥ K
(1)
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Fig. 2 State transition diagram for arrival and processing of the various request accepted by clients

μi =
{
iμ, 1 ≤ i ≤ c − 1,

cμ, c ≤ i ≤ K
(2)

We define Pi as the probability that there are i client requests in the fog system at
any given time. For a finite buffer multi-server queueing systemwith c homogeneous
VMs, the steady-state distribution is given by

Pi = λ0.λ1.λ2 . . . λi−1

μ1μ2μ3 . . . μi
· P0 = λi

i !μi
P0, 1 ≤ i ≤ c − 1 (3)

and

Pi = λi

c!ci−cμi
P0, c ≤ i ≤ K (4)

Equations (3) and (4) are the closed form of Pi. To obtain P0, we can apply the
normalizing condition

∑K
i=0 Pi = 1.

K∑
i=0

Pi = P0 ·
(
1 +

c−1∑
i=1

λi

i !μi
+

K∑
i=c

λi

c!ci−cμi

)
(5)

Then, the steady-state probability of zero client request in the fog system is

P0 =
(

c−1∑
i=1

λi

i !μi
+

K∑
i=c

λi

c!ci−cμi

)−1

(6)

3.2 Proposed Fog Control System

The proposed fog network is shown in Fig. 3 with finite capacity (represented by K).
The system blocking rate and the percentage of users that abandon are depends on
the capacity of the system along with VM provisioning control. User requests are
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Fig. 3 A fog service model with server provisioning control

processed in the system if the VM is free or wait in the waiting buffer. If the waiting
buffer is also full, then the request is lost by a defined pre-rejection mechanism
(PRM). It’s reasonable to believe that the customer requests are rejected before they
came to the fog system the provider will not be penalized and the provider will not
be responsible to give compensation to the customer. Therefore, rejection is avoided.
The blocking probability is the fraction of rejecting arrival client requests and is
denoted by PK .

This can be derived by i = K in Eq. (4) as follows:

PK = λK

c!cK−cμK
P0 = ρK

c!cK−c
P0 (7)

where ρ = λ
μ
.

The effective arrival rate λe into the system is differs from the overall arrival rate
and is determined by:

λe = λ(1 − PK ) (8)

Client request after being rejected may join the system later as a new request after
elapsing a random time.

3.3 Abandoned Rate

An accepted client request will be sent to the waiting buffer when all the VMs are
busy and must wait one of the VM gets idle. The expected queueing length can be
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computed as:

Lq =
K∑
i=c

(i − c)Pi (9)

Using Little’s formula, we can predict the waiting time Wq in the waiting buffer
and is derived as:

Wq = Lq

λ
(10)

Balking and Reneging are the two queueing behavior which depend on waiting
time andmainly affects the client’s decision. Therefore, the system provider will note
the rate of abandonment and update this to study the severity of the abandonment
rate.

It is possible to calculate the Potential Abandonment Index as:

ai(s, t) = λd

Wqλe
(11)

where λd is the mean rate of abandonment for a specific service pattern s (s ∈ S) at
a period t (t ∈ T ).

The abandonment probability

Pd = Wq . ai(s, t) = λd

λe
(12)

3.4 Probability of Loss

Client decides to accept a service with a probability of 1−Pd , or abandon the service
with probability Pd . The expected abandonment rate is:

λd = λe.Pd = λ(1 − PK ).Wq , ai(s, t) (13)

The clients those really want to take the service has the arrival rate

λ∗ = λe − λd = λe − λe.Pd
= λe(1 − Pd)

= λ(1 − PK )(1 − Pd)

(14)

Finally, the probability of loss can be computed as:
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Probability of Loss = λ − λ∗

λ

= PK + Pd − PK .Pd (15)

4 Cost Analysis

4.1 Revenue Cost

The total revenue Rev(c, K) per unit time for c VMs and K waiting buffer is given
by:

Rev(c, K ) = λe(1 − Pr )N (s, t)

= λ(1 − PK )(1 − Pr )N (s, t) (16)

N(s, t) is the revenue/task; s is the service pattern (S = 1, 2, 3 … s); t is the period
(T = 1, 2, 3, … t).

4.2 Power Usage Cost

Pow(c, μ) = εc(ϕ(μ − μb)
v + B)

ρ∗ (17)

Here μb is the base line service rate, B is the power usage by the baseline
execution rate, ρ* is the system utilization, ε is the cost per watt/unit time, and
ϕ = a.C.y2/z2x+1.

4.3 Congestion Cost

The system congestion cost with c VMs and K waiting buffer is:

Con(c, K ) = CWW ∗ + CHL
∗ + CU(K − c) (18)

where CW = cost used by client request to wait in waiting buffer per unit time, CH

= cost used to hold client requests in waiting buffer per unit time, CU = cost used
by the client requests to wait in the waiting buffer per unit time,W* = mean waiting
time, L* = Mean Queueing length.
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4.4 VM Provisioning Cost

Let Cc be the VM provisioning cost/VM per unit time, then the VM provisioning

cost = Prov(c) = c.Cc

ρ∗ (19)

4.5 Profit Function

Theobjective is to find the optimumvalues for c* alongwithK* for a given service rate
μ for maximizing the profit. Maximize Profit is a possible solution to the problem.

Subject to 0 ≤ μb < μ

Loss probability < T (20)

where

Profit = f (c, K ) = Rev(c, K ) − Prov(c) − Pow(c, μ) − Con(c, K ) (21)

5 Numerical Results

Experiments are conducted to study the validity of the fog system. The programs
are written in MATLAB to validate the system. Simulations are done by taking the
following system parameters:

ε = 0.1, B = 8, λ = 4200/min, μ = 50/s, μb = 45/s,

CU = 32,CR = 820,CH = 65,CW = 65, ai(s, t) = 0.01, T = 0.01

Profit distribution with various VMs and system capacities is shown in Table 1.
From the table, it can be shown that in the beginning the profit increases when the
system capacities and the number of VMs increases, but as it goes on increasing
there will be no further increase in profit and it decreases gradually. The maximum
profit of 1.094 E+06 is found at the optimal solution (c∗, K ∗) = (104, 130). Table
2 gives the loss probability for system capacities and number of VMs. From table,
the loss probability decreases while the VMs increases. When the VMs increases
the loss probability decreases and is more effective than system capacities. Figure 4
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Table 1 Profit with system capacities and number of VMs
No. of VMs→
Sys. capacity↓ 100 102 104 106 108 110

150 1,082,533 1,087,421 1,091,219 1,089,272 1,088,382 1,087,527

145 1,082,611 1,088,212 1,092,627 1,090,313 1,088,928 1,087,936

140 1,082,712 1,089,323 1,092,829 1,090,838 1,089,202 1,088,383

135 1,083,123 1,090,132 1,093,245 1,091,839 1,090,283 1,089,373

130 1,084,732 1,091,393 1,094,322 1,092,738 1,091,839 1,090,838

125 1,085,253 1,089,322 1,093,244 1,090,383 1,089,393 1,088,312

120 1,086,021 1,088,237 1,092,103 1,089,383 1,088,393 1,083,211

From the table, one can see that the maximum profit is earned with system capacity= 130 and
number of VMs=104.

Table 2 Loss probability constraint with system capacities and number of VMs with a T = 0.01
No. of VMs→
Sys. capacity↓ 100 101 102 103 104 105 106 107

140 0.0080 0.0052 0.0040 0.0032 0.0025 0.0018 0.0012 0.0008

139 0.0081 0.0053 0.0041 0.0033 0.0026 0.0019 0.0013 0.0009

138 0.0082 0.0054 0.0042 0.0034 0.0027 0.0020 0.0014 0.0010

137 0.0083 0.0055 0.0044 0.0035 0.0028 0.0021 0.0015 0.0011

136 0.0086 0.0056 0.0045 0.0036 0.0029 0.0020 0.0016 0.0012

135 0.0089 0.0065 0.0058 0.0047 0.0036 0.0031 0.0023 0.0021

134 0.0092 0.0082 0.0062 0.0056 0.0047 0.0038 0.0029 0.0028

displays the QoS improvement percentage for our proposed model including waiting
time, reneging rate, blocking rate, and loss probability.

6 Conclusion

Any good system can be developed when the performance evaluations are done accu-
rately and effectively the system controls can be done and so also in fog systems.
Revenue and profit enhancement simultaneously following the SLA constraint is a
major interest for the fog service providers. In this paper, we established the relation-
ship between the client request abandonment on the loss probability with the system
control. The system capacities, the utilization percentage and its effect on various
performance parameters such as waiting time and loss probability are derived. The
main goal of the paper is to maximize the profit of the system, and the revenue is
calculated by considering the blocking loss, loss due to abandonment and the final
arrival rate. Through numerical results the validity of the system is evaluated. In
future, the work can be extended during the fault in the system and catastrophe
situation having balking and reneging.
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Fig. 4 QoS improvement values for various arrival rates
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Analysis of COVID-19 Data Through
Machine Learning Techniques

Nayak Padmalaya, Trivedi Veena, and Jugge Praveen

Abstract This pandemic environment of COVID-19 is a global problem that
requires deeper research to analyze and predict the impact on humans soon. It is
an infectious disease activated by SARS-CoV-2 that can affect the human upper
respiratory tract like sinus, nose, throat, and lower respiratory tracks like wind-
pipes, lungs, etc. At present, the non-availability of proper medication insufficient
vaccination creates a panic mode across the world, and the disease is spreading
exponentially day by day in all countries as well as India. This lay emphasis on
humans staying at home as a preventative measure to protect against COVID-19.
However, people sealed at home cannot be treated as safe if one person goes out for
emergency work. This research paper aims to study the symptoms of a COVID-19
patient and to predict the health condition of a patient using the Fuzzy Logic model.
Furthermore, this study aims to analyze the current COVID-19 cases in India and
to forecast the number of positive, mortality, and recovered cases for the next few
months through various machine learning techniques such as AutoRegression, MLP
Regression, Linear Regression, and SVM Regression based on the Kaggle dataset.
Our experimental results show that Autoregression produces better accuracy than
other regression models.
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1 Introduction

In the present day’s scenario, COVID-19 or the novel coronavirus is the most
focused topic being discussed among human beings, among the news channels,
across social media, among the researchers, and so on. According to a different
coronavirus epidemic caused by the severe acute respiratory syndrome coronavirus
(SARS-CoV-1) virus had appeared in Guangdong, China, and around 26 countries
were affected [1–3]. In December 2019, a pneumonia outbreak coincided with the
spring festival of China and rapidly spread across the country. Based on recent liter-
ature studies, government documents, up-to-date Internet base studies, and WHO’s
information, it is observed that the epidemiology, clinical manifestations, virology
and origin, pathology, and treatment of COVID-19 infection, partial resembled with
(SARS-CoV-1) and Middle East respiratory syndrome coronavirus (MERS-CoV)
infection indicating a bat origin [4]. The Chinese Centre for Disease Control and
Prevention (CCDC) recognized a novel beta-coronavirus called 2019-nCoV, now
officially familiar as SARS-CoV-2, thatwas the origin for the pandemic [5]. Although
early studies bring a link between single local fish and wild animal market, spec-
ifying the possible infection between animal-to-human transmission, studies have
increasing proofs of human-to-human transmission of SARS-CoV-2 via droplets or
direct contacts. This was the most infectious disease in the first two decades of the
twenty-first century took place for the third time in China, letting human-to-human
transmission and alarming global health concerns [6]. Awareness of the biological
features of 2019-nCoVneeds to be systematically summarized andupdated from time
to time to help the optimized control measures. As of August 15, 2020, the pandemic
caused an accumulation of 21,357,890 confirmedcases including763,387death cases
and 14,151,766 recovered cases all over countries worldwide. This pandemic envi-
ronment of COVID-19 is a global concern that requires deeper research to analyze
and predict the impact on humans soon. India is the second populated country in the
world. The administrative system itself is not strong enough to handle this pandemic
situation. Various options like immunization, quarantine, and lockdown are being
opted, yet a lot more is required [7].

The structure of the paper is given as follows. Section 2 discusses the current
literature, COVID-19 symptoms, and uses a Fuzzy Logic model to predict the depth
of infection of a patient. Section 3 discusses the current COVID-19 cases in India
and presents comparative predictions for the next month through various machine
learning models. Section 4 concludes the paper.

2 Background Discussion

Data mining and big data techniques are playing a crucial role in medical research
for a long. AI has been applied to different types of data available at the National
and International levels to detect, prevent, and predict to fight against the COVID-19
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pandemic [8–11]. This paper has referenced a few machine learning algorithms that
have been applied to the COVID-19 dataset for the eradication of this pandemic situ-
ation across the globe. The effectiveness of the prediction depends upon the quality
of the data source and the predictions may vary w.r.t. the impurities of data sources.
In [12], the authors have predicted the spread rate of novel coronavirus consid-
ering environmental factors like wind speed, humidity, and temperature accessing
the local weather database and WHO database. The research work in [4] discusses
a decision-making scheme by analyzing the coronavirus data fetching from Johns
Hopkins University. In [13], the authors of the paper have analyzed the dataset from
the Centres for Disease Control (CDC), US and demonstrated that the spread rate can
be reduced by disease control interventions and movement restrictions. The authors
of [14–17] have explained the impact of quarantine to reduce the spread rate of
COVID-19. The research result predicts the mortality rate by fetching the COVID-
19 databases from Italy national data,WHO database, and Johns Hopkins University,
respectively [1, 3, 18–21]. ML has long been acknowledged by many researchers as
a standard software tool for modeling natural catastrophes and climate forecasting
[22, 23]. Even if many ML methods such as random forest, Bayesian networks,
Naïve Bayes, neural networks, genetic programming, classification, decision tree,
etc., are applied for various applications, the application of ML in the COVID-19
outbreak is still in the initial stage [24–27]. More sophisticated hybrid ML methods
must be assembled and need to be explored. In this context, we aim to investigate
the simplified ability of the proposed ML models and to predict the accuracy of the
pandemic environment. Our contributions are twofold as given below.

• Understanding the symptoms of COVID-19 patients and predicting the health
condition using the FL model through the MATLAB simulation tool.

• Processing the COVID-19 data (India) related to the number of confirmed cases,
the number of death cases, recovery cases, and predicting the number of related
caseswith an accuratemodel. The dataset is fetched from theKaggle database. The
results confirm that the Autoregression model can be treated as an approximation
forecast model.

2.1 COVID-19 Symptoms

The primary symptoms of COVID-19 have been referred to from the Letco database
[28]. These symptoms are listed as; (i) Sneezing, (ii) runny nose, (iii) cough, (iv)
diarrhea, (v) fever and pain, (vi) sore throat, and (vii) exacerbated asthma. Usually,
flu or cold-like symptoms can be cured within 3–5 days, but COVID-19 takes up
to 14 days or more for the cure. However, these symptoms are not constant for all
and vary from person to person. Researchers and doctors across the country are still
working to discover the antidrug of COVID-19. World Health Organization (WHO)
has listed a “do and don’t do list” for the public guidelines [1]. These are (i) to consult
a doctor at an early stage, (ii) to avoid the public place, (ii) to drink sufficient warm
water, (iii) not to join in any gathering, (iv) to take proper medicine for fever and



70 N. Padmalaya et al.

pain, (v) to use a clean steam vaporizer, (vii) to take precautions while sneezing,
(viii) avoid smoking and, (ix) washing hands very often with sanitizer, (x) use a face
mask, and (xi) maintain social distancing. So, it is very essential to study and analyze
the spreading rate, structure, and determination of health and disease conditions for
a huge, populated country like India. Isolation, quarantine, travel restrictions, and
social distancing are the primary steps to fight against coronavirus.

2.2 Prediction of Patient’s Health Condition Using Fuzzy
Logic (FL) Model

The term fuzzy tends to vague things that make things unclear. In the real-world
scenario, many times we face some situations where the state cannot be determined
whether it is true or false. In the Boolean system, 1 and 0 can be represented as
absolute truth and false, respectively. But in the fuzzy system, no state can be defined
by 0 or 1, rather many intermediate states represent partially true and partially false.
Fuzzy Logic can be applied where the information is beyond control, imprecise,
or without proper boundaries. In this way, the inaccuracies and uncertainties of
any situation can be considered. Fuzzy Logic-based computing methods are used
in the development of intelligent systems for pattern recognition, decision-making,
optimization, and control [29]. Almost all real-life applications based on FuzzyLogic
use linguistic variables whose values are represented by words rather than numbers
and use a fuzzy if–then rule or, simply, called a fuzzy rule. In our prediction, we
have considered 4 linguistic variables such as sneezing, dry cough, diarrhea, high
fever, and sore throat, and exacerbated asthma to predict the probable condition of
a patient. The proposed model is simulated through MATLAB Fuzzy Toolbox as
shown in Fig. 1. The fuzzy model toolbox is depicted in Fig. 2. Each variable is

Fig. 1 Proposed Fuzzy Logic model to predict a patient’s health condition
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Fig. 2 Proposed health prediction model using fuzzy toolbox

represented by a triangular membership function as depicted in Fig. 3. The output
membership function is shown in Fig. 4.We have represented r as linguistic variables
such as r= 4. Each variable considers 3 conditions such as n = 3. The total number
of rules is derived based on a mathematical formula given in Eq. 1. The linguistic
values for each variable are defined as High, Medium, and Low.We have represented
the levels of each variable in a measuring scale as High = 5, Medium = 3, and Low

Fig. 3 Input membership function for dry cough

Fig. 4 Output membership function
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= 1 for input variables as shown in Table 1. Similarly, we have represented the output
variables in a range Very High = 11–20, High = 9–10, Moderate = 7–8, Very Low
= 5–6, and Neglect= 4. Mamdani’s rule is applied for fuzzification as given in Table
1. The input variables are shown in Table 2. After fuzzification, the output is fed for
defuzzification using a linear interpolation technique. The probability of the health
condition of a patient is shown in Fig. 8 obtained from the fuzzy toolbox. Table 3
describes the health condition of a patient in a tabular form referring to Fig. 5.

Trules = nn × (r − 1) = 33 × 3 = 81 (1)

2.3 Forecasting COVID-19 Cases in India Using Machine
Learning Models

The first COVID-19 case in India was confirmed by the Government of India on
January 30, 2020, when a student traveled back from Wuhan to the Kerala state. As
the infection cases started increasing slowly, theGovernment of India had taken a few
precautionary measures to defend against COVID-19. On 22March “Janata Curfew”
was followed by all citizens of India as per the instructions given by Govt. of India
on March 19, 2020. The Government of India again announced a nationwide lock-
down for 21 days on March 24, 2020. The entire population of India (approximately
1.3 billion) observed nationwide lockdown as a precautionary measure against the
COVID-19 pandemic and could limit the number of positive cases to approximately
500 by March 2020. The forced lockdown had resulted in a slower growth rate of
the pandemic to a rate of doubling every six days by 6 April. Even, it could reduce
the rate of doubling every eight days by 18 April. On April 14, 2020, the nation-
wide lockdown was extended until May 3, 2020 followed by some relaxation service
after April 20, 2020 (the minimal spread region). On May 1, 2020, the nationwide
lockdown was further extended until May 17, 2020. All the areas are marked by the
Government of India into three zones such as green, red, and orange with relaxations
based on the number of infections. After May 17, 2020, the lockdown was extended
till May 31, 2020. To help daily laborers, government passed the order for lockdown
till June 30, 2020 in containment zones, with relaxed services starting from June
8, 2020, which is termed as Unlock 1. As of June 25, 2020 total, COVID-19 cases
reached 4, 56,183 confirmed cases, reached 14, 476 2, mortality cases, and recov-
ered 2, 58, 685. Due to the drastic economical dropout and to improve the economic
status and to help different categories of people, the government opted for more
relaxation and “Unlock 2” started from 1st July to 31st July. Even “Unlock 3 started
from 1st August which provides more relaxation service. Figures 6 and 7 depict the
COVID-19 cases in India till August 2020.
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Table 1 Mamdani’s if-else rules

Sl 
No.

Sneezing Dry cough Diarrhea High fever 
and breathing

Probability of 
Prediction

1. Low Low Less Low Ignore
2. Medium Low Less Low Very Low
3. High Low Less Low Very Low
4. Low Medium Moderate Medium Moderate
5. Medium Medium Moderate Medium Moderate
6. High Medium Moderate Medium High
7. Low High More High High
8. Medium High More High Very High
9. High High More High Very High
10. Low Low Less Low Ignore
11. Low Medium Less Low Very Low
12. Low High Less Low Very Low
13. Medium Low Moderate Medium Low
14. Medium Medium Moderate Medium Moderate
15. Medium High Moderate Medium High
16. High Low More High High
17. High Medium More High Very High
18. High High More High Very High
19. Low Low Less Low Ignore
20. Low Low Moderate Low Very Low
21. Low Low More Low Very Low
22. Medium Medium Less Medium Moderate
23. Medium Medium Moderate Medium Moderate
24. Medium Medium More Medium High
25. High High Less High High
26. High High Moderate High Very High 
27. High High More High Very high 
28. Low Low Less Low ignore 
29. Low Low Less Medium Very low 
30. Low Low Less High Very low
31. Medium Medium Moderate Low Low
32. Medium Medium Moderate Medium Moderate
33. Medium Medium Moderate High High
34. High High More Low High
35. High High More Medium Very High
36. High High More High Very High
37.

. 
81
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Table 2 Different levels of I/P variables

Symptoms Lower Medium High

Sneezing 1–2 3–4 5–10

Dry cough 1–2 3–4 5–10

Diarrhea 1–2 3–4 5–10

High fever and difficult in breath 97°–99° 100°–102° 103°–106°

Sore throat 0 (no) 1 (yes) > 1 (severe

Exacerbated asthma 0 1 (yes) > 1 (severe)

Table 3 Predicted output after defuzzification

I/P symptoms Levels Health prediction after defuzzification

Sneezing 5 16.2 (very high)

Dry cough 5

Diarrhea 5

High fever and difficult in breath 1 (yes)

Fig. 5 Predictions (defuzzified output)

2.3.1 Proposed Data-Driven Model

In this section, we propose various machine learning models and explore an accurate
prediction model that would forecast the growth of the infection for the upcoming
month keeping the current dynamics of COVID-19 in mind. In our analysis, we
have used various Machine Learning models such as the Autoregression model,
MLPmodel, Linear regression model, and Support Vector Machine (SVM)model as
depicted in Fig. 8. We have considered the number of cases in India for our analysis
and three different scenarios such as the number of confirmed cases, the number
of death cases, and the number of recovered cases because of a local outbreak.
As discussed above, as of now, the total number of confirmed cases in India is
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Fig. 6 COVID-19 cases starting from 1st day and during lockdown in India

Unlock- 1

Unlock- 2

Unlock- 3

Fig. 7 COVID-19 in India after lockdown period

RMSE

MAE

Input Data for Prediction Computational Model Predictions (Performance
Evaluation Metrics)

30 January 2020

31 January 2020

……………… 

Autoregression

MLP Regression

Linear Regression

SVM Regression R2 Error

Fig. 8 Proposed computational model to forecast COVID-data
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around 2,527,308, recovered cases 1,809,542, and death cases 49,148. The situation
of COVID-19 is changing severely with each passing day and the data being gathered
is huge in quantitywith different formats. From theoutcomeof the study, it is expected
that our predictions will surely help in boosting the resource allocation in each city
during the upcoming days when the epidemic is crossing through serious public
concern.

3 Experimental Results and Discussions

COVID-9 dataset for India is collected from the Kaggle database based on the
confirmed cases, recovered cases, and deceased cases up to July 14, 2020, but trained
the above-said models by considering only the data set up to July 20, 2020 to predict
the status for the next one month. The reason is that we can measure the accuracy
of the predicted model by taking the actual cases occurring daily. The following
metrics are considered as the performance metrics to predict the number of cases
for the upcoming one month to create awareness among the humans as well as to
help the administrative control measure at the State as well as the National level. The
same prediction can be applied to any country across the globe. We have considered
Mean Absolute Error (MAE), Root Mean Squared Error (RMSE), and R-Square as
the performance metrics to choose the best-predicted model. MAE is one of the
significant performance metrics that represent the difference between the actual and
predicted values attained by averaging the absolute difference in the given dataset.
Statistically, it can be represented as shown in Eq. 7.

MAE = 1

N

N∑

i=1

|yi − y
∧| (7)

where yi represents actual values and y
∧

represents the predicted values over a dataset
containing N samples of data. The Root Mean Squared Error (RMSE) error rate is
another performance metric that can be obtained by the square root of MSE used for
numerical predictions. Mathematically, it can be demonstrated as shown in Eq. 8.

√
1

N

N∑

i=1

(
yi − y

∧)2
(8)

where yi represents actual values and y
∧

represents the predicted values over a dataset
containingN samples of data.R-squared (R2) is a statistical measure that signifies the
goodness of fit of a regression model. It is assumed that the best value for R-square
is always 1. The more R-square value is close to 1, the best fit would be the model.
Mathematically, it can be expressed as follows in Eq. 9.



Analysis of COVID-19 Data Through Machine … 77

R2 = 1− SSres
SStot

(9)

where SSres represents the residual sum of squares which is calculated by the summa-
tion of squares of perpendicular distance between data points and the best-fitted line.
SStot represents the total sum of squares which is calculated by summation of squares
of perpendicular distance between data points and the average line. From the actual
confirmed cases, recovery cases, and the number of deceased cases,we have predicted
the number of cases through various machine learning models. From these actual
and predicted cases, we have calculated Root Mean Square Error (RMSE), Mean
Absolute Error (MAE), and R2 score which is given in Table 4. We have used various
machine learning models to forecast for the next 30 days for the Confirmed Cases,
Recovered Cases, and Deceased Cases as fetched from the Kaggle database. Our
findings conclude that the Autoregression model provides a near accurate model and
less error rate w.r.t RMSE, MAE and provides better R2 Score compared to MLP
Regression, Linear Regression, and SVM Regression Model as plotted in Fig. 9.

Table 4 Different error rates for confirmed cases, recovery cases, and deceased cases

Different error rates for COVID-19 confirmed cases

Model/metrics Root mean square error Mean absolute error R2 score

Autoregression 1411.475 1138.950 0.976

MLP regression 191,359.20 144,445.43 0.334258

Linear regression 524,244.62 477,296.84 −3.996604

SVM regression 718,990.79 679,661.89 −8.398393

Different error rates for COVID-19 recovered cases

Model/metrics Root mean square error Mean absolute error R2 score

Autoregression 2607.763 1875.143 0.832648

MLP regression 144,854.072 113,327.81 0.180325

Linear regression 355,801.46 321,773.55 −3.945336

SVM regression 445,183.16 415,435.62 −6.742082

Different error rates for COVID-19 deceased cases

Model/metrics Root mean square error Mean absolute error R2 score

Autoregression 251.587 97.563 0.000372

MLP regression 3920.65 3589.82 0.326767

Linear regression 13,778.42 13,102.83 −7.314724

SVM regression 19,567.58 18,973.22 −15.769625



78 N. Padmalaya et al.

Fig. 9 Error rates for different regression techniques

4 Conclusion

Despite the whole world’s efforts to understand COVID-19, many issues remain
unclear. COVID-19 is a global problem and has affected almost all the whole world,
irrespective of the country, state, gender, etc. The role ofArtificial Intelligence is quite
crucial to predict the patient’s health status as well as predict the accurate model to
take precautionarymeasures at the individual level as well as the administrative level.
In this paper, we have used the Fuzzy Logic model to predict the health condition of a
patient, and a few regressionmodels to predict the status of COVID-19 cases that will
be occurring near future. After a regressive trial, we found that the Autoregression
model gives an accuratemodelwithminimal error rate forCOVID-19 data (India) and
that can be used as a reference model to predict the advanced cases and precautionary
measures can be employed at the National and International level.
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Ubiquitous Healthcare System Using
Recent ICT
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Abstract Nowadays, healthcare is the most important domain to be analyzed by
the technology experts for replacing the traditional techniques. Unexpected death is
happening due to lack of medical treatment and diagnosis at right time. As healthcare
applications have become technology-oriented, therefore, the upcoming technologies
can be integrated for providing better, cheaper, faster solution. Internet of Things
(IoT) has come up with the solution mechanism by real-time monitoring of the
body parameters of the patients. It comprises different type of sensors to collect
and transmit acquired data via Internet. This technology allows to integrate multiple
sensors for providing real-timedata. Theproposedmodel illustrates awearable sensor
node which will be carried by the patients. The sensor nodes are responsible for
monitoring the body parameters like temperature, pulse rate, etc., and transfer these
data to the cloud via sink node. The sink node is connected to the cloud via an inbuilt
Wi-Fi module. The sensor depicted data are stored in the cloud. An alert message
will be sent to the concerned medical actors as well as to the patient for necessary
aid when any abnormal signs are accessioned by sensor node.
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1 Introduction

Healthcare is a most compelling area which requires continuous monitoring of body
parameters such as temperature, respiratory rate, blood circulatory strain, heart rate,
and blood-oxygen satiety. In the traditional healthcare architecture, there is no such
provision available for real-time monitoring of the body parameters [1]. In this
pandemic situation, it is not apposite to stand by in the queue and make arrange-
ments for the pathological examination like traditionalmedical care framework along
with steady checking of the well-being parameters. Therefore, remote health moni-
toring has been considered as a perfect solution-centric approach for the healthcare
domain. It can be more practically empowered via the use of a promising techno-
logical paradigm known as Internet of Things (IoT). The IoT utilizes sensor and
communication technologies along with pervasive and ubiquitous computing for
upgrading corporeal objects into smart objects. Patients along with the sensors will
act as the smart things in this modern technology [2]. This enables the delivery of
ubiquitous and real-time healthcare services to the medical actors as well as the
patients. IoT architecture involves three major layers: physical, network, and appli-
cation. Smart objects are equipped with sensors to collect heterogeneous data. These
sensors are limited by computational dimensions and life expectancy. Therefore,
except data acquisition process, data processing and dissemination need to be done
at the cloud end. The network layer is accountable for collecting and processing the
acquired data. For better accuracy and precision, there is a need for collecting a large
number of sensor data and a huge storage space. With the help of a large volume
of sensor-acquired data, better decisions can be made. The network layer also facil-
itates the transparency between heterogeneous IoT objects. Further, the application
layer helps to disseminate the result to a graphical user interface for easing real-time
monitoring. Thus, the IoT innovation immensely expands the information system,
execution, productivity, exactness, and speed of any real-time framework activity [3].
The utilization of sensor nodes has made information transaction, experimentation,
and visualization productive, just as processing it in real-time.Also, a real-time health
monitoring system can be thoroughly characterized as recurring or continuous obser-
vations of the patient’s physiological state, and the capacity of life support apparatus,
deliberately involving health administrators’ decisions.

So remote patient monitoring and controlling is the best way to deal with taking
appropriate consideration of the patient. This method will give the actual augmen-
tation that is needed by the medical authorities, and the same information can be
communicated distantly over the Internet. Subsequently, as a solution to traditional
healthcare, there ought to be a methodology for dedicated monitoring of critical
conditions for a patient. In this paper, the proposed framework will illustrate the
following contributions.

• An IoT-based framework is demonstrated for the early prediction and assessment
of the disease in the human body.

• A hardware module will be collecting the vital signs of a human body.
• The acquired body parameters will be transferred to the cloud via a sink node.
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• Further, the real-time sensor depicted data will be monitored through a software
architecture deployed in the cloud.

• The design and development of both hardware and software architecture is
integrated and further evaluated for a real-time IoT healthcare application,
demonstrating its promising capabilities.

The remainder of this paper is organized as follows. Section 2 discusses some
of the related works. The proposed model along with the system architecture is
elaborated in Sect. 3. Section 4 exemplifies the simulation environment. The detailed
result and analysis are summarized in Sect. 5, and finally, Sect. 6 concludes this article
with some future aspects of the proposed evolutionary framework.

2 Literature Survey

There are significant works in the literature regarding the usages of the IoT to
distribute smart healthcare services. Wu et al. proposed an edge computing-based
system architecture with an edge gateway along with the hybrid router for providing
safety in different healthcare applications [1]. A partial integration and evaluation
based upon the proposed architecture with three simulation scenarios of different
IoT applications were discussed in the paper.

Taiwo et al. [4] proposed a smart healthcare support architecture for remote patient
monitoring during the COVID-19 quarantine period. Different approaches have been
demonstrated to identify potentially infected patients by tracing, which leads to
patient isolation, and therefore, contributions are beingmade to slow down the spread
of the virus. In another article, Singh et al. [5] described the design of an IoT-based
wearable band (IoT-Q-Band) to detect the scarper. While designing the band, they
considered the cost-effectiveness, global supply chain disruption, and COVID-19
quarantine guidelines recommended by theWorldHealthOrganization (WHO). They
developed amobile application alongwith the wearable prototype, which reports and
tracks the fugitive quarantine subjects in real-time.

Nandyal et al. [6] showcased an intelligent system that had been able to monitor
the current health condition of patients. The developed system could track as well
as monitor patients and facilitate the management of individuals’ health. Jerald et al.
[7] considered authentication of IoT smart health data to ensure privacy and security
of healthcare information. It illustrates different types of authentication patterns for
increasing security in sensitive medical data. Greco et al. [8] led an organized review
on the use of IoT in healthcare systems. This work also included a detailed discussion
of the major challenges of using IoT to deliver healthcare services and classification
of the swotted work in the literature.

Several other IoT-based approaches have also been anticipated by researchers in
[9–13]. None of them has developed the complete framework with the help of IoT
for the monitoring of body parameters. There is a need for developing and imple-
menting a practical model which can support multiple body parameters along with
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Fig. 1 Proposed model

the support for adaptive communication protocols. Compared to the existing studies,
the proposed model represents a promising solution to support various healthcare
applications, especially for chronic patients. It can greatly support heterogeneous
sensor nodes, realizing the adaptiveness for better IoT interoperability, and Quality
of Service (QoS).

3 Proposed Model

The proposed model leverages an IoT device and a Web application. The IoT device
consists of wearable sensors like a temperature sensor, pulse sensor, and sink node.
The sensors can able to collect the body parameters in a regular interval which is
further transferred to the cloud via sink node. The sink node has an inbuilt wireless
communication chip installed in it through which it can able to communicate with
the server remotely [14]. First, the IoT device has to be activated to be wearied by a
patient whose body vitals have to be measured. On activation, the device collects the
temperature and pulses of the patient. In regular time intervals, the sensor-acquired
data is sent to the server. The abnormal data are being containerized in the cloud
database for further analysis and dissemination process. Various predictive models
are being deployed in the cloud which helps in defining the recommendation of the
doctors. In the very next step, alert message will go to the concerned medical actors
for decision making.

In the proposed model, which is being depicted in Fig. 1, there are three
subsections exists as follows.
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Table 1 Different body parameters and its respective threshold ranges

Body parameters Description Threshold range

Temperature Temperature 97–100°F

Heart rate Frequency of cardiac cycle 60–100 BPM

ECG Activity of heart Frequency (0.5–100 Hz)

Respiration rate Breathing rate 18–20 per min

• Data Acquisition
• Data Storage and Analysis
• Data Dissemination.

Following sensor nodes are being used in the data acquisition phase. Table 1 is
representing the sensor nodes, characteristics and threshold values.

• Node MCU (ESP8266 Embedded Microcontroller Unit)
• DFRobot SN0203 Heart Rate Sensor
• DS18B20 Temperature Sensor.

The wearable sensor module for the data acquisition phase is shown in Fig. 2.
In this phase, we have connected pulse sensor which is a well-designed plug-and-
play heart rate sensor along with the temperature sensor to the human body for
the collection of body parameters in regular intervals. As a temperature sensor, we
have used the DS18B20 sensor along with the SN0203 pulse sensor. Further, the
sensor data will go to the cloud server via a sink node. Here, we have used the
Nodemcu (microcontroller) as the sink node or gateway. It has an inbuilt Wi-Fi
module (ESP8266) which can transmit the data to the server via Wi-Fi.

In the data storage and analysis part, we have used mongo DB as our cloud server,
where we used to store the data up to 500 MB size free of cost. As we have limited
cloud storage so in every 5min, we need to clean up the sensor data from the database

Fig. 2 Wearable sensor module
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Fig. 3 Flowchart of the proposed model

for the availability of storage space for sensor data. Also, on the backend, there ought
to be an information base that stores client information. It is desirable over utilize a
JSONNoSQL-based information storage to use the advantages of utilizing JavaScript
across the stack when similar items put away in the database can be handled by the
server and the frontend with next to no extra transformation.

So, we have leveraged uponMongoDBdataset according to our necessities.Major
characteristics of data storage subsection are described as follows:

• The received data from the sensor nodes is stored in a database in the cloud.
• The stored data is then logged to the patient dashboard.
• Abnormalities of the data are checked.
• Normal data is then removed from the database server after some time.

The flowchart of the model is depicted in Fig. 3. Due to the extended features
like indexing, load balancing, documentation techniques, etc., we have consid-
ered the mongo database in our proposed model. Various schemas have been used
throughout the simulation model for the frontend user interfacing. React is used as
our primary technology stack in the frontend. It is considered for its versatile features
like simplicity, data binding, native approach, testability, performance etc.

4 Simulation Environment

In the simulation model, DS18B20 is used as a temperature sensor, SN0203 as a
pulse sensor and AD8232 as ECG sensor for data acquisition. The acquired sensor
data from different sensors will be forwarded to the cloud server via a sink node.
Nodemcu (microcontroller) is used as the sink node or gateway. It has an inbuilt
Wi-Fi module (ESP8266) that can transmit the data to the cloud server via Wi-Fi.
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Different sensor modules are experimented during the simulation phase [15], which
are demonstrated in Fig. 4.

Fig. 4 Simulation environment
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5 Result Discussion

A single user data has been analyzed in the cloud. A publisher–subscriber-based
system is also developed in a cloud with help of React js, redux in the frontend
user interface, and node js express js in the backend. Accordingly, a graphical user
interface (GUI) is developed at the cloud, which is shown in Fig. 5. In the subscriber-
based system, a patient gets registered to access the doctor in virtual mode. The cloud
server is programmedwith a threshold value for different body parameters. The body
parameters are measured and depicted graphically in Figs. 6 and 7.

If any abnormalities are identified by the cloud server, then an alert message, as
shown in Fig. 8, is triggered to patient, caretakers, and doctor for necessary aid. After
receiving the message, doctors can log in to the portal hosted in the cloud using the
credential. Doctors analyze the patient data present in the cloud and give necessary
aid. The patient can log in to the portal and get detailed information provided by the
concerned doctor and caretakers.

Fig. 5 Homepage of the graphical user ınterface

Fig. 6 Graphical representation of sensor data in cloud
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Fig. 7 Sensor values in gauge widget

Fig. 8 Alert message for
patient generated from cloud
server

6 Conclusion and Future Scope

In the recent pandemic, situation healthcare has been treated as the most vital and
prolific area for researchers. As the number of patients is increasing day by day, it is
very difficult for hospitals to accommodate as well as take care of all the patients. The
proposed model combines real-time sensors and the problem-solving techniques via
the use of the Internet of Things. The main reason behind developing such a system
is to diminish traditional healthcare overheads and also offers a system that can able
to detect abnormalities instantly. The major advantage of this proposed system is to
reduce the cost of the traditional healthcare system and most importantly saving the
time of the patients as well as medical actors. Thus, its usage is not at all restricted
or limited to any class of users. It is a very easy to handle and most efficient system,
thus providing great flexibility and serving to its maximum scalability which reflects
a great improvement over all other existing conventional health monitoring systems.

Remote health monitoring accompanies a ton of guarantees and has advanced
into a most important help than customary medical care framework. The following
trends are anticipated in the future for ubiquitous health monitoring:

• Inclusion of multiple wearable sensors for increasing the scalability aspect of the
model.

• Data analysis at cloud via various deep learning and machine learning model.
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• Use of adaptive sensor nodes and modern technologies with increasing informa-
tion share and utilization.
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14. Singh P (2018) Internet of things based healthmonitoring system: opportunities and challenges.
Int J Adv Res Comput Sci 9(1):224–228



Ubiquitous Healthcare System Using Recent ICT 91

15. Anjari L, Budi AHS (2018) The development of smart parking system based on NodeMCU
1.0 using the internet of things. In: IOP conference series: materials science and engineering,
vol 384, no 1, p 012033. IOP Publishing



A Parallel Approach to Partition-Based
Frequent Pattern Mining Algorithm

Anasuya Sahoo and Rajiv Senapati

Abstract Association rule mining is one of the commonway to analyze market bas-
ket data, and it provides knowledge to the decision-makers that help them to make
strategic decisions. In the literature, many techniques have been studied for associ-
ation rule mining but the exponential growth of data from various sources and the
changing nature of data with respect to time and zone makes the analysis task trivial.
In this paper, we propose a novel partition-based frequent patternmining algorithm in
order to generate robust and useful patterns from dataset in a more efficient way. The
frequent patterns found from the proposed algorithm are used to generate interesting
association rules. This paper provides an optimized method, which split the dataset
into multiple loads on the basis of a particular attribute depending upon the number
of cores available in the system, and these individual loads will get executed in paral-
lel using our proposed algorithm. We show experimental results using datasets from
retail sector to validate the capability and usefulness of our proposed algorithm.

Keywords Algorithm · Association · Data mining · Frequent pattern ·
Inter-process communication · Load balancing

1 Introduction

In business analytics, association rule mining (ARM) is considered as one of the
most promising data mining techniques applied to discover frequent patterns and
association rules. It provides actionable recommendations which are helpful in the
process of decision making. But in today’s world, the extensive growth of real-
time data causes many difficulties in data analysis. Sometimes the rules generated
from datasets were unable to convey the actual correlation among the itemsets. For
example, in retail business the most precious resource for analysis is customer’s data
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and it is observed that the characteristics of these data items also change with respect
to different dimensions like time and zone. Many techniques are already available in
the literature to visualize the casual structure among the itemsets but most of them
have given less importance on temporal data. The execution time also plays a vital
role while analyzing the data from a huge repository to identify frequent patterns.
One of themost popular algorithms for finding interesting pattern is apriori algorithm
[1]. Another well-known frequent pattern mining (FPM) algorithm is FP growth tree
algorithm. It covers up many drawbacks of traditional apriori algorithm but still it
has some issues. FP tree is very expensive to construct as it follows a complex data
structure. It is also not compatible with large dataset as the algorithm may not fit in
the shared memory. Several algorithms were proposed for finding frequent patterns
but some of them are still not suitable while analyzing large datasets. That motivate
researchers to develop more advanced algorithms for FPM. The main contributions
of this paper are summarized as follows.

• We propose a parallel pattern mining approach for discovering frequent patterns
from a huge dataset.

• Further, we propose a novel partition-based frequent pattern mining (PFPM) algo-
rithm to be applied in parallel using our proposed approach to discover frequent
patterns.

The rest of this paper is organized as follows. In Sect. 2, we provide the review of
the previous work available in the literature. In Sect. 3, we present our proposed
algorithm. In Sect. 4, we discuss the experimental results. Finally in Sect. 5, we
conclude this paper.

2 Related Work

Business analytics include the statistical understanding of data for effective com-
munication and to develop problem-solving techniques. For better understanding of
transnational dataset, many algorithms like Apriori, FP-growth, and E-clat were pro-
posed. These algorithms mine the dataset and produce frequent patterns to generate
rules. In FPM for finding interesting patterns, traditional apriori algorithm is one of
the very well-known algorithms proposed in [1]. But multiple dataset scan, compu-
tational time, consumption of memory are the major drawbacks of this algorithm
which motivated researcher to develop new hybrid algorithms. The work reported
in [2] explained a novel method to generate both positive and negative association
rules and also defined the impact of negative association rule which will help in
decision making. In [3], an improved T_Apriori algorithm has been proposed which
reduces the computational time by 98% in average. It performs much better with
the increment of the transaction numbers and minimum support value. An improved
apriori algorithm is proposed in [4], which performs single database scan for fre-
quent pattern generation. In [5], an improved apriori algorithm is proposed which
reduces 67.38% of the time consumption. A new count-based method is proposed
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to prune candidate itemsets and used to generate rules to reduce total number of
dataset scan in [6]. In [7], pruning optimization and transaction reduction based on
improved apriori algorithm is proposed which enhanced the computational time. In
[8], an improved apriori algorithm is proposed for mining regular itemset using bit
matrix which need only single scan of the transnational dataset to build compressed
data structure. In [9], apriori hybrid algorithm is presented by merging the features
of both weighted apriori and hash-based apriori algorithms for semi-structured data.
In [10], apriori-growth algorithm is proposed that includes the advantages of apriori
algorithm and the FP tree structure for handling a huge dataset is an effective manner.
A boolean load matrix and advanced binary matrix-based frequent pattern mining
algorithm are proposed in [11–13], respectively. Both of the approaches scan the
dataset only once in order to find out all the frequent itemsets.

From this detailed survey, we found that a wide range of work has been already
done in this area. However, the increasing volume of data and analyzing these huge
amount of data to produce convenient rules with minimum execution time is still
a big challenge. Further, in the distributed environment, we also need to maintain
certain criteria like load balancing and maintaining minimum inter-process commu-
nication. Hence, in this paper, we have introduced a PFPM algorithm that satisfies all
these requirements by optimizing the frequent pattern generation technique within a
distributed environment.

3 Working Principles

In this paper, we have provided a parallel pattern mining approach for finding the
frequent patterns in an efficient manner. We have distributed the dataset into multiple
non-overlapping partitions on the basis of a particular characteristic of the data,
and this technique will help us to minimize inter-partition communication. We are
considering partitions having equal number of attributes in order to maintain load
balancing. Then, the association rules are generated from frequent itemsets which
satisfies theminimumconfidence threshold. Thedetailed architecture of our proposed
approach is presented inFig. 1.Here the transaction dataset is distributed intomultiple
load matrices on the basis of a specific attribute, and each load is then executed by
our proposed algorithm. Further, distributed association rule mining (DARM) is used
to generate association rules. The entire task is performed in parallel using multiple
cores.

3.1 Partition-Based Frequent Pattern Mining Algorithm

Here we have proposed a novel algorithm that takes three inputs, and these are trans-
action dataset denoted by Dt ,minimumsupport denoted byαmin , and number of cores
denoted by x . The transaction dataset Dt includes a set of items, i.e., (I0, I1, ..., In)
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Fig. 1 Architecture of parallel pattern mining approach

and transactions, i.e., (T0, T1, ..., Tm). Further, it is converted into boolean matrix
where items and transactions are stored in rows and columns, respectively. The
matrix is presented in Eq. (1).

⎡
⎢⎢⎢⎢⎣

a00 a01 . . . a0n
a11 a12 . . . a1n
a21 a22 . . . a2n

. . . . . . .

am1 am2 . . . amn

⎤
⎥⎥⎥⎥⎦

(1)

Each ai j is presented by boolean constants that presented in Eq. (2).

ai j =
{
true if Tj ∈ Ii
false if Tj /∈ Ii

(2)

The support count value for candidate-1 itemset, i.e., (C1), is calculated by taking
the summation of all the transactions for a particular item. The calculated support
values are compared with minimum support, and the results are stored in L1. The
L1 matrix is vertically divided into x partitions, i.e., parti tion − 1, parti tion −
2, ..., parti tionx , which is presented in Eq. (3).

partitions[i][ j] = L1[i][ j], i ≤ n, j ≤ t, t = m

x
, 1 ≤ s ≤ x (3)
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Further, AND(&) operation is performed on these partition matrices to calculate the
support count values for each candidate-p itemset which is presented in Eq. (4).

sup.r =
x∑

r=1

m,t∑
i, j=1

partitionr [i][ j] & partitionr+1[i][ j] (4)

If the sup.r value is greater than minimum support, then that particular itemset
is added to frequent-p itemset, i.e., L p. The large frequent itemset, i.e., L , can be
computed by taking the union of all frequent itemsets, i.e., L1, L2, ....L p−1, L p. The
procedure to discover the frequent patterns from a transaction dataset is explained
through algorithms in multiple phases. The proposed Algorithm 1 takes the dataset,
i.e., Dt , minimum support, i.e., αmin, and the total number of cores x as an input
and produces large frequent itemset, i.e., L as an output. The detailed algorithm is
executed as follows:

Algorithm 1 PFPM Algorithm
Input: Dt , αmin , x
Output: L
1: Construct Qm×n from Dt
2: For i ← 0 to m

For j ← 0 to n
Calculate αsup[i] = αsup[i] + Q[i][ j]
if (αsup[i] ≥ αmin) then
L1 = L1 ∪ Q[i : ]
end if
end For
end For

3: Set div = m/x
4: For i ← 1 to x

For j ← 0 to n
For k ← 0 to div
parti tioni [ j][k] = L1[ j][k]
end For
end For
end For

5: Cp=Generate_candidate(L p−1), p ≥ 2
6: For each i, i ∈ Cp , p ≥ 2

γsup=Compute_sup(Cp[i], i)
if (γsup ≥ αmin) then
L p = L p ∪ Cp[i]
end if
End For

7: Repeat step-5 and step-6 until L p−1 = �

8: L = ⋃p
i=1 Li
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• In step 1, the dataset Dt is scanned to construct the boolean matrix Qm×n .
• In step 2, for each i and j , i < m, and j < n, the Q[i][ j] values of individual
columns are added and stored in αsup[ ]. If any individual value of αsup is greater
than equal to the pre-assumed αmin, then the entire tuple is added to frequent-1,
i.e., L1 matrix.

• In step 3, div is assigned with m/x value where x is the total number of selected
cores.

• In step 4, for each i , 1 ≤ i ≤ x , for each j and k where 0 ≤ j ≤ m and 0 ≤ k ≤
div, the values of frequent-1 matrix, i.e., L1[ j][k] is distributed and stored into
individual partitions, i.e., partitioni .

• In step 5, Generate_candidate() is called to perform the join operation over
frequent-(p − 1) itemset, i.e., L p−1 where p ≥ 2. It returns candidate-p itemset,
i.e., Cp as output.

• In step 6, for each itemset i ∈ Cp, Compute_sup() is called. It takes Cp[i] as
argument where i ∈ Cp, p ≥ 2 and returns support count of the itemset, i.e., γsup.
If the γsup[i] is greater than equal to αmin, then the itemset Cp[i] is added to
frequent-p itemset, i.e., L p.

• Steps 5 and 6 are repeated until L p−1 = �.
• In step 8, all the frequent itemsets are combined to generate large frequent itemset,
i.e., L .

Algorithm 2 Generate_candidate() Algorithm
Input: L p−1
Output: Cp
1: Let q1, q2 ∈ L p−1
2: Set m = |L p−1|
3: For each i, i ≤ y

For each j, j ≤ y
if q1[i] �= q2[ j] then
Cp = Cp ∪ {q1[i] ∪ q2[ j]}
end if
end For
end For

4: Remove_item(Cp)
5: return Cp

In Algorithm 1, Generate_candidate() method is called in step 5 to perform join
operation between the itemsetwith itself. Algorithm2 is taking the previous frequent-
(p − 1) itemset, i.e., L p−1 as input parameter to produce the next candidate-p itemset,
i.e., Cp. The detailed algorithm is explained below:

• In step 1, we have considered two frequent itemsets q1 and q2 such that both
q1, q2 ∈ L p−1.

• In step 2, m contains the total number of individual itemset present in L p−1.
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• In step 3, for each i and j (i.e., i ≤ y, j ≤ y), q1[i] join with q2[ j] only if both
itemsets are distinct (i.e., q1 ∩ q2 = φ). The itemset, which satisfies the condition,
is added to Cp .

• In step 4, Remove_item() method is called to perform the prune operation.
• In step 5, the updated candidate-p itemset (i.e., Cp) is returned.

Remove_item() method is used to delete the itemsets whose subsets are not a part of
the previous frequent itemset. In Algorithm 3, candidate-p itemset (i.e., Cp) is given
as input parameter. The algorithm is executed as follows:

Algorithm 3 Remove_item() Algorithm
Input: Cp
Output: Cp
1: Let d ∈ Cp
2: For each (p-1) subset d

if d /∈ L p−1 then
delete d
end if
end For

3: return Cp

– In step 1, we have considered d to represent each (p − 1) itemset of Cp.
– In step 2, for each subset d, d ∈ Cp is deleted if p is not present in frequent-(p − 1)
itemset (i.e., L p−1).

– In step 3, the pruned candidate-p itemset (i.e., Cp) is returned to Algorithm 2.

In Algorithm 1, Compute_sup() method is called in step 6 to calculate the support
count (i.e., γsup) from individual partitions.

Algorithm 4 Compute_sup() Algorithm
Input: Cp
Output: supr
1: Set l = 1
2: Set γsup = 0
3: For each r ,r ≤ x

For each j , l ≤ j ≤ (l + m/x)
γsup = γsup + parti tionr [i][ j]&parti tionr+1[i][ j]
end For
Set l = j
end For

4: return γsup
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– In step 1, l is assigned with 1.
– In step 2, initially the support count (i.e., γsup) of a particular itemset i is taken as
0 .

– In step 3, for each r , r ∈ x and for each j where j ∈ [l, l + m/x], AND operation
is performed between each element of partitionr and partition(r+1) and the result
is added to γsup. Then l is assigned with the value of j .

– In step 4, finally γsup is returned to the calling method.

After the execution of the PFPM algorithm, we have found all frequent itemsets
(i.e., L) which satisfied the minimum support threshold. Here the dataset is scanned
only once while generating frequent-1 itemset which helps to reduce the complexity
in terms of computational time.

4 Result and Discussion

In this section, the proposed algorithm is applied to a real-world problem. We have
explained the importance of PFPM algorithmwhich generates a large number of pat-
terns and rules. Mostly, we have focused on how these rules can be more meaningful
and helpful in a good decision-making process. Using the parameters mentioned in
Table1,wehave implementedPFPMalgorithm for finding frequent patterns.Wehave
distributed the dataset over date of purchase attribute where the Load-1, Load-2,
and Load-3 represent summer, rainy, and winter data, respectively. Each load will get
executed in individual cores. Again, in the PFPMalgorithm the frequent-1matrixwas
vertically divided into multiple partitions like partition-1, partition-2, and partition-3
depending on the number of cores that have been chosen. These partitions are needed
to be mutually exclusive in order to avoid inter-partition communication and must
have equal number of columns for load balancing purpose. The DARM technique is
applied on the output of PFPM algorithm to find out the interesting rules. After suc-
cessful execution of PFPM algorithm, there were 3121, 3062, 2893 rules generated
by Load-1, Load-2, and Load-3 datasets, respectively, whereas only 35 association

Table 1 System parameter

System parameter Value

Dataset Grocery-shop.csv

Processor Intel(R) Core(TM) i5-8250U

CPU @ 1.60GHz (8 CPUs), 1.8GHz

Memory 8192MB RAM

Minimum Support 0.0003, 0.0005, 0.0007, 0.0009, 0.0011

Minimum con f idence 0.05

Mimimum length 3

Load − wise distribution Seasons

x 3
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(a) Number of rules generated (b) Top 15 Frequent items

Fig. 2 Number of rules generated and frequent items in summer.

rules were generated by the traditional apriori algorithm from grocery shop dataset
while considering the minimum support as 0.0003, minimum confidence as 0.05,
and minimum length as 3.

It indicates that our proposed algorithm generates more no of patterns which
will help in analyzing the itemsets. Further, to observe the relationship between the
min_support value with number of rules generated, we have calculated the number
of rules generated with different min_support values for the entire dataset which is
shown in Fig. 2a. The graphs clearly indicate that irrespective of seasons, the number
of association rules gradually decreases with the increasing value of min_support.
Hence, we have to choose the min_support value considering the total number of
transactions present in the dataset, which will help to analyze the purchase rate of any
item pairs. Figure2b represents the most frequently brought 15 items with respect
to summer season. It plots the items against their support count values. We observed
that few items, and their frequencies both were changing with respect to seasons
and few items were redundant irrespective of seasons. Hence, it is very important
to analyze the pattern of the items which will help to make strategic decisions for a
profitable business.

Here we have compared the execution time of the proposed PFPM algorithm with
traditional apriori algorithm. Using the parameters described in Table 1, we have exe-
cuted PFPM algorithm in two different ways, i.e., with complete grocery-shop.csv
dataset and with load-wise distributed dataset with different support value. We have
found that the overall performance of PFPM algorithm with and without load-wise
distributed dataset is 94.92 and 84.68% better than existing apriori algorithm respec-
tively. The major reason behind such performance is the single scan of given dataset.
In each pass, all the calculations are performed from its previous pass. After the load
division, the calculations are performed in parallel in different cores.
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5 Conclusion

Mining frequent pattern from a large dataset is an important research task. An effi-
cient solution to this task brings lots of insights into the data for its better usage
while making important decision. To conclude, in this paper, we introduce a novel
partition-based frequent pattern mining algorithm in order to generate robust and
useful patterns in a more efficient way. Firstly, we have distributed the dataset into
non-overlapping partitions on the basis of a characteristic of the dataset. Secondly,
we have applied our proposed PFPM algorithm to generate frequent patterns from
it. Then the frequent patterns are applied to generate association rules with support,
confidence, and lift values. We have considered an exemplary dataset from retail
sector to illustrate the working principle and usefulness of the proposed algorithm
and also showed the experimental results to validate the feasibility and effectiveness
of our proposed algorithm. Further, the proposed algorithms can be suitablymodified
and applied in a distributed environment using Hadoop framework.
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A Novel Task Offloading and Resource
Allocation Scheme for Mist-Assisted
Cloud Computing Environment

Subhranshu Sekhar Tripathy, Kaushik Mishra, Rabindra K. Barik,
and Diptendu S. Roy

Abstract Nowadays, the demand for Internet of Things is increasing rapidly
throughout the world, thanks to the speed with which wide area networks may be
easily reached by numerous users. Due to the increasing growth of the Internet of
Things, certain computation will be necessary for significant calculations, such as
cloud computing and edge computing, which are now more secure for storing IoT-
related data. To manage the massive amount of data collected from various IoT
gadgets, this paper proposes a unique approach for offloading jobs to a mist-assisted
cloud environment in order to reduce the overall expected schedule and enable very
rapid response to diverse IoT events. This method makes use of “fuzzy logic algo-
rithms,” which take into consideration application attributes, resource deployment,
and assortment. As mist-assisted cloud environments are built from the bottom-up,
they consist of four layers: IoT devices, mist level, fog level, and cloud level (service
provider). The mist controller is a centralized module that is used to manage the
scheduling, placement, and control of applications in a mist-assisted cloud environ-
ment. Themist controller is composed of four components: an application supervisor,
a support manager, a control unit, and a developer. The mist controller is a self-
contained equipment that is responsible for scheduling offloading duties in order to
fulfill the requirements of mist cloud application users and system requirements. In
a series of simulated simulations, the suggested approach is compared to previous
approaches that have been found to improve total service time for latency-sensitive
applications and make effective use of mist-assisted cloud resources. Additionally,
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the findings indicate that, depending on the computing resources and communica-
tion types available, different decommissioning options inside themist-assisted cloud
environment may result in a varying time period.

Keywords Fog computing · Cloud computing · Mist computing · Load
balancing · Resource utilization

1 Introduction

In current IT world, more than 50 billion IOT devices are connected. It provides a
stable high-speed computation environment for IOT application. As fog computing
expands the current cloud services to the edge of n/w, it is required to decide where
application should execute and their service requirements can be supported [1]. For
that an efficient load balancing task, scheduling approach is required. Selecting
customized real-time task for executing at fog layer improves overall task execu-
tion efficiency of cloud and IOT application. The development of ICT-based solution
meets the requirements of resource utilization [2]. In order to manage the quality-of-
service demand, context-aware computing, that is, fog computing is implemented.
An intelligent sleep–awake mechanism is used in fog layer for effective allocation
of resources.

Resources allocation and task scheduling are the main feature of data center
which other way manage the load balancing. Main aim of resources allocation is
to optimize number of active physical machine and work balance [3]. Compared
to cloud computing, fog devices has limited power supply. Computation resources
and communication resources and design challenge to meet real-time retirement.
For resource balancing and management, multiple fog applications are running for
energy-efficient offloading decision mechanism. Fog computing resolves the latency
and mobility support problem. The working principle of our brain is more similar
to the form in which fuzzy logic operates. The main objective of fuzzy logic is to
minimize the complexity of a problem to a manageable level [4]. The methods of
fuzzy logic can easily adjust to the changing nature of computational resources and
application parameters while also enabling scalability within the system’s context
[5].

The primary contributions of this research are enlisted as follows:

• Fuzzy logic is used to offload the IoT request to different layers based on the
priority of tasks,

• A task scheduling algorithm is implemented to map the tasks on to suitable fog
nodes,

• Four-layered architecture is used to offload the users’ request to reduce the service
rate and response time.

The following are the features of the present article: Sect. 2 explores related liter-
ature and provides a complete overview of “cloud, fog, mist, and IoT computing” in
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a collaborative setting. The proposed model for load balancing and optimal resource
utilization approaches is explained in Sect. 3. Following a discussion, Experimental
outcome and simulation analysis result have been depicted in Sect. 4. Finally, Sect. 5
concludes with concluding comments and recommendations for the future.

2 Related Work

2.1 Mist-Fog-Cloud Architecture

Cloud computing is characterized as a collection of thousands of computers
connectedwith varying several functions and documentations, simplified in the cloud
with the hubs which are inextricably linked via Internet. Parallel and distributed
computing architectures are also implemented additionally by the above method.
Fog processing is the type of network planning which can be used as Internet of
Things gadgets to perform calculations, accumulate, and exchange data in precise
region [6, 7]. “Fog computing” is a collaborative environment in which IoT applica-
tions are deployed. The computing environment faces various challenges like struc-
tural design, interface with programming, get rid of computing, sharing of resource,
load balancing, data security along with storing of data that has been examined
in [1]. Throughout the data transfer between IoT-enabled devices and fog servers,
processing latency and transmission latency will be affected [8]. Mist computing
allows computer hardware to be placed on the edge of an organization’s original
devices. Microchips or microcontrollers connected to physical objects will process
all information detected by objects. After finding this information, it will pass the
desired information on to the organization [9]. For long-term data, mist computing
demands less cloud storage and transport power. The mist processing environment,
for example, runs adjacent to physical devices, providing a low-power gateway that
boosts throughput while lowering latency at the device’s edge [10].

2.2 Resource Utilization Strategies

Organizing offloading assignments depending on resource usage or resource assort-
ment has been accepted substantial significant interest as of several researchers.
In the context of cloud computing, resource allocation plays a very important role
[11]. If the available resources are not efficiently allocated between different Web
servers, then it becomes a crucial moment. The profit of using dynamic resource
allocation in a computing environment is lower localization costs and no software
or hardware overhead. Previously, researchers have illustrated that offloading is not
a new technique as it is used in cloud computing. To increase mobile application
execution performance and overall energy economy, offloading moves calculations
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from resource-limited mobile devices to resource-rich cloud nodes [2]. It is a simple
way to empower IoT apps by outsourcing heavy processing duties to the mist-aided
cloud environment’s powerful servers [3]. Furthermore, it is utilized to overcome the
limits of IoT devices in terms of computational power (e.g., CPU and memory) and
battery life. This is one of the most essential IoT enabling strategies since it permits
a sophisticated computing activity to be performed beyond the capabilities of the
device [12]. Several academics have expressed an interest in scheduling offloading
tasks depending on resource utilization or resource heterogeneity.

2.3 Load Balancing

It is the process of distributing requests among all the servers. It is carried out to
assure that the system is not over-burdened. The merits of load balancing techniques
are numerous. They can help improve the system’s efficiency and performance by
reducing the number of steps and waiting for a response time reduction [13]. The
mist controller is a traffic inspection scheme between server and client demands. The
goal of a balancer is to enhance the exploitation of available resources. The avail-
able resources must be distributed in a viable way. The advantages of dynamically
allocating resources are numerous, especially when compared to the overhead and
hardware constraints of traditional computing environments [20–22]. In addition, the
use of load balancing techniques helps minimize server downtime. Each server has
its own unique set of connections, and the information about it is updated continu-
ously [3]. The load balancer sends the query for the server in sequence. A dynamical
round-robin method is similar to the round-robin in that it assigns the weight to the
servers according to the load along with capacity of server.

3 Proposed Supply Efficient Mist-Assisted Model

As revealed from Fig. 1, the mist-assisted cloud environments worn bottom-up
approach which comprises of four layers such as IoT devices, mist level, fog level,
and cloud level (service provider). The IoT layer consists of groups of connected
devices (e.g., smart phones, autonomous cars, and intelligent video surveillance);
these devices have a variety of functions in which each function has multiple [14].
The above-mentioned facilities can be installed performed on a variety of computing
resources (mist node, fog node, or cloud) where the support manager and application
manager must choose where to apply the above-noted facilities [15]. Here, in this
planned work, each mist computing node is placed at the border levels that are nearer
to the IoT devices at the base station [9]. These nodes were dispersed geographically
and could belong to the same cloud provider or other brokers [16]. Every edge node
has a node manager which can manage compute resources and start application
services [17]. All border nodes are connected to the mist controller. Mist controller
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Fig. 1 Proposed supply efficient mist-assisted cloud environment

is a centralized module that is used for scheduling, placement, and controlling appli-
cations facilities in the mist-assisted cloud environment. To get the detailed position
of resources in architecture (e.g., accessible and worn), amount of Internet of Things
devices, its application’s task, and at which place tasks have been allocated (mist,
fog, or cloud) the mist controller communicates with all its components [18].

There are four parts tomist controller: application supervisor, supportmanager and
designer. Mist controller is a separate unit that schedules offloading tasks to satisfy
user and system needs. This mist layer organizes the jobs assigned to the edge nodes.
It also ensures data synchronization with the cloud. It manages the duties involved
in running apps in the mist-assisted cloud architecture. This list usually includes
data reassignment requirements, calculation requirements, and delay constraints.
The support manager is in charge of all physical assets linked to the mist-aided cloud
framework. It includes CPUs, networking, and IoT devices. This component helps
the mist-aided cloud framework to ignore application tasks like computational and
communication latency. It will also monitor CPU usage while running other apps.
The control unit of the mist-aided cloud framework will also resolve any shortage of
computing resources or job execution failure owing to network difficulties. Deviser
completes the mist controller. In the mist-aided cloud environment, this component
recommends a scheduling method for offloading jobs and the location where they
will be located.

The deviser component proposes the task offloading mechanism and reports its
findings to themist controller for implementation. The proposed approachwill gather
information on offloadingworkloads and server utilization.Mandatory inputs include
edge VM use, task length, data transmitted per job, and delay sensitivity. All of these
variables are linguistic variables. The three levels are low, medium, and high. The
VM utilization parameter indicates the current level of VM utilization on the local
mist and fog server. Task lengthmeasures the task’s computing load inMIPS (MIPS).
This value represents the network demand for uploading and downloading jobs.
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Making an offloading decision requires determining where to transfer the task.
The task’s delay sensitivity is a property that assesses how sensitive it is to latency.
During the fuzzification phase, the “fuzzifier” will receive mathematical input from
system infrastructure monitoring and arriving processes. Then, assign each value to
its linguistic variable (e.g., low, medium, high) [19]. The method of transforming the
outcome of the fuzzy rules to a particular significance according to the o/p member-
ship function is recognized as defuzzification. There aremanymethods for producing
the o/p membership function in a fuzzy logic system, and some of them are most
popular ones. In order to determine the best target layer for offloading the computation
tasks, Algorithm 1 describes in detail.

Algorithm 1 presents the task offloading algorithm using fuzzy logic. Based on
the fuzzy logic architecture, the task offloading decisions are devised. Here, the tasks
are offloaded into three different layers based on the priority of the task. Fuzzy logic
system takes the fuzzy input variables and processes them to produce the desired
target layer. This algorithm primarily focuses on mapping of tasks to compatible fog
nodes or cloud VMs.

Algorithm 1: Task offloading algorithm using Fuzzy logic

INPUT: IoT request (Ti) with the parameters Tlen ,Tnetwork and Tdelay
OUTPUT: Choose the compatible resources at the destination tire Rmist ,Rcloud and R f og
Step 1 for 1 to n
Step 2 Calculate average VM utilization Vavg

Step 3 f = Fuzzification(T len
i , T network

i ,T delay
i ,Vavg)

Step 4 If f < = flow fless then
Step 5 Assign Ti on Rmist
Step 6 else
Step 7 If f < = fmed then
Step 8 Assign Ti on R f og
Step 9 else
Step 10 Assign Ti on Rcloud

The number of connected Internet of Things devices, task duration, and number of
cycles required to complete the task and task aim are all collected from the start. Algo-
rithm 2 depicts the entire process of allocating each calculation work to a processing
resource. This is how computational assignments aremade. To begin, the edge node’s
applications, workloads, and computational resources are listed. As shown in Algo-
rithm 2, line 1, the most difficult tasks arrive first, followed by the easiest. The edge
node’s available computing resources are also ordered by central processing unit
(CPU) power, with the most powerful resources displaying first. The procedure then
repeats over the efficient jobs, assigning each to the appropriate computer resources,
with the heavier duties going to the influential available computing resources as
indicated in Algorithm 2.

Algorithm 2 shows the task scheduling algorithm. Here, the list of tasks is sorted
based on the descending order of their task length, whereas all the fog resources are
arranged in the descending order based on their capacity. If the task requirement is
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less than or equal to the corresponding resource capacity, then the respective task is
allocated to the compatible fog resource.

Algorithm 2: Task Scheduling Algorithm

INPUT: Set of IoT devices Di, Set of tasks Tj and Set of resources at Fog node Fre
OUTPUT: Mapping of Task Ti j to compatible Fog resources Fre”
Step 1 Arrange the task in the task list in descending order based on their task length
Step 2 Arrange the fog resources in the resource list R in descending order based on their
capacity
Step 3 For 1 to Dn
Step 4 While Ti j is not mapped

Step 5 if TCPU
i j ≤ RCPU

c then

Step 6 Allocate Ti j on Rc

Step 7 Increment Ti j
Step 8 else
Step 9 Increment Rc

4 Result and Analysis

The proposed method was tested in a mist cloud environment and compared to other
comparable research using an “Edge-Cloud Sim” simulation program and utilizing
mist-assisted cloud resources to improve inclusive service time and job collapse
for “latency-sensitive applications.” All trials were simulated on Edge-CloudSim to
validate our proposed mist assisted cloud infrastructure. Newly exploited compu-
tations in mist registering for “Utilization-Based, Sonmez and Flores” are distinct
and proposed “load-balancing algorithm.” With this strategy, resource utilization
and work offloading are greatly improved. We tested the algorithm’s efficiency
using dynamic autonomous tasks of various length. Figure 2 illustrates the average
service time for the four techniques vs. the number of gadgets, with service time
consistingof bothprocessing andnetwork time.The studieswere designed to improve
resource management in a mist-assisted cloud environment after decreasing latency
for Internet of Things applications. When the systems are unloaded, performance
of every process is essentially identical, as seen in the figure. However, when the
number of IoT devices grows, the proposed approach’s service time remains constant
in comparison to the other alternatives.

The proposed algorithm is generic and scalable to handle the peak loads of the
IoT devices. Due to the implemented fuzzy logic, the tasks are categorized in to
different groups and forwarded to different layers for the processing. An improved
task scheduling algorithm is implemented to allocate the task on to the compatible
fog nodes efficiently. Therefore, the considered conflicting scheduling parameters
are improved significantly.
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Fig. 2 Resource utilization of the PA with other related approach

5 Conclusions and Future Scope

In this research, a new task offloading strategy for latency-sensitive IoT applications
inmist-assisted cloud environment is introduced and assessed.To significantly reduce
service time and maximize resource utilization, this approach needs to take into
account application aspects (e.g., central processing unit request, communication
request along with delay sensitivity), as well as the flexibility and assortment of
resources. It also took into account various forms of computational resources that
depict a realistic scenario. To assess the suggested approach, various techniques
for scheduling offloading jobs are simulated. The findings reveal offloading task
scheduling techniques that ignore application aspects and systemoperation thatmight
cause service time dilapidation for latency-sensitive functions. Furthermore, in terms
of overall service timeand resource consumption, the proposed approachoutperforms
other relevant approaches when it comes to task offloading. It can help cut down on
overall job failures caused by network and computational resource difficulties.
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Analysis of Performance Characteristics
in Social Wireless Sensor Network

Madhusmita Patra and Sasmita Acharya

Abstract In Wireless Sensor Networks (WSNs), the sensor nodes are intercon-
nected and communicate with each other wirelessly to collect data about the
surrounding environment. The nodes sometimes selectively hide some informa-
tion, and selectively expose some data, generate and forward data the network and
connect/disconnects to the network accordingly. Ideas from social networks have
been employed on the basis of the assumption that the nodes in the network have
their specific social life, to show how the nodes communicate in the social network
to achieve significant efficiency. As wireless sensor networks monitor specific envi-
ronments, the data flow toward fixed sinks from the sensors. With growth of Internet
of Things (IoT), the services need the data to be sent directly to operator-specified
devices. Then, the data sets off immediate actions for the services at the device. This
service is known as a device-to-device interactive IoT service. In this paper, WSN
has been studied as a social senor network in which the embedded sensor nodes are
the main entities as opposed to human as in a traditional social network. Also the
paper discusses on the architecture of a Social WSN and compares its performance
with that of other contemporary models.

Keywords Wireless sensor networks · Internet of things · Social sensors · Social
grades · Sociability profile

1 Introduction

“Wireless Sensor Networks (WSNs)” is a network of sensors arranged either inside
a specific region that needs to be sensed. The sensor node consists of components
responsible for sensing, data processing, and communication. Architecture of the
WSN is in general fixed in nature and the sensed data flow toward predefined
gateway. The gateway analyzes the overall data. After the monitored information
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has been gathered, the action to be performed next is determined with respect to the
consolidated data.

After the evolution of “Internet of Things (IoT),” a number of services have been
provided recently. For example, for a smart building and CCTV. The environment
that is monitored by sensors is real time. The collected data is sent to the required
actuators. The devices carry out immediate actions according to the information,
conditions and series of operator and relationship with respect to the service. This
service is called as “device-to device interactive IoT service.” The WSN can cause
significant delay because of delay caused for data collection and need of human
determination. The determination by human or server is processed in a local domain.

There are number of characteristics about the service. The sensor and devices
should be sociable for each service being provided. A fire sensor event should
have sociability with only fire appliances to prevent a disaster. The intruder sensor
should have sociability with security device. But movement-sensing information has
a number of socialites with other devices that depends on the numerous services.
The service, being independent of each other, consists of specific job-related sensors
and relates devices. The selected sensors and devices have a service-specific role.
They transfer the information among themselves with respect to the relationship
defined by the operator. A domain may have multiple independent services the same
time. Finally, we can design and deploy the service that is flexible and dynamic with
respect to the service environment and requirement of operators.

The sociability should be applied dynamically and flexibly over WSNs
for supporting multiple independent “device-to-device interactive IoT” services.
According to the sociability of the services, the relationship between sensed data
and its flow should be able to configure WSNs in a dynamic manner; and the sensors
and devices should be flexible.

In this paper, “Social Wireless Sensor Network (SWSN)” is studied where the
design and procedures provide sociability on the top of WSNs. In Social WSN,
needed sensors and devices are selected, and the role of the sensor is configured i.e.,
source, sink. It establishes the data flow in between the sensors and devices with
respect to the sociability of given service dynamically. And hence, it can come up
with auto-configurable WSN for every “device-to-device interactive IoT” service.

The organization of the paper is as given. Section 2 discusses related work done in
WSN. Section 3 represents the architecture of the Social Wireless Sensor Networks
along with the description of its layers and functionalities. Section 4 provides the
results of simulation, and Sect. 5 concludes the paper.

2 Related Work

The researcher has proposed the architecture, functions of “Social Wireless Sensor
Network,” and the sociability of the services over wireless sensor networks in [1].
In [2], the author has surveyed different application area of “sensor networks” that
has been proposed. In [3], the “Internet of Thing (IoT),” enabling factor of this
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paradigm, integration of several technologies and communications solutions has
been addressed. Article [4] provides vision and challenges to realize an IoT. The
article [5] reviews some challenges and promises of CPS, followed by unification of
some specific challenges and promises that are Sensor Networks. In [6], a possible
architecture of IoT has been proposed that provides navigation of social network,
and characteristics of the IoT network structure has been analyzed. The [7] proposes
possible solution to issues related to things’ service discovery and composition that
is to be addressed in “Internet of Things.” In [8], “Cyber Physical System” platforms
and systems that have been developed recently is reviewed. The [9] describes the
abstraction of virtual sensors for enabling an application developer to programmat-
ically decide high-level data requirements for an application. In [10], infer-virtual
information sensingmethods have been reviewed. [11] proposes “Neuro-FuzzyOpti-
mization Model (NFOM)” to facilitate fault-tolerance WSNs. In [12], PEGASIS
protocol has been studied. [13] describes the directed diffusion protocol. In [14],
hierarchical routing protocols have been studied including TEEN.

3 Overview of Social Wireless Sensor Networks

This section represents the framework of a “Social Wireless Sensor Network”
(SWSN). The SWSN can be classified into three layers:

• Physical layer
• Social layer
• Service layer.

The sensors, things, andgatewayprovide someextra functions at the layers to facil-
itate sociability for “device-to-device interactive IoT” assistance. The thing should
be an active device like smart phones, CCTV etc. (Fig. 1).

Physical Layer: The physical layer consists of data collecting sensors (both sink and
source). The gateway takes care of the overall WSN. The network is self-organized
by the sensors and fixes the behavior as either source or sink. The data are delivered to
the sinks in a data-centric manner. It delivers the control information for configuring
SWSNs in a dynamical manner with respect to service.

Social Layer: The social layer delivers service dedicated SWSN.The thing’s position
determines the participating sensor in the Social WSN. The thing’s functionalities
decides the role of the sensors and the path of goal-centric data transmission in
SWSN. The behavior of sensor is flexible both as source and sink; path for data flow
is set up in dynamical manner with respect to the sensors depending on the sociability
profile of things in every service.

Service Layer: The service comprises of service-related “active and passive things.”
The organic relationship, that is, sociability defines a service. The service defines
the things, its role and data delivery correlation among the things for the service
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Fig. 1 Network framework of SWSN [1]

objective. Business logics are carried out by the things according to the Social WSN
data.

3.1 System Functions

Things, gateway, and sensors execute system roles at the three layers as shown in
Fig. 2.

Configuration Network of SWSN: Traditional self-organized WSN is utilized as
the configuration network.

Sociabi1lity Profile: Sociability profile contains the service ID, participating things
ID, the thing’s role and the path for data dispatch between things.

Dynamic Service Subscription: WSNs discover the services by the “dynamic
service subscription” of things dynamically.

Auto-Selection of Social Sensors: The configuration network chooses the partici-
pating sensors for SWSN in the time of service subscription delivery to the sink.
Social sensor is the sensor(s) on the way of Configuration network from source to
sink in SWSN.

Binding Social Grades: The social sensors generate social grades with respect to
the sociability profile.

Dynamic Configuration of a SWSN: Social WSN is formed when a thing connects
to service, and Social WSN topology is changed when more connect to the service;
topology changes if thing(s) go away or withdraw, and SocialWSN is removed when
all things withdraw from the network formed.
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Fig. 2 System functions of SWSN

BindingSocialCommunication: A “device-to-device interactive IoT” services need
communication procedures for the efficiency of the service. As physicalWSN gener-
ally supports single communication procedure in network, and the Social WSN
should maintain transparency of transmission between the social and physical layer
for every service.

4 Results of Simulation

This part presents simulation results and their analysis. Here, the SocialWSN perfor-
mance has been evaluated via simulation and compared with that of “Directed Diffu-
sion” [13], “TEEN,” [14] and “PEGASIS” [12] which are some well-known routing
protocols in WSNs. The simulations have been done in MATLAB R2014a.

Table 1 represents the values for different simulation criteria.
The following results are based on the existing model which was discussed in 2nd

section. In this section, we have compared the existing model with some other WSN
protocols.

Figure 3a shows the length of the path with respect to the end-to-end distance.
It is observed that the path length of SWSN is 6.92 hops for end-to-end distance
70 m; but the path length of the directed diffusion is 23.40 hops. The path length for
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Table 1 Simulation criteria Parameters Value

Size of network 100 m * 100 m

No. of nodes 400

No. of rounds 400

Packet size 30 B

TEEN and PEGASIS routing protocols lies in between that of SWSN and Directed
Diffusion.

Figure 3b shows the delay impacted by the end-to-end distance. In order to support
the interactive service, delay should be shorter. It was observed that the delay in
SWSN was much lower for the end-to-end distance 70 m than that of “Directed
Diffusion,” “TEEN,” and “PEGASIS”.

Figure 3c shows the network lifetime with reference to the number of simulation
rounds. It was observed that the SWSN has a comparatively higher network lifetime
than a typical WSN implementing Directed Diffusion, TEEN, and PEGASIS.

Figure 3d shows the residual energy with respect to the number of simulation
rounds. It was observed that the SWSN has a higher network lifetime than that of a
typical WSN implementing Directed Diffusion, TEEN, and PEGASIS protocol.

5 Conclusion

The SWSN applies the sociability dynamically over traditional WSNs. The Social
WSN functions sociability, subscription of a service, auto-selection of social sensors.
The social grades decide the flow of data among the social sensing devices. The
social communication binding provides a well-organized communication. Social
WSN framework supports multiple numbers of IoT services over WSNs. It also
provides auto-configurable custom designed service according to its sociability. The
simulation results validated that the performance of SWSNwas comparatively much
better than that of other contemporary routing protocols for WSNs like Directed
Diffusion, TEEN, and PEGASIS. This work may be further extended to facilitate
the expansion of customer-centric IoT services so as to cater the needs of the present
scenario.
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a

b

Fig. 3 a Length of Path due to End-to-End Distance. b Delay affected by End-to-End Distance. c
Lifetime of the network with reference to by number of Rounds. d Residual Energy with respect to
number of Rounds
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c
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Fig. 3 (continued)
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Finite Element Analysis of an Optimized
Sandwiched Spur Gear Set

Sumanta Panda, Jawaz Alam, and Arup Pradhan

Abstract Complex shape and geometry of gear lead to consideration of a large
number of design parameters in the gear design. Traditional design approaches have
the challenge of determining design variables that meet only a single design criteria
at a time, which is insufficient for high performance and dependability. This design
approachmeets the demand for compact, efficient, and reliable spur gear by reducing
the computational complexity and cost. In this article, Particle Swarm Optimiza-
tion (PSO) algorithm is used for optimizing the parameters of the single-stage spur
gear set. Three different materials i.e., structural steel, EN24, and Hylum are sand-
wiched together in a different arrangement. Stress analysis has been performed using
ANSYS. The deformation of the gear teeth has been analyzed. The design optimiza-
tion, content in terms of methodology, and gear material selection for composite
spur gear set presented in this paper are encouraging enough to attract researchers
working in this field.

Keywords Spur gear · Sandwich-type gear set · Contact stress · Deformation ·
FEA

1 Introduction

One of the main aims of optimum spur gear set design is to guarantee a long-term
design of spur gear sets with minimum contact stress at various points of contact,
which extends fatigue life. Lightweight spur gears have a wide range of applications
in industry, and they’ve also been investigated as a possiblemachine element in power
transmission systems in aviation and space technologies. To determine the maximal
stress and stress fields on gear tooth flanks during tooth meshing, Stanojevic and
Cvejic [1] introduced the approach. The contact of gear teeth flanks was modeled
using FEM. Based on the results of equivalent stress distribution in the contact zone,
the authors have proposed that FEM is one of the superior numerical approaches for
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contact stress analysis for the tooth flank of the mating gear. In another study, Hassan
[2] has developed a program to estimate the contact stress on the contacting teeth. To
generate ten cases, this programwas executed for each 30 rotations of the pinion from
the initial point contact to the endpoint contact. This program provided the graphic
analysis for the gear teeth of different FE models and the analysis of stress was
performed in ANSYS. The obtained outcomes from the FEA were compared with
the theoretical calculations. The standard gear set without linear tip relief has been
meshed and studied byMarkovic et al. [3] using the FEM to illustrate the comparisons
between the contact stress value obtained in FEM and the estimated value of contact
stress from Hertz’s theory (theoretical estimation). Gupta et al. [4] have performed
the FEA of gear with the help of ANSYS 13 to evaluate Hertizan’s stress generated
between two mating spur gears and compared the results with theoretical Hertzian’s
equation. Based on the estimated results, the authors suggested that, hardness of the
tooth profile can be enhanced to oppose surface fatigue i.e., pitting. Also, the contact
stress of the gear teeth decreases with an increase in the module. Also, if contact
stress reduction is the prime focus and if the high torque has to be transmitted then
a spur gear with a larger module is favored. Rani et al. [5] have adopted nylon,
polycarbonate, and cast iron as the spur gear materials for FEA. The authors have
suggested that the deflection of the cast iron is higher than others materials i.e.,
nylon and polycarbonate. As a result, cast iron gears may be replaced with nylon to
achieve high efficiency, long life, and low noise. Mahebub et al. [6] have performed a
comparative study using FEA on non-metallic andmetallic spur gears. The 3Dmodel
of spur gear was developed using Pro-engineer modeling software and simulation
is performed in ANSYS workbench and the authors have reported that non-metallic
gears provide more benefit simply for a limited strength application compared to
metallic gears. Sajad et al. [7] analyzed the dynamic response of gear using FEA.
The gears were operated at different rotating speeds and the corresponding stress
distributions, displacements, and strains were estimated. The authors have reported
that maximum stress occurs at the tooth root and bending stress rises with the rise in
the speed of the gear. Sachidananda et al. [8] highlighted one of themajormethods for
reducing contact stresses orHertizan’s stress in spur gear sets byusing addendumshift
with altered tooth sum technique. SEM images of the gear are studied to investigate
the morphology of gear wear. Al-Qrimli et al. [9] have performed a static FEA on
3D models of the spur gears made up of steel in the numerical method with the help
of ABAQUS software. The contact stress values obtained in FEA are compared with
the contact stress value determined by using Hertz’s theory (analytical approach) for
validation purposes. The authors reported that the magnitude of maximum contact
stress occurs at the pitch circle of the gear tooth. In a recent study, Alam et al. [10,
11] have reported an multi-objective optimization approach to reduce the contact
stress or Hertizan’s stress along the path of contact by using profile modification
with altered tooth sum approach. In their study, the authors demonstrated profile
modification as a useful approach to reduce contact stress and the weight of the
gear set. Furthermore, Alam and Panda [12] have extended the work of [10, 11] and
adopted PSO-TLBO and Jaya algorithm to solve this multi-objective optimization
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Design input
Gear geometry 
parameter, material 
parameter, Operating 
condition

Optimization of a multi-
objective design 
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Development of optimized 
CAD model with different 
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Stress and deflection 
analysis using FEM.
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(geometric, design and 
control parameter)

Optimized gear 
set geometry

Fig. 1 A block diagram for implementation of the proposed method

problem. Jaya algorithm is more efficient than PSO and PSO-TLBO algorithm in
terms of cost function [12].

The extensive literature review reveals that very limited literature related to the
minimization of contact stress at different points of contact for composite spur gear
set has been explored. The literature shows that a sandwich-type gear set has not been
most popularly considered for stress analysis. However, it seems a much interesting
approach that gives enough strength to the gear set to withstand high load and may
reduce the weight of the gear set. The design analysis considered both metallic
(Structural steel and En24) and composite materials (Hylum) material and sandwich
together. Further, the FEA has been performed which compares the maximum stress
induced in the gear sets with a different material combination. It may help the reader
in selecting an appropriate gear set arrangement with a material combination as per
the operational requirements. An elaborate detail on this aspect is presented in the
result and discussion section. The rest of this manuscript is structured as follows. The
methodology is discussed in Section. 2. Section 3 presents the result and discussion.
Finally, the study is concluded in Section. 4. The implementation steps of the design
optimization have been presented in Fig. 1, which gives an idea to the researchers
about the methodology and analysis of gear design adopted in this study.

2 Methodology

In this paper, we have studied the contact stress of a different spur gear set i.e., set
1, set 2, set 3. Further, the gear set has been developed by fixing the layer of gear
sets of different materials at alternate combinations (as can be seen in Table 1). The
optimum gear dimension has been obtained by themeta-heuristic approach i.e., PSO.
Afterward, a CAD model has been developed to check the geometrical feasibility,
and stress analysis has been performed in ANSYS. A basic design of single-stage
spur gear is presented in Fig. 2 [13]. The important parameters of the gear set are the
same as in [13].
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Table 1 Face width (mm) distribution of gear set

Face width Layer 1 Layer 2 Layer 3

Set 1 7.108 7.108 7.108

Set 2 8 5.32 8

Set 3 9 3.32 9

Comb.1 Hylum EN24 Structural steel

Comb.2 EN24 Structural steel Hylum

Comb.3 EN24 Hylum Structural steel

Fig. 2 Spur gear set

2.1 Design Variable

In this article, an attempt has been done to assert if any enhancement in the outcomes
is feasible by applying PSO algorithms to the constraint optimization problem. The
optimum design problem involves 10 non-linear constraints as reported in [13] and
5 design variables (i.e., b, d1, d2, H, and x1). The input design parameters with their
ranges are reported in Table 2.
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Table 2 Input design parameters

Design variable Lower bound Upper bound Variable types

b (mm) 10 35 Continuous

d1 (mm) 10 20 Continuous

d2 (mm) 10 40 Continuous

H (BHN) 200 400 Continuous

x1 0.8 1.5 Continuous

2.2 PSO Algorithm

Kennedy and Eberhart [14] first demonstrated PSO, a population-based optimization
technique. At each stage of the PSO, the velocity (or acceleration) of particle is
changed toward its ‘p Best’ and ‘g Best’ locations (global version of PSO). A random
term is used to weight the acceleration, with different random numbers created for
acceleration toward the ‘p Best’ and ‘g Best’ locations. The particles’ velocity and
position are updated according to Eqs. (1) and (2). The detailed steps of the PSO
algorithm are explained in [14]. Table 3 presents the optimum dimensions obtained
from the PSO algorithm.

Vi+1[] = Vi [] + C1 ∗ rand() ∗ (pBest[] − Current[])

+ C2 ∗ rand() ∗ (gBest[] − Current[]) (1)

Currenti+1[] = Current[] + Vi+1[] (2)

Table 3 Optimum dimensions of gear set

Parameter Value Parameter Value

B 21.33 bw 7

m 2 D1 20

z1 18 D2 36.4

z2 72 do 61.4

a 90 dp 16.9

R11 18 Iw 5

R12 72 Dr 139

Ra1 20 Di 129

Ra2 74 D 95.2

Rd1 15.5 Rb1 16.31

Rd2 69.5 Rb2 65.25
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Fig. 3 Sandwich-type CAD model

2.3 CAD Modeling

CAD model has been developed from the optimum dimensions obtained from the
PSO algorithms as presented in Table 3. These models have been developed to
check the geometric interference of the gear set. Three composite gear sets involving
different material and their location in the composite gear set have been developed
in this work. These gear sets are sandwiched to one another in three combinations
(as can be seen in Table 1). Figure 3 depicts the sandwiched gear set.

2.4 FEM Analysis

The FEM technique plays a vital role in pre-processing, analysis of the geometry
configuration of the machinery part. It is the time required to produce a machinery
assembly and the examination of the mechanism with its variable aspect. Hence by
using the FEM analysis, we can reduce the time and money by plotting the geometry
configuration. In SOLIDWORKS, we have modeled the machinery part with its
geometry configuration and imported it in ANSYS.

The solution to several engineering problems which have complex models such
as the optimum design of spur gear set is not always possible through an analytical
approach. For this reason, numerical methods provide approximate but acceptable
solutions. The validation of the optimum design of the gear set is performed through
stress analysis using FEA. After the validation of the design, the CAD model may
transfer to the shop floor for manufacturing.
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In pre-processing stage, the geometry and mechanical properties of the structure
were defined then discretization of the structure is performed through mesh genera-
tion of the whole structure. The mesh’s type and element size play a pivotal role in
the evaluation of contact stress at the tooth mesh contact.

In this analysis mainly three types of discretization methods (automatic, hex-
dominant, and tetrahedral) are used to obtain more reliable solutions as can be seen
in Fig. 4. The geometry and mechanics of the model are the two most critical param-
eters for meshing. Simple regions are meshed using hex-dominant meshing. Tetra-
hedral meshing is adapted to generate a mesh in complicated regions. An automatic
mesh is a hybrid of the two meshing processes. Tetrahedral elements may fit better in
complex shapes. Nevertheless, when it integrates the shape functions with points of
Gauss it is less precise than hex-dominant elements [15]. Besides, element distortion
is an important aspect that governs the mesh quality. This is because of the mapping
of integration space from real to natural. To summarize, if the geometry is easy,
hexahedral elements are the best choice for meshing. If this is not an option, (acute
angles, curved geometries, or similar) then go with tetrahedral but control the distor-
tion of the elements [15]. Hex-dominant meshes are economical with the number
of elements due to the constant degrees of freedom for one Hex-dominant refers to
six Tetrahedral. Increasing the number of elements will not enhance the size of the
global finite element matrices but the computations for one hexahedron are gener-
ated also for six tetrahedra. This step has to be compared in computational time to
state if it is interesting to use hex-dominant than constant strain tetrahedral knowing
that curved or linear hexahedra use Gauss integration points to generate the element
characteristics (stiffness, mass) and tetrahedral use exact formula without any inte-
gration to get the same characteristics. Tetrahedral components are commonly used
by academics because they fit well with arbitrary-shaped geometries and have a low
computational cost [15]. The combination of fine and coarse grain size helps the
designer to get more precise results. However, the computational cost for fine-grain
is more as compared to coarse grain size.

In the solver step, boundary conditions were imposed as the pinion was subjected
to a torque (52.7 N-m) along its axis and it is subjected to a fixed support at the end
of the shaft. Lastly, in post-processing, analysis results for the maximum stress at
the tooth surface were obtained. The solutions of FEA in workbench 15.0 for gear

(a) (b) (c)

Fig. 4 Gear mesh, a Automatic, b Hex-dominant, c Tetrahedral
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sets with different material combinations and meshing types have been reported in
upcoming sections. In the optimization, the contact length (T 1T 2) was found to be
46.53 mm. For contact stress analysis, the contact zone that needs to be discretized
is usually double the calculated contact length [16]. As a result, the length of contact
on both side of the pitch point was determined to be 93.06 mm, and the region was
divided into different nodes (14 nodes). As a result, a pitch length of 93.06 mm was
divided into 12 parts.

3 Result

In this article, FEM analysis of the sandwiched spur gear and pinion assembly has
been performed. The CAD model of the spur gear set has been developed by the
optimized dimension obtained through the PSO algorithm. In this study, we have
arranged three single-stage spur gear set by varying the face width of the sandwich
gear set. Also, the position of the selected gearmaterial is interchanged for the contact
stress analysis.

The optimized dimension of the spur gear set obtained through the PSO algorithm
is analyzed andCADmodels of different sets i.e., set 1, set 2, and set 3with the consid-
ered gear material combinations (combination 1, combination 2, and combination
3) have been prepared in SOLIDWORKS. Finally, these CAD models have been
imported into the ANSYS-15 workbench where static structure analysis was carried
out.

3.1 Contact Stress Analysis

The optimized gear set is transferred to the FEM workbench for the contact stress
analysis. Table 3 presents the values of the maximum contact stress obtained for
different gear set arrangements and the material configuration.

It is found that the spur gear set of combination 3 of set 3 has minimum contact
stress as compared to other gear sets in all mesh types i.e., automatic, hex-dominant,
and tetrahedral mesh types. A comparison of the stress analysis results for the opti-
mized gear set is reported in Table 4 for different gear sets and combination types. The
reported results in Table 4 divulges that the automatic mesh type has the minimum
contact stress for all the combinations in set 1 and set 2 (except tetrahedral mesh
type has minimum stress value in combination 2 of set 2). Whereas, tetrahedral mesh
type has minimum contact stress value for all combination types of set 3. On the
other hand, Fig. 5 presents the average contact stress variation of the gear set with
material combination variation. It can be observed that set 2 has maximum contact
stress for combinations 1 and 2. Set 1 has minimum contact stress with combinations
1 and 2. Whereas, for combination 3, set 1 has maximum contact stress and set 3 has
minimum contact stress. On the other hand, the designer is free to select the gear set
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Table 4 Contact stress (MPa)

Mesh type Set 1 Set 2 Set 3

Combination Combination Combination

1 2 3 1 2 3 1 2 3

Automatic 237.40 237.28 338.94 520.38 545.16 220.86 345.53 327.44 217.68

Hex-dominant 283.10 282.93 428.79 522.38 540.16 402.85 341.53 327.44 216.68

Tetrahedral 262.92 261.92 427.22 461.56 538.16 390.85 338.53 311.72 215.68

Average 261.14 260.71 398.32 501.44 541.16 338.19 341.86 322.20 261.68
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Fig. 5 Average contact stress variation with combination

combination as per their operational requirement and material availability. Figure 6a
depicts the contact stress analysis of set 3 combinations 3 with automatic mesh in
ANSYS.

3.2 Deformation Analysis

This study presents the deformation of the gear tooth. It is observed that the spur gear
set of combination 3 of set 3 has minimum deformation as compared to other gear
sets in all mesh types i.e., automatic, hex-dominant, and tetrahedral mesh types. A
comparison of the deformation analysis results for the optimized gear sets is reported
in Table 5 for different gear sets and combination types. The reported results in
Table 5 divulge that combination 1 of set 1 has minimum deformation as compared
to another combination type of this set of gear. On the other hand, combination 3
shows minimum deformation under loading conditions for set 2 and set 3. Figure 7
presents the average deformation variation of the gear set with material combination
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Fig. 6 Set 3 combination 3, a contact stress (Automatic mesh), b Deformation (tetrahedral mesh)

Table 5 Total deformation (×10–5 m)

Mesh type Set 1 Set 2 Set 3

Combination Combination Combination

1 2 3 1 2 3 1 2 3

Automatic 2.38 2.42 5.07 3.00 2.92 2.24 2.98 2.97 1.66

Hex-dominant 2.38 2.43 5.03 3.00 2.92 2.43 2.97 2.97 1.64

Tetrahedral 2.36 2.40 4.94 3.82 2.92 2.43 2.95 3.03 1.66

Average 2.37 2.42 5.01 3.27 2.92 2.37 2.97 2.99 1.65

0

1

2

3

4

5

0 0.5 1

D
ef

or
m

at
io

n 
(×

10
-5

 m
) 

Material Combination

Set 1 Set 2 Set 3

Comb. 1 Comb. 2 Comb. 3

Fig. 7 Average deformation variation with combination



Finite Element Analysis of an Optimized … 133

variation. It can be observed that set 2 shows maximum deformation in combination
1 and 2. Set 1 has minimum deformation with combinations 1 and 2. Whereas, for
combination 3 set 1 has maximum deformation, and set 3 has minimum contact
stress. On the other hand, the reader is free to select the gear set combination as
per their operational requirement and material availability. Figure 6b presents the
deformation of combinations 3 of set 3 with tetrahedral mesh.

4 Conclusion

The study aims at the evaluation of deformation and estimation of contact stress
of the spur gear set. The authors have observed the variation of contact stress of
the spur gear and pinion assembly by arranging the different face width thicknesses
of the metallic and composite materials. Three different compositions have been
explored to estimate the contact stress of the gear set. The solid gear CAD model
was developed in SOLIDWORKS. The FEM analysis has been performed on the
composite gear to study the stress distribution. This has been demonstrated that an
FEA model can be used to reliably simulate the interaction between two bodies by
verifying the impact stresses of two gears in contact. The following conclusions are
drawn from the study in hand:

i. It is interesting to note that the optimized composite gear sets can withstand
high load with a lighter weight of the gear set.

ii. The comparison between the different sets of composite gears (using Struc-
tural Steel, EN24, and Hylum as the gear material) has revealed that,
depending upon the requirements,whenminimumweight is the prime require-
ment, themost desiredmaterial isHylum. If the higher load is to be transmitted
then, the desired metal is structural steel and EN24.

iii. The contact stress analysis presented in this studypoints toward the fact that set
1 has minimum contact stress in composition 1 and 2 and set 3 has minimum
contact stress in composition 3.

iv. In the case of sets 1 and 2 automatic mesh types, minimum contact stress is
reported in compositions 2 and 3 respectively. Whereas in the case of set 3
tetrahedral mesh type has minimum stress in composition 3.

v. Deformation analysis revealed that set 1 has minimum contact stress in
composition 1 and 2 and set 3 has minimum contact stress in composition
3.

vi. In the case of set 1 combination 1, tetrahedral mesh type reports minimum
deformation. And in the case of combinations 3 of set 2, the automatic mesh
type reports minimum deformation, Whereas, in the case of combinations 3
of set 3 use of hex-dominant mesh type has reported minimum deformation
in teeth. 3.



134 S. Panda et al.

vii. Out of all the cases considered in this study combination, 3 of set 3 is the most
preferred set combination has resulted in a lighter gear set with low contact
stresses.

viii. It has been suggested by the authors that Hylum should be in between
structural steel and EN24 to avoid gross deformation end.
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Abstract The cluster decay properties of 124Ba is analysed using the recently devel-
oped R3Y nucleon–nucleon (NN) potential which was derived from the relativistic
mean-field (RMF) approach. The interaction barrier characteristics are compared
with the well-known phenomenological M3Y NN potential. The densities for the
daughters and clusters are also obtained from the RMF formalism, which is folded
with the NN potentials to deduce the nucleus–nucleus potential. The decay half-lives
are calculated using the preformed cluster decaymodel (PCM) inwhich cluster emis-
sion undergoes a quantum tunnelling process across a potential barrier. The scaling
factor of Blendowske &Walliser is employed for the estimation of the preformation
probability P0 of the emitted clusters. It is noticed that the half-lives predictions
of the M3Y potentials are higher than those of the R3Y at neck-length parameter
�R = 0.5 fm, being correlated with different barrier properties and an extended
repulsive core. Furthermore, 12C manifests the least half-life which indicates the
shell closure effect, corresponding to 112Sn daughter. The relationship between clus-
ter masses and the decay parameters is also concisely analysed.

Keywords Cluster decay · Preformed cluster decay model · Relativistic
mean-field · Half-life · Neck-length.
The work is supported by the FRGS grant number: FRGS/1/2019/STG02/UniMAP/02/2, DAE-
BRNS Project Sanction No. 58/14/12/2019-BRNS, FOSTECT Project Code: FOSTECT.2019B.04,
and FAPESP Project Nos. 2017/05660-0.

J. T. Majekodunmi (B) · K. Anwar · N. Abdullah
Faculty of Applied and Human Sciences, Institute of Engineering Mathematics, Universiti
Malaysia Perlis, Arau 02600, Perlis, Malaysia
e-mail: majekjoe1@gmail.com

S. Rana · N. Jain · R. Kumar
School of Physics and Materials Science, Thapar Institute of Engineering and Technology,
Patiala, Punjab 147004, India

M. Bhuyan
Department of Physics, Faculty of Science, Center for Theoretical and Computational Physics,
University of Malaya, Kuala Lumpur 50603, Malaysia

Institute of Research and Development, Duy Tan University, Da Nang 550000, Vietnam

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
S. K. Udgata et al. (eds.), Intelligent Systems, Lecture Notes in Networks and Systems
431, https://doi.org/10.1007/978-981-19-0901-6_13

135

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-0901-6_13&domain=pdf
http://orcid.org/0000-0001-6698-7731
http://orcid.org/0000-0001-8602-0042
http://orcid.org/0000-0001-6437-5416
http://orcid.org/0000-0003-0012-7215
http://orcid.org/0000-0002-8072-6885
http://orcid.org/0000-0003-4019-9942
http://orcid.org/0000-0002-8677-4220
mailto:majekjoe1@gmail.com
https://doi.org/10.1007/978-981-19-0901-6_13


136 J. T. Majekodunmi et al.

1 Introduction

The formation of clusters is most characteristic of unstable atomic nuclei. This is
commonly referred to as cluster radioactivity. Particularly, barium isotopes within
the mass region A ≈ 130 are marked with smooth transitions in terms of the shell
closure and the nuclear deformation [1]. Its prediction was experimentally validated
by Rose and Jones [2] and has led to the discovery of clusters ranging from 14C–
34S. Beside the experimental attempts, Poenaru et al. predicted the possibility of
cluster emissions from proton-rich parent nuclei having Z = 56–72 and N = 56–72
corresponding to the formation of double-magic 100Sn daughters via the analytical
super-asymmetric fission model (ASAFM) [3]. Subsequently, cluster radioactivity
in the trans-tin region has been intensely investigated at Dubna [4] and GSI [5, 6]
with a specific focus on 12C probable emission. Yet, the challenge remains that the
precise half-lives of suchnuclei have not beenobtained.This necessitates a theoretical
investigation and constitute the motivation for the present study.

To study the emission of 12C and few other probable clusters from 124Ba, we
have employed the preformed cluster decay model (PCM) of Gupta et al. [7] which
stems from the quantum mechanical fragmentation theory (QMFT), assuming that
clusters are pre-born within the parent nuclei before their barrier penetration. The
interaction barrier is formed from the interplay between the nuclear and the Coulomb
potential. The Coulomb potential is easily obtained while the nuclear potential is
usually calculated using phenomenological and microscopic approaches [8]. The
R3Y nucleon–nucleon (NN) potential was developed from the relativistic mean-
field (RMF) theory for the NL3∗ parameter set, which is used here in the analysis
and compared with the well-known phenomenological M3Y NN potential. Further,
in the PCM formalism, the neck-formation arises as fragments separate during the
decay process. Hence, the neck-length parameter�R assimilates the neck-formation
effect and modifies the first turning point Ra as shown in Fig. 1. One of us and
collaborators have reported in earlier studies [9–11] that �R = 0.5 fm is suitable
for cluster decay, however, in this study, the neck-length parameter is varied up to
1.0 fm to explore the properties of the recently developed R3Y which manifest
different barrier characteristics as compared to the M3Y potential. The ingredients
used in the PCM includes the preformation P0 and the penetration probability P
which are calculated from the Blendowske & Walliser scaling factor and the WKB
approximation respectively. The Q-values for the systems under study are estimated
from the experimental binding energy data [12]. Both fragments (emitted cluster and
daughter nuclei) are regarded as spherical and in the ground state.

2 Theoretical Formalism

The nonlinear RMF Lagrangian density used for the description of the interactions
between the many-body system of nucleons and mesons is given as [13, 14]
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Here, all parameters retain their usual meanings [13, 14] and reference therein. The
effective R3Y (NL3∗) NN interaction plus the single nucleon exchange effect is
obtained as
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Similarly, the well-known M3Y effective interaction plus the exchange effect takes
the expression [15]

V M3Y
eff (r) = 7999

e−4r

4r
− 2134

e−2.5r

2.5r
+ J00(E)δ(s), (3)

having the ranges in fm and strength inMeV. The nuclear interaction potential Vn(R)

is calculated here within the double folding approach [15] by using both R3Y in Eq.
(2) and M3Y in Eq. (3) nucleon–nucleon potential. The expression for the nuclear
potential is given as,

Vn(R) =
∫

ρc(rc)ρd(rd)Veff(|rc − rd + R| ≡ r)d3rcd
3rd . (4)

Here ρc and ρd are the densities of the emitted clusters (c) and the daughter nuclei
(d) respectively. This potential is used to deduce the WKB penetration probability
with the preformed cluster decay model (PCM). The decay constant λ and half-life
T1/2 in the PCM takes the form [16]

λ = ν0P0P, T1/2 = ln 2

λ
. (5)

To obtain the preformation probability (P0) for the cluster decay, the phenomeno-
logical scaling factor proposed by Blendowske and Walliser [17] is employed in the
present work and is given by
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P0 = (Pα
0 )(Ac−1)/3, (6)

where Pα
0 (even) = 6.3 × 10−3 is valid for light clusters with Ac ≤ 28.

3 Calculations and Discussions

As a representative case, Fig. 1 shows the total interaction potential of 124Ba→112Sn
+12C as a function of the radial distance R. It entails the individual contribution of
the nuclear potentials from the phenomenological M3Y (black dashes) and RMF-
based R3Y (blue dashes) interactions as well as the Coulomb potentials VC (red
line) at neck-length parameter �R = 0.5 fm. The inset gives a magnified view of the
respective first turning points of the total potential. From the figure, it is clear that the
R3Y (NL3∗) displays a lower interaction barrier as compared to the M3Y. In other
words, the R3Y (NL3∗) is more attractive than the phenomenologicalM3Y potential.
For the sake of brevity, the three-step penetration of the nuclear interaction potential
is not shown here (readers are encouraged to check Refs. [11, 18] for exhaustive
details).

Figure2 gives a clear distinction between the half-life predictions of the M3Y
and R3Y interactions at different neck-length. The logarithmic half-lives of different
isomeric state of neutron-rich 124Ba is displayed in terms of their corresponding
clusters. Each cluster is associated with a different magnitude of log10 T1/2 and the
deepest minima is found at 12C, corresponding to the neighbourhood of a closed
shell daughter 112Sn. As such, the effect of shell closure is revealed. It is worth
mentioning that, although it has been earlier established in Refs. [9–11] that a fixed
neck-length �R = 0.5 fm is suitable for cluster radioactivity, here, �R is varied
since the recently developed R3Y potential is characterised with different barrier
properties. This attempt allowsprobing the dynamics involved in theR3Ycalculation.
In all cases, the log10 T1/2 prediction of the R3Y turns out to be slightly lower than
those ofM3Yat�R=0.5 fm.Acritical inspection of the figure shows that penetration
does not occur for clusters with relatively lower masses (12C and 16O) at �R = 0.5
fm with the R3Y potential. Consequently, a higher value of the neck-length �R =
1.0 fm is used. Nonetheless, a large difference is noticed as �R is increased. It is
difficult to draw an inference from this analysis since these systems lack experimental
measurement. Yet, we opt to suggest that the discrepancy reflects the different barrier
characteristics of the R3Y and M3Y potentials and should be carefully resolved by
an appropriate choice of the neck-length parameter.

The difference between the potential at the 1st turning point V (Ra) and the avail-
able energy for the decay process (Q-value) is referred to as the driving potential
V (Ra) − Q. The driving potential is presented in Fig. 3 as a function of the par-
ticipating clusters. The figure manifests the decay characteristics of the interaction
potentials employed. While �R=0.5 fm is suitable for M3Y, it is evident that the
potential at the 1st turning point V (Ra) will turn out to be lower than the Q-value,
and hence, not satisfying the criterion V (Ra) > Q which is necessary for cluster pen-
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Fig. 1 The profile of total nucleus–nucleus interaction potential V (MeV) and its components,
namely, nuclear and Coulomb potential as a function of radial separation for R3Y (NL3∗) and
M3Y, NN potential for a representative case of 124Ba →112Sn +12C. The inset shows a magnified
view of the barrier height and position

etration. As such, it is reasonable to increase the �R in order to modify its entrance
channel and obtain a closer R3Y prediction. More specific details on the precise
neck-length which considers the cluster and other participating nuclei within each
reaction will be communicated shortly.

Using the Blendowske &Walliser scaling factor in Eq.6, the cluster preformation
factors (given in the 2nd column of Table1 are found to decrease in magnitude
with the respective increase in cluster mass. The Q-values are estimated from the
experimental binding energy data [12]. As shown in the 3rd column of the table, the
Q-values increase as the cluster mass increases. This implies that there is an inverse
relationship between the cluster mass and P0 while the cluster mass directly imparts
the decay energy.

On the other hand, as displayed in columns 4–6, the penetration probability/
penetrability P does not necessarily follow this norm. Instead, it is influenced by
the magnitudes of other participating nuclei as well as other inputs within the WKB
approximation. From the 5th column, one could notice that the criterion V (Ra) < Q
for barrier penetration is not satisfied for the first and second reaction systems at
neck-length�R= 0.5 fm. This necessitates a modification of the entrance channel by
increasing the �R to 1.0 fm for the R3Y potential. However, this may lead to certain
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Fig. 2 The logarithmic half-lives at different neck-length parameter �R values of 124Ba isotopes
for M3Y (open circle) and R3Y (filled symbols)

Fig. 3 Variation of the total driving potential V (Ra) − QRMF at different neck-length parameter
�R values for 114Ba isotopes. The filled and open symbols are estimated from M3Y and R3Y NN
interactions respectively
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Table 1 The preformation probability (P0) from Blendowske & Walliser formula, estimated Q-
value obtained from the experimental binding energies [12] and the penetration probability P at�R
= 0.5 fm. The last column contains the P at �R = 0.5 fm for R3Y only.

Cluster Preformation Q-value Penetrability P

mass probability P0
[6]

(MeV) M3Y R3Y

�R = 0.5 fm �R = 0.5 fm �R = 1.0 fm

12 8.53 × 10−09 9.5653 7.57 × 10−52 V (Ra) < Q 1.77 × 10−49

16 9.92 × 10−12 14.8997 4.07 × 10−51 V (Ra) < Q 3.87 × 10−48

20 1.15 × 10−14 17.3473 1.28 × 10−64 2.10 × 10−63 1.06 × 10−60

24 1.34 × 10−17 24.0712 1.14 × 10−56 2.24 × 10−56 9.99 × 10−53

28 1.56 × 10−20 31.1979 7.45 × 10−50 3.78 × 10−48 4.67 × 10−46

32 1.82 × 10−23 35.3848 5.97 × 10−50 9.12 × 10−50 1.30 × 10−45

discrepancies as shown in Figs. (2 and 3). It is therefore reasonable to conclude that
the neck-length plays an important role in determining the decay properties within
the PCM framework and its suitable value for cluster emissions can be determined
in the light of precise experimental measurement.

4 Summary and Conclusions

The half-lives and other decay properties of various isomeric states of the neutron-
rich 124Ba isotope have been examined using the relativistic mean-field derived R3Y
as well as the phenomenological M3Y NN potentials. We have demonstrated that,
unlike the M3Y, a higher neck-length other than the formerly reported value (�R
= 0.5 fm) could be more suitable for R3Y potential, else, its barrier penetration
for clusters with Ac ≤ 16 could be impeded. The emission of clusters of different
masses from 124Ba shows that the inherent properties of clusters (encapsulated in
their respective masses) have a strong influence on their individual preformation and
decay energy. This study can provide helpful information for future experiments on
the probable decay mode of the nuclei in this mass region.
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Abstract Due to the expensive nature and incomplete experimental data, it is always
not feasible to experimentally identify exhaustively interrelationship among biolog-
ical macromolecules. Link prediction is to computationally guess missing relations
within a partially constructed network. Representation learning with graph embed-
ding recently achieves great attention towards in-depth network structural analysis
and graph entity prediction. In this work, we try to evaluate a few well-known graph
embedding techniques for inferring links in gene regulatory networks. We consider
random walk (RW) and graph neural network (GCN)-based embedding methods. It
is worth mentioning that RW embedding techniques are not equipped with inherent
link prediction capabilities. We try to make the infer missing network links. Exper-
imental results show superior performance by GCN-based methods in comparison
with RW-based embedding methods for missing link prediction.
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1 Introduction

The biological systems aremade up in such away that the constituent elements,which
communicate with each other can be formally structured or modelled as a graph or
a network. These networks can be protein–protein interaction, metabolic networks,
gene regulatory networks, etc. It is very important to comprehend the activities,
associations and relationships that exist within these networks. These objectives can
be achieved by modelling these networks mathematically and by employing graph-
driven smart data-structural techniques [1].

Gene regulatory network (GRN) is made up of a set of genes that interact with
others forming a network. The graph-theoretic formalism of gene networks is the
common and simplistic way of representing it.

Definition 1 (Gene Regulatory Network (GRN)): A GRN is a graph, G = (V, E),
where V is the set of all genes in the network and E is the set of edges between a pair
of genes, say (vi , v j ) ∈ V , representing a strong biomolecular interaction between
the two genes.

The edges in a GRN correspond to interdependency between gene activities (nodes).
These may include regulation of transcription by transcription factors, but also less
intuitive causal effects between genes involving signal transduction or metabolism.
Due to the lack of a true network, often they are guessed computationally to recreate
suchbiological networks. The task of reconstructing the network is referred to asGRN
inference. The development of effective inference techniques is a great challenge in
system biology.

High throughput DNA microarray and most recently next-generation sequencing
(NGS) technology provide a convenient and effective platform for generating exper-
imental gene expression of a hundred thousand genes simultaneously [1]. The gene
expression dataset is represented as an N × M matrix, DN×M where each entry di, j
corresponds to the relative abundance of mRNA of a gene, i in j th cell or sample or
condition.

A plethora of unsupervised and supervised learning models have been developed
in the last few decades [1]. However, they have their limitations in capturing an
optimized network. The alternative is to predict missing links from existing partial
(inferred or true) networks. Network embedding is a recent development that can be
used to predict missing links in a given partially constructed network.

In this paper, we introduce a few network embedding techniques and assess their
prediction performance towards inferring missing links in GRN.

2 Network Embedding Techniques for Link Prediction

Link prediction (LP) is the way of predicting the missing link between two nodes
in a network or graph-structured data. It turns out to be a very important problem
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given any graph-structured data. In gene regulatory network, predicting the missing
links in a partial network due to incomplete and noisy data or due to limitations in
inference models. Recently, the graph representation learning [2] found its niche
in learning inherent structural information in a graph. It makes various downstream
tasks on graph structure analysis such as node prediction, link prediction, community
detection, less challenging, and making them more interpretable in terms of math-
ematical modelling and computational techniques. It involves the transformation of
network nodes or even an entire (sub) graph into lower-dimensional space such that
these representations in the embedded space correspond to a notion of similarity
between two nodes [3], thereby reflecting the similar inherent structure that exists in
the original network. Given, an undirected graph, G = (V, E), with V nodes and E
edges, the central aim of graph embedding is to find the mapping f : V → Rd from
vertices to d-dimensional real vectors.

Literature reports different network embeddingmethods.We discussed below two
popular categories of embedding techniques that will be used next to predict links in
GRN.

2.1 Random Walk-Based Embedding

The random walk-based approach for node embeddings has caught much attention
because of their expressivity and efficiency. In thismethod, the first step is to generate
a set of node’s neighbourhoods for every node via a random walk of the same length.
Next, a language embedding model, SkipGram [4], which converts graph structure
into node embedding in latent space. Below we discuss two random walk-based
embedding techniques.

DeepWalk: DeepWalk [5] is a pioneeringwork that exploits randomwalk techniques
to learn node representations. Due to its capability of employing truncated random
walks, it only captures local structural information. Authors define DeepWalk in two
steps: primarily, the random walk Wvi is generated for a node vi as the root node
of fixed length (t). The count of generated random walk is denoted by γ . Now, for
each node vi is a generated random walk |Wvi | = t . Then, it follows SkipGram [4]
technique to update the embeddings with the objective function:

minimize
�

− log Pr({vi−w, ...., vi−1, vi+1, ..., vi+w}| �(vi )) (1)

The latter part of embedding updation works by looping over all possible juxtapo-
sition in the random walk that exhibits within the boundary of window w. For a
node v j , a corresponding representation �(v j ) ∈ Rd is extracted and we maximize
the probability of its neighbourhood in the walk. Then, hierarchical softmax [6, 7]
approximates the probability distribution by maximizing the probability of a specific
path which is represented below:
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Pr(uk | �(v j )) =
�log|V |�∏

l=1

Pr(bl | �(v j )), (2)

where Pr(bl | �(v j )) is a binary classifier to the parent node bl , when the path to
node uk is considered as a sequence of tree nodes.

Finally, Stochastic gradient descent (SGD) [8] optimizes the model parameter
based on hierarchial softmax.1

Node2vec: Node2vec [9] is a more efficient embedding technique that captures not
only local but also global structural information of a network. It employs improved
biased random walk approach also known as 2nd order random walk to gener-
ate(sample) node’s neighbourhood in BFS (breadth-first-search) and DFS (depth-
first-search) search fashion. Authors define nodes generation with the following
strategy:

P(ci = x | ci−1 = v) =

⎧
⎪⎨

⎪⎩

πvx
Z i f (v, x) ∈ E

0 otherwise

(3)

where Z is the normalizing constant, πvx is unnormalized transition probability
between nodes v and x . Here, ci denotes the i th node in the walk.

In the second-order random walk, there are two variables p and q associated
with the walk. The unnormalized transition probability πvx is improved using search
bias α with the edge weight wvx = 1(for unweighted graphs). More specifically, a
random walk that after traversing edge (t, v), currently at node v. Next step in the
walk accompanies transition probabilities πvx on (v, x) from v node onwards. The
equation setup for unnormalized transition probability goes:

πvx = αpq(t, x) . wwx , (4)

where αpq(t, x) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

1/p i f dtx = 0

1 i f dtx = 1

1/q i f dtx = 2

Here, dtx denotes the shortest path distance between nodes t and x . The parameters
p and q are referred to as return parameter and in-out parameter, respectively,
as they supervise how fast the walk explores and leaves the starting node. In the
end, the optimization procedure is done using stochastic gradient descent (SGD) [8]

1 Refer to the DeepWalk [5] paper for more information on loss function.
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and is done with negative sampling2 which optimizes neighbourhood preservation
objective.

The major limitation of random walked-based embedding methods is that its
performance largely depends on the topology of the given network. It is less tolerant
towards biases, noise and incomplete networks which are common in GRNs. It is
important tomention that walk-basedmethods in their original form unable to predict
missing links in a network.

2.2 Neural Network-Based Embedding

Neural network (NN)-based embedding leverages deep learning in graph structures.
The implications with the new paradigm have gained a lot of attention in graphsmore
recently, as it acquires the inductive capability and it can also encode large-scale
graphs. Graph convolutional network (GCN)-based learning framework has been
exploiting NN embeddings to compute embeddings for the input graph. The best part
of GCN is that it leverages the information of the network nodes through parameter
sharing using both adjacency matrix(A) and feature matrix(X). Conceptually, a GCN
with L layers, L ≥ 2 with Z = H (L), we get:

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

H (0) = X

H (l) = ReLU ( ÂH (l−1)W (l−1)) f or l ∈ {1, ..L − 1}

H (L) = ÂH (L−1)W (L−1).

(5)

Â depicts symmetric normalized form of A as follows Â = D−1/2(A + I )D−1/2,
where D is the diagonal node degree matrix of (A + I ) and I is the identity matrix.
At each layer, the feature vector of a particular node with its neighbourhood nodes
feature vector is aggregated with the nonlinear activation function ReLU. Here, H (l)

and W (l) denote a node’s neighbourhood and weight matrix at l layer respectively.
We next discuss two Graph Neural Network-based models for link prediction.

Graph Autoencoders(GAE): GAE [10] is an unsupervised model that is extended
from autoencoders [11, 12] to network structures. Basic architecture of graph autoen-
coders consists of two components: primarily, the encoder part has graph convolu-
tional network (GCN) that produces latent vector (compressed representation) zi of
size F , for each node. More specifically, the latent space is a matrix Z of N × F
dimensions, which is the output applied on A and X, i.e. Z = GCN(A, X). Then, the
decoder part reconstructs the adjacency matrix Â from Z. The decoding operation

2 Refer to the node2vec [9] paper formore information on objective function concerning the negative
sampling.
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is performed through the inner product between latent vectors along with the sig-
moid activation function σ(x) = 1/(1 + e−x ). Therefore, the large the inner product
between two vectors, say zTi z j , the more chances the nodes i and j are linked together.
The final reconstructed matrix Â is achieved as follows, Â = σ(Z ZT ).

GAE is a deterministicmodel and less flexible. GAE assumes that the distributions
of input nodes have all the mass concentrated at one point. Probabilistic models are a
lot more precise than deterministic (non-stochastic) models. GAE may not be well-
suited for complex and large graphs. We discuss next the probabilistic extension of
GAE.

2.3 Variational Graph Autoencoders (VGAE)

A paramount extension in GAE is variational graph autoencoders [10] originated
from the idea of VAE [13] to graph structures. This model of probabilistic version
has zi latent variable of length F � N for each node, where i ∈ V . These low-
dimensional vectors are node embeddings making an embedded space Z for all the
nodes. VGAE [10] defines the inference model as follows:

q(Z |A, X) =
N∏

i=1

q(zi |A, X), where q(zi |A, X) = N (zi |μi , diag(σ
2)). (6)

The inference equation above is referred to as the encoding part of VGAE. Here,
μ is the matrix of mean vectors μi , where μ = GCNμ(A, X). Likewise, log σ =
GCNσ (A, X). Then, the generative model works in the decoding part which is
defined by the inner product between latent variables as follows:

p(A|Z) =
N∏

i=1

N∏

j=1

p(Ai j |zi , z j ), where p(Ai j = 1|zi , z j ) = σ(zTi z j ). (7)

Here, Ai j denotes the elements of A and σ(.) is the sigmoid activation function.
Lastly, the variational parameters Wi are optimized as follows:

L = Eq(Z |A,X)[log p(A|Z)] − K L[q(Z |A, X) || p(Z)] (8)

In the equation above, p(Z) = ∏
i p(zi ) = ∏

i N (zi |0, I )) is theGaussian prior used
inside Kullback–Leibler [14] divergence between q(.) and p(.) as K L[q(.) || p(.)].
In the end, a full batch gradient descent is performed with reparameterization trick
[13] during training.

Those GCN-based techniques are more expressive than traditional progression or
walk-based methods, and they are expensive due to the iterative model refinement
process.
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3 Experimentation

We try to evaluate the performance of various embedding methods for predicting
missing links in GRNs. As discussed above progression-based methods are not for
link, prediction. We use the decoder of GAE based method for predicting links from
the latent representations.

3.1 Input Network

We use synthetic GRNs generated using GeneNetWeaver [15] (GNW)3 related to
E.coli and Yeast. Details about the input network in Table1.

3.2 Experimental Setup

We try to propose a generic link prediction setup that works with any embed-
ding technique. The proposed framework is illustrated in Fig. 1. In the case of

Table 1 Synopsis of input networks generated using GNW.

Network type #Nodes #Edges #Features

E.coli 100 157 210

E.coli 500 1322 210

E.coli 1000 2019 210

Yeast 2000 5253 210

Yeast 3000 8029 210

Yeast 4000 11323 210

Fig. 1 Architectural pipeline of the experimental setup

3 http://gnw.sourceforge.net/.

http://gnw.sourceforge.net/
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Fig. 2 Trends on embedding methods with different parameters

random walk-based encoding, the input is the edge list of the GRN. GCN-based
encoders accept both GRN and gene expression matrix(nxd), which is commonly
termed as feature matrix. Original gene expression values are first discretized using
qudiscretize() method [16] available as R package in QUBIC.4 The decoder
performs the sigmoidal of the dot product between the latent lower-dimensional rep-
resentationmatrix, Z , with its inverse. The output network represents new links in the
network. Random walk is a single step process, whereas a neural network iteratively
optimizes the weights.

4 https://www.bioconductor.org/packages/release/bioc/vignettes/QUBIC/inst/doc/qubic_vignette.
pdf.

https://www.bioconductor.org/packages/release/bioc/vignettes/QUBIC/inst/doc/qubic_vignette.pdf
https://www.bioconductor.org/packages/release/bioc/vignettes/QUBIC/inst/doc/qubic_vignette.pdf
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Before encoding, a preliminary step of splitting the edges involves converting an
original GRN into a partial version, which is made as input in each of the encoding
techniques. The randomly removed edges from the original GRN contribute both
to the 5% validation set and 10% test set, respectively. Each of the above sets is
assembled by appendingmissing links from the original network and an equal number
of randomly removed edges. For encoding,wehave two randomwalk-basedmethods:
node2vec and DeepWalk, for converting a partial GRN into low-dimensional space
and a neural network-based GCN embedding as it appends both partial GRN and
pre-processed gene expression discretematrix for encoding. Hence, GAE andVGAE
involve GCN as the default encoder. However, after encoding, the matrix zi in the
latent space is made to be decoded with the dot product Âi j = σ(zTi z j ), generating
a network with new links.

3.3 Results

We execute node2vec5 and Deepwalk6 with default parameter settings (embedding
dimensions: 128, context window: 10). For, node2vec and DeepWalk use 80 and
40 length-walk per source, respectively. We record the ability of GAE and VGAE
empirically based on the different combinations of hyper-parameter tuning forGCN’s
hidden layers. We use either 64-dim layers or 32-dim layers and 16-dim layers as
latent space, with the learning rate of 0.001 and 0.01 for 200 epochs using Adam [17]
optimizer. Performanceof all the embedding techniques for linkprediction is assessed
using the metrics area under the receiver operating characteristic (ROC) curve
(AUC), average precision (AP) and F-beta score (beta = 0.5). The performance
variations with different parameter tuning are reported as a comparison graph in
Fig. 2. The overall best performance scores are reported in Table2.

Experimental results clearly show that neural network-based methods (both GAE
and VGAE) achieve superior results in comparison with propagation-based methods
towards inferring missing links with varying sized networks. As expected, VGAE is
the most effective model that surpasses its performance almost for every network.

5 https://github.com/aditya-grover/node2vec.
6 https://github.com/phanein/deepwalk.

https://github.com/aditya-grover/node2vec
https://github.com/phanein/deepwalk
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Table 2 Link prediction performance scores on E.coli and Yeast networks using various
embeddings

Network type Scores (in%) Methods

Random walk Neural Network(GCN)
node2vec DeepWalk GAE VGAE

E.coli-100 AUC 0.64 0.30 0.36 0.78
AP 0.72 0.40 0.59 0.88
Fβ 0.28 0.47 0.50 0.53

E.coli-500 AUC 0.64 0.65 0.79 0.80
AP 0.58 0.72 0.87 0.88
Fβ 0.28 0.35 0.64 0.62

E.coli-1000 AUC 0.71 0.44 0.71 0.70

AP 0.70 0.56 0.79 0.77

Fβ 0.28 0.35 0.60 0.62

Yeast-2000 AUC 0.65 0.60 0.68 0.79
AP 0.58 0.58 0.76 0.81
Fβ 0.28 0.43 0.53 0.49

Yeast-3000 AUC 0.64 0.48 0.68 0.80
AP 0.60 0.52 0.79 0.84
Fβ 0.28 0.37 0.58 0.48

Yeast-4000 AUC 0.57 0.37 0.71 0.75
AP 0.56 0.43 0.80 0.81
Fβ 0.28 0.35 0.55 0.48

Additionally, we also report the training trends in loss and accuracy of GCN
encoders for 200 epochs in Fig. 3 and find that loss values for GAE and VGAE have
comparable performance as they monotonically decrease on every dataset. However,
the accuracy plot of the GAE model for all datasets yields a better trend of training,
while the VGAE model fluctuates for all datasets.
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Fig. 3 Train loss and accuracy values for all datasets for GAE and VGAE

4 Conclusion

We present an empirical study on missing link prediction in gene regulatory net-
works using network embedding techniques, and we propose a framework where
any embedding technique (not for link prediction) can be used to infer a link in an
incomplete network. Results show that GCN-based methods are superior in perfor-
mance for predicting links compare to random walk-based methods.
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Prediction of Heart Diseases Using Soft
Computing Technique

Subhalaxmi Das, Sateesh Kumar Pradhan, Sujogya Mishra, Sipali Pradhan,
and P. K. Pattnaik

Abstract In the contemporary lifestyle, the prediction of early health care has a
significant character to avoid the death rate caused due to late diagnosis of fatal
diseases. To provide better predictive results, many researchers are using machine
learning techniques for correct diagnosis. Recently, the data scientist has been paying
attention by analyzing big data, which uniquely detects the health status much faster
than the expected time and gives a competent approach to conquer the subjects in
early detection. Big data analysis is a suitable tool for healthcare prediction using all
health parameters to provide better results. Though to classify data is a major hurdle
due to its vague nature, the selection of features has a significant role in classifying by
eliminating immaterial attributes from the rawdata. In ourwork,we use the Statistical
correlation technique to make groups of records with different features; then, using
the rough set technique (RST), we find the significant attribute responsible for heart
diseases. We validate our claim using statistical techniques.

Keywords Physician data · Rough set theory · Descriptive and predictive data
mining

1 Introduction

The heart is the major part of the human physical system. Heart-related diseases are
always alarming and not predefined. In the last 20 from 2000 to 2021, significant
digital data was applied to various domains such as entrainment, telecommunica-
tions, healthcare, and agriculture. A huge number of data has been produced from
different fields, various foundations, for example, flooding machines, Instruments
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with voluminous throughput, networks related to sensors, healthcare by the using
various applications of mobile and particularly, the representation of these volumi-
nous data defined as big data [1, 2]. The extraction, envisaging, and abstraction of
knowledge by different voluminous data types become difficult, mainly due to the
insufficient availability of quality technology. Big data analysis for the identifica-
tion of important evidence is a significant technological question. Soft Computing
methods like Genetic algorithm (GA), Fuzzy set theory (FST), and artificial neural
network (ANN) are the fundamental techniques for classifications. The technique
of sorting and deriving meaningful information and patterns from voluminous data
is defined as data mining, which is useful in deriving meaningful information from
previous knowledge [4]. Fluctuation of groundwater level prediction] by using a
comparative analysis of artificial neural network (ANN) and optimizing it by the use
a hybridization of scale conjugate gradient method, Bayesian neural network and
adaptive neuro-fuzzy inference system by Tiwari [5], prediction various diseases
by hybridizing rough set theory with recurrent neural network applied on big data
analytics by Talasila et al. [6], Kreethika and Premalatha [7] achieved a classification
for heart diseases by using a combination of rough set and Fuzzy classifier. Son et al.
[8] developed a method to forecast heart failure using a support vector machine, a
machine learning tool. Patil et al. [9] discussed the prediction of heart diseases using
the support vector machine algorithm; they analyzed the case history data of the
patient. Tabesh et al. [10] use a support vector machine to predict heart conditions.
They use a support vector machine classifier to increase the accuracy by around 20%.
Abraham and Nath [11] work on hybrid intelligent systems design by using artifi-
cial neural network (ANN), fuzzy logic (FL) to achieve the optimized result. They
used different techniques like a genetic algorithm (GA), simulated annealing (SA).
Stephen et al. [12] use a support vector machine for feature extraction with consid-
erable accuracy. Bui et al. [13] discussed on use of time series to predict health care
diagnosis on health care issues emphasized on cardiovascular diseases. The work
is based on a review of various types of prediction models using time series-based
forecasting models. Wijaya et al. [14] had designed a refined detrended fluctuation
analysis (R-DFA) to predict heart-bit rate accurately. Rough set is a handy tool for
the extraction of significant features from a set of vague and imprecise data, and
finding reduct by using the suitable algorithm is a question yet to be answered, Li
[15] in his project design a technique by use of decision tree learning algorithm
to find an optimal reduct in rough set. Bharti et al. [16] used machine learning
and deep learning technique to predict heart disease. They used various machine
learning and deep learning algorithm and compared and analyzed their result with
the UCI machine learning heart disease dataset. Akulume and Kiwanuka [17] have
discussed the correctness of organized performance in forecasting healthcare waste
isolation performances. Kaan and İlhana [18] proposed using a genetic algorithm
along with a recurrent fuzzy neural network. Li [19] discussed the finding reduct
using particle swarm optimization and Johnson’s algorithm in a project. Beynon
et al. [20] developed a new classification and rule induction method using rough set
theory.
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The objective of our paper is to look at a number of heart-related disorders that
affect people of all ages. The data from numerous medical sources were analyzed
using the rough set approach, and it was discovered that heart attacks cause more
substantial harm than other heart-related ailments. Our work is focused on the selec-
tion of features (symptoms). We utilize a local lower covering method to locate the
approximate symptoms of cardiac problems to find the key symptoms.

2 Rough Set Concept and Analysis

The basics of rough set was developed by Poland Mathematician and Computer
researcher Pawlak [21] in the early ‘80 s of twenty century. The basic concept of
a rough set is based on basics taken from the information system’s logical prop-
erties. The rough set concept is a handy tool to apply to various fields like Rela-
tional database, Data mining, Knowledge discovery. This theory is loosely based on
the concept of Fuzzy set theory. The rough set concept is useful to find structural
relationships within imprecise and noisy data.

Fuzzy set and rough set are corresponding ideas of conventional set theory.
The rough set concept deals with approximation space with multiple memberships,
while the fuzzy set concept deals with partial membership. The growth of both
approaches, fuzzy and rough set, strengthens soft computing, the concept of soft
computing approximation developed by Zadeh [22], including genetic algorithm,
fuzzy set theory, rough set theory, artificial neural network, and all machine learning
algorithms. Themost common problemon data analysis solved by rough set includes.

2.1 Reduct

The same objects may be signified multiple times. There may be certain attributes
that are redundant. We should consider the attributes responsible for the preservation
of indiscernibility relation and set approximation. There may be several such sets of
attributes called reduct. Construct identical equivalence class set as that articulated
by the complete attribute set which can be represented by [x]reduct = [x]p.

2.1.1 Properties of Reduct

• Reduct sets are minimal.
• There are several reduct sets, so reduct sets are not unique.

Core = ∩Reduct
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2.1.2 Algorithm to Find the Reduct

Input:

R, set of all conditional attributes, L, set of all decision attributes.

Output: M, sets with unique feature.

i. A := { }, M := { }
ii. repeat
iii. A : = M
iv. ∀ x ∈ (R−−M)

v. if γMU {X}(L) > γA(L)

vi. A : = M U {x}
vii. M := A
viii. until γA(L) = γR(L)

ix. return A

There are several algorithms to find the reduct. Finding the reduct is an np-hard
problem, i.e., there can be several procedures to find the reduct. So the procedure to
find the reduct is not unique.

3 Analyzing Heart-Related Medical Data

Initially, we collected random medical data related to heart diseases which are
presented in Table 1. Table 2 represents an information table with respect to heart
diseases. The medical data was collected from general public hospitals as well as
private hospitals from the districts of Odisha, namely, Khordha, Sambalpur, Cuttack,
Jaypore, Koraput, Kandhamal, Baleswar, and Jajpur.

We consider the categories of heart diseases as conditional attributes and,
using the concept of minimal attribute concept of rough set theory, find the most
significant conditional attribute responsible for the rapid death rate growth. To
analyze further, we rename the conditional attributes. Initially, we have more

Table 1 Category of heart
diseases

Serial Number

1 Heart rhythms, or arrhythmias irregularities

2 Marfan syndrome and Aorta disease

3 Heart attack

4 Coronary artery disease (narrowing of the
arteries)

5 Deepvein thrombosis and pulmonary
embolism
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Table 2 Medical data set related to heart diseases

District Heart
rhythms, or
arrhythmias
ırregularities

Marfan
syndrome
and aorta
disease

Heart attack Coronary
artery
disease

Deepvein
thrombosis
and
pulmonary
embolism

Total

Khordha 45,000 45,000 15,000 20,000 20,000 145,000

Sambalpur 40,000 65,000 5000 20,000 20,000 150,000

Cuttack 35,000 35,000 2000 21,000 21,000 114,000

Jaypore 35,000 40,000 25,000 16,000 16,000 132,000

Koraput 50,000 25,000 25,000 14,000 14,000 128,000

Kandhamal 25,000 25,000 75,000 14,000 14,000 153,000

Baleswar 25,000 25,000 75,000 16,000 16,000 157,000

Jajpur 75,000 12,000 13,000 5000 5000 110,000

Table 3 Information and correlation

M R1 R2 R3 R4 R5 D

M1 K1 K1 K2 K2 K1 P1

M2 K1 K1 K1 K2 K1 P1

M3 K2 K2 K1 K1 K1 P2

M4 K2 K2 K2 K1 K1 P2

M5 K2 K2 K2 K1 K2 P2

M6 K1 K2 K1 K1 K2 P2

than 200,000 records after using the correlation technique, and we have 6-
records, i.e., < M1, M2, M3, M4, M5, M6 > for five conditional attributes <

R1, R2, R3, R4, R5, R6 > with their values described as significant and pointless
renamed as K1 and K2, respectively. The decision attribute single attribute renamed
as D, and its values are defined as P1 and P2. Table 3 describes the information
and correlation between different conditional attributes. Our objective is to find the
maximum death rate by which conditional attributes by using rough set theory.

3.1 Finding Reduct and Indiscernibility

Indiscernibility is denoted as IND using an algorithm to find reduct defined in Sect. 3.

IND(R1) = {{M1, M2, M6}, {M3, M4, M5}},
IND(R2) = {{M1, M2}, {M3, M4, M5, M6}},
IND(R3) = {{M1, M4, M5}, {M2, M3, M6}},
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IND(R4) = {{M1, M2}, {M3, M4, M5, M6}},
IND(R5) = {{M1, M2, M3, M4}, {M5, M6}},
IND(R1, R2) = {{M1, M2}, {M3, M4, M5}, M6},
IND(R1, R3) = {{M1}, {M2, M6}, {M3}, {M4, M5}},
IND(R1, R4) = {{M1, M2}, {M2, M6}, {M3}, {M4, M5}},

IND(R1, R5) = {{M1, M2}, {M3, M4}, {M5}, {M6}},
IND(R2, R3) = {{M1}, {M2}, {M3, M6}, {M4, M5}},
IND(R2, R3) = {{M1}, {M2}, {M3, M6}, {M4, M5}},
IND(R2, R4) = {{M1, M2}, {M3, M4, M5, M6}},
IND(R2, R5) = {{M1, M2}, {M3, M4}, {M5, M6}},
IND(R3, R4) = {{M1}, {M2}, {M3, M6}, {M4, M5}},
IND(R4, R5) = {{M1, M2}, {M3, M4}, {M5, M6}},
IND(R1, R2, R3) = {{M1}, {M2}, {M3}, {M4, M5}, {M6}},
IND(R1, R3, R4) = {{M1}, {M2}, {M3}, {M4, M5}, {M6}},
IND(R1, R4, R5) = {{M1, M2}, {M3, M4}, {M5}, {M6}},
IND(R1, R2, R4) = {{M1, M2}, {M3, M4, M5}, {M6}},
IND(R1, R2, R5) = {{M1, M2}, {M3}, {M4, M5}, {M6}},
IND(R1, R3, R5) = {{M1}, {M2}, {M3}, {M4, M5}, {M6}},
IND(R1, R4, R5) = {{M1, M2}, {M3, M4}, {M5}, {M6}},
IND(R2, R3, R4) = {{M1}{M2}, {M3}, {M4, M5}, {M6}},
IND(R2, R3, R5) = {{M1}{M2}, {M3}, {M4}, {M5}, {M6}},
IND(R2, R4, R5) = {{M1, M2}, {M3, M4}, {M5, M6}},
IND(R1, R2, R3, R4) = {{M1}{M2}, {M3}, {M4}, {M5}, {M6}},
IND(R1, R2, R3, R5) = {{M1}{M2}, {M3}, {M4}, {M5}, {M6}},
IND(R1, R3, R4, R5) = {{M1}{M2}, {M3}, {M4}, {M5}, {M6}},
IND(R2, R3, R4, R5) = {{M1}{M2}, {M3}, {M4}, {M5}, {M6}}.

The final reduct sets are (R2, R3, R5), (R1, R2, R3, R4), (R1, R2, R3, R5)

(R1, R3, R4, R5) and (R2, R3, R4, R5). The core of the rough set is defined as:
∩Reduct . In this case,

Core = ∩{(R2, R3, R5), (R1, R2, R3, R4), (R1, R2, R3, R5),

(R1, R3, R4, R5), (R2, R3, R4, R5)} = R3

We concluded that R3 is the most significant conditional attribute that increases
the sudden death rate of R3 renamed for heart attack. In the subsequent section, we
predict the symptoms of heart attack by using different classification techniques.
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3.2 Finding Data Analysis Medical Data Related to Heart
Attack

In the following Table 4, we have given various symptoms of a heart attack. We
intend to find the most significant symptoms responsible for heart attack using the
procedure for determining a single local lower covering [23].

We have considered < 1,2,3 > as conditional attributes. Here, R can be a local
covering if the following conditions are satisfied:

• ∪r ∈ R[r ] ⊂ U
• For every r ∈ R one is minimal

R is minimal ∀r ∈ R,∪K∈R−{r}[K ][K ] �= ∪K∈R[K ].

4 Methods to Find Local Lower Covering

This section includes the method to find local lower covering through the following
steps:

Input: R (R ⊂ X , X is the universe)

Output: Unitary Local lower covering K of the set R

begin

M := R;
r = ϕ;
p = ϕ;
while M �= ϕ;
begin

r = ϕ;
ra = ϕ;
rn = ϕ;

Table 4 Symptoms for heart attack

Serial Number Symptoms

1 Discomfort in chest A

2 The sensation of weakness/light-headed,/faint B

3 Pain or discomfort in the jaw, neck, or back C
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r(M) = {s|[s] ∩ M �= ϕ}
while {r := ϕ or [r] �⊂ X} and r(M) �= ϕ

begin

select a pair s = (bs, bv) ∈ r(M), such that |[s] ∩ M| is maximum

if matching happens, select s ∈ r(M) with the smallest cardinality [s];

if another matching happens, select the first pair;

r := r ∪ {s};
M := [s] ∩ M;
r(M) := {s|[s] ∩ M �= ϕ};
if bs is symbolic {Let Vbt is the domain of at}

then

rs = rs{(bt , v)|v ∈ Vat }
else

{bt is numerical, l = (bt , u, ..., v)

rn = rn ∪ {bt , x, ..., y|disjoint x, ..., y and u, ..., v} ∪
{(bt , x, ..., y)| x, ..., y superset u, ..., v}
r(M) := r(M) − {rs ∪ rn};
end (while);

if [r ] ⊆ R

then

begin

for each bt (which are numerical attributes) with (bt , u, ..., v) ∈ r

do

while (r contains at least two different pairs (bt , u to v) and (bt , x to y) with equal
weight for numerical attributes bt )

reinstate the two pairs these two pairs with a fresh pair

(bt , common part of u, ..., v and x, ..., y);

for each t in r do

if {r − {t}} ⊆ R then r := r − {t};
r := r ∪ {r};
end [then]
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Table 5 Information table of heart attack

Records Discomfort in
the chest

A sensation of
weakness/light-headed,/faint

Pain or
discomfort in
the jaw, neck, or
back

Decision

A 70–106 Yes Yes Yes

B ? Yes Yes Yes

C 65–105 Yes ? Yes

D ? No No Yes

E 65–95 No No No

F 115–118 Yes No No

g 95–105 No Yes No

else

p := p ∪ {r};
M := R − ∪K∈r ∪p [s];
end (while);

every r

do

if R − ∪K∈r ∪p [s] = ∪K∈r [s] ⇒ r = r − {r};
end (Procedure);

Using the correlation technique applied on the records given in Table 2, we have
an attributes table inclusive of both conditional attributes and decision attributes for
heart attack cases. The symptoms for heart attack explained in Table 5 are collected
from Table 2.

4.1 Approximation Using Local Lower Covering

Here, universal set R = {a, b, c, d, e, f, g} and the conditional attribute defined
as L = {A, B, C, D}, where A: Discomfort in the chest, B: Sensation of
weakness/light-headed/faint, C: Pain or discomfort in the jaw, neck, or back, and
D: Decision attributes. In general, missing attributes are lost, so it is denoted by (?).

Local lower covering r of R using the method ∪K∈r[K] is a lower approximation
for R, Decision explained as [(Heart attack, yes)] = [1, 2, 3, 4] number rows as per
the Table 5. In the first instance, we have calculated the block’s attribute-value pairs.

[Heart − beat rate, 75 − 95] = {e}



164 S. Das et al.

[Heart − beat rate, 60 − 107] = {a, c, e, g}
[Heart − beat, 95 − 119] = { f, g}
[Heart − Beat, 65 − 68] = {c}
[Sensation of weakness/light − headed/faint, Yes] = {a, b, c, f }
[Sensation of weakness/light − headed/faint, No] = {d, e, g}
[
Pain or discomfort in the jaw, neck, Yes

] = {a, b, g}
[
Pain or discomfort in the jaw, neck, no

] = {d, e, f }

r(M) are relevant attribute-value withM = {a, b, c, d} from Table 9 with [Heart-
beat rate, 90–107], 105–119, 65–70}], [Sensation of weakness/light-headed/faint,
Yes], [Sensation of weakness/light-headed/faint, No], [Pain or discomfort in the jaw,
neck,/Yes], [Pain or discomfort in the jaw, neck,/No].

The set [s]∩M is the largest set for s= [Sensation of weakness/light-headed/faint,
Yes] = {a, b, c}, choose [Sensation of weakness/light-headed,/faint, Yes] and it
is symbolic representation Ra = {[Sensation of weakness/light-headed/faint, Yes],
[Sensation of weakness/light-headed,/faint, No} since [Sensation of weakness/light-
headed,/faint, No}�⊂{a,b,c,f }, entering in the inner while loop M = {a, b, c} and
r(M) is the set after dropping rs∪rn from r(M) is [Heart-beat rate, 90–107], 105–119,
65–70}], [Pain or discomfort in the jaw, neck, Yes].

In case of pair values s [Heart-beat rate, 90–107] and [Pain or discomfort in the
jaw, neck, Yes].

[s] and M is the largest Also the 2nd attribute the intersection [s] and M is the
largest and [s] size are equal for together with its attribute values in pair., we choose
the initial one [Heart-beat rate, 90–107] so the class S = [Heart-beat rate, 90–107],
[Sensation of weakness/light-headed,/faint, Yes], [S] = {a, c} ⊂ {a, b, c, d}, it is
the first nominee for an element for local lower covering is identified in r. Similarly,
using the above algorithm iteratively, we generate the following rules.

Our basis {a, b, c, d}, i.e., Heart attack is yes, The following rules generated by
using the above local lower covering is.

Rule-1: K1-(Sensation of weakness/light-headed/faint, Yes), (Heart-beat rate, 70–
106) and (Pain or discomfort in the jaw, neck, or back, Yes) → (Heart attack, Yes).

Rule-2: K2-(Sensation of weakness/light-headed/faint, Yes)
and(Pain or discomfort in the jaw, neck, or back, Yes) → (Heart attack, Yes).

Rule-3: K3-(Sensation of weakness/light-headed/faint, No)
and(Pain or discomfort in the jaw, neck, or back, No) → (Heart attack, No).

Rule-4: K4-(Sensation of weakness/light-headed/faint, No) and(Heart −
beat rate, 65 − 105) → (Heart attack, No).
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5 Mathematical Validation

Weuse the Statisticalmethod to validate our claim as the data collected fromdifferent
sources are heterogeneous as shown in Tables 6 and 7 and do not follow any particular
distribution. Thus we use the Chi-square test to verify our claim.

H0(Null Hypothesis)-: Heart attack does not depend upon the conditional
attributes < A, B, C>

H1 (AlternativeHypothesis)-: Heart attack depends upon the conditional attributes
< A, B, C>

χ2 =
∑

i

(Ei − Oi )
2

Ei
(4)

Table 6 Statistical data observed sample

(Heart attack, symptoms)/Places A B C D E Total

Discomfort in the chest, i.e., (Beat rate)/minute 20 40 20 10 5 95

A sensation of weakness/light-headed,/faint 10 40 40 40 25 155

Pain or discomfort in the jaw, neck, or back 5 10 10 5 5 35

Discomfort in chest/other than Beat rate 5 10 10 10 5 40

Total 40 100 80 65 40 325

with a significance level, α = 0.05.

Expected value calculated by the formula = RowTotal×ColumnTotal
Grand Total

Table 7 Statistical data expected sample

(Heart attack, symptoms)/places A B C D E

Discomfort in the chest, i.e., (Beat rate)/minute 11.7 29.2 23 19 11.7

A sensation of weakness/light-headed/faint 19.07 47.6 38.15 31 19.07

Pain or discomfort in the jaw, neck, or back 4.30 10.7 8.6 7 4.3

Discomfort in chest/other than Beat rate 4.9 12.3 9.846 8 4.9

So calculated value, χ2
C = 43.76, where α = 0.05 with degrees of freedom, d f = (Column -1) ×

(Row -1) = 3 × 4 = 12.

But tabulated value, χ2
T

(
1 − α, d f

) = χ2
T (0.95, 12) = 21.03. Since χ2

T < χ2
C , we reject the null

hypothesis and accept the alternate hypothesis.
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6 Comparison with Contemporary Work

Instead of using all of the heterogeneous data for our research, we used statistical
correlation to categories the data according to dissimilarity, which provides a better
approximation, visualization, and concrete conclusion. b. Using the rough set tech-
nique to identify the smallest viable groupings from data that was confusing, impre-
cise, or absent (information loss). The number of symptoms linkedwith a heart attack
is decreased to an absoluteminimumwhen the Lower CoveringAlgorithm is utilized.
Unlike the cited article [10], which forecast future increases in heart-related anoma-
lies without predicting their symptoms, we predicted themost terrifying heart-related
ailments and then discovered their symptoms. Doctors have found our forecast to be
quite helpful in the treatment of cardiac illnesses. The majority of the referred work
is based on a local heart-related data set, and as the volume of the data rises, the
difficulties increase, making generalization impossible. In our research, we focused
on getting a general-purpose outcome using ambiguous and imprecise data that was
heterogeneous in character, with a focus on a worldwide data set gathered from
multiple medical sources.

7 Concluding Remark and Future Work

In this work, we use two concepts of rough set theory, algorithm to find the reduct
and the use of local lower covering to generate a set of rules, i.e., a combination of
conditional attributes (Symptoms) to generate a set of rules for heart attack. Initially,
we had taken several heart-beats-related medical data from the different hospitals,
then by correlation method, we had 6-different groups of records, and then we apply
the rough set algorithm to find themost significant attribute which increases the death
rate. After getting the most significant attribute, we apply a local lower covering
algorithm to derive a set of rules for the conditional attribute. This concept can be
extended to various fields like Business, Entertainment, and Sports.
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An Architectural Framework to Manage
Heterogeneous Emergencies

Sarmistha Nanda, Chhabi Rani Panigrahi, and Bibudhendu Pati

Abstract An emergency is a combination of unforeseen circumstances or a state
that needs immediate action to get rid of the situation. Most of the emergencies
such as cyclone, accident, wildfire, riots, landslides, infectious disease, etc., occur
very frequently. In any emergency scenario, affected people get scared and could
not be able to take any appropriate action. Timely guidance by the corresponding
authorities can minimize the loss of life, environment, and property. In this work, a
framework has been proposed that canmanage heterogeneous emergencies. Through
the proposed framework, when the emergency authorities get information about any
type of emergency, they can use the cloud service to interact directly with the affected
people. The advantage of this framework is to increase the efficiency of emergency
management in terms of scalability, cost, as well as time. It can help the affected
people to get rid of the situation by the guidance of emergency-specific experts. A
case study is also presented to describe the workflow of the framework.

Keywords Emergency · Cloud computing · Knowledge base · Heterogeneous

1 Introduction

Millions of people are getting affected every year by either man-made or natural
disasters [1]. To manage the disasters, various techniques are implemented. It is very
sensitive because it has a great impact onhuman lives, infrastructure, and the economy
of a country. So proper and timelymanagement is themajor challenge. Automation is
the key strategy to manage any emergency situation efficiently in terms of time, cost,
and employee turnover. The emerging advancement of the cloud and its increasing
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availability suggest new approaches where processing is performed remotely [2, 3].
The use of cloud computing helps in increasing the latency and reduces the processing
time of the application. 4.66 billion active Internet users are there across the world
as of 2021 January, and this is 59.5% of the global population [4]. People are getting
affected by multiple emergencies and are not able to get rid of the situation due to a
lack of proper management. The crises are putting a negative impact on people and
keep them under pressure. During that time, they cannot be decisive, and a group
of highly skilled individuals are expected for decision management [5]. It is always
required to reduce the economic and casualties loss in an emergency [6].

Keeping this in mind, we thought of an architecture by using which experts can
reach the disaster-affected people in a common platform to help them. The people
using the Internet-enabled gadget can get the advantage of this and also can help
the other nearby affected people. The process starts when an emergency is predicted
or occurred without any prior knowledge. It means the mobile users are needed to
be tracked based on the emergency location and messages regarding the application
to be pushed. One question may arise here, “Is the gadget needs to be much more
resourceful in terms of battery life, memory, and processing capability?” The answer
is no. The reason is that the emergency-specific application needs to be installed for
a while i.e., as and when required, and the computation will be done in the cloud.
The information regarding the upcoming emergency or recently occurred emergency
can be extracted using a cloud service from the various sources such as social media
data, sensor data, image data, etc. [7–9]. Through this web service, the type, location,
and severity level of the emergency can be identified. Using these information, the
emergencies can be managed with the proposed architecture.

1.1 Motivation

Many applications, such as SURAKSHIT, E3M, Help Me, etc., are developed to
manage emergency situations [10] but these are dealing with only one type of emer-
gency. For any emergency, user has to install that emergency-specific application on
their gadgets. It is very difficult for an affected person to search, install, and operate
the reliable and authentic application during the emergency. If an automation can be
done on top of this to manage multiple emergencies with expert’s direct supervision
then affected people will not get over-panic.

1.2 Contributions

The contributions toward the work are listed below.

• To propose an architecture for managing heterogeneous emergency.
• A case study is presented to describe the working of the framework.
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In this work, the study of related work is done in Sect. 2. In Sect. 3, an archi-
tecture to manage heterogeneous emergency is proposed and is described in detail.
The description includes the framework architecture, layers available in it, and the
algorithms to execute the flow. Finally, Sect. 4 concludes the paper with future scope.

2 Related Work

The emergency occurrence frequency is increasing day by day and proper manage-
ment is a big challenge.Many applications are developed to address different types of
emergencies [11–13]. Authors in [14] address the situation based emergency aware-
ness by using the crisis related social media data. They considered the heterogeneous
data where the type of crisis is not known. First, the disaster type was identified using
the traditional classifiers, such as Support VectorMachine, Decision Tree, K-Nearest
Neighbor etc., with tenfold cross validation technique. Then, an ensemble learning
method was implemented with the gradient boosting and Adaboost ensemble learner
to detect informative message, relevant message, i.e., witness reports, and tropical
classification of messages. They also presented a case study with real world dataset.
SURAKSHIT is an smartphone-based application developed by Paul et al. [15]. It
uses Geographic Information System (GIS) based data aggregation and to make this
system functional; Internet is not required. In this work, authors tried to generate a
post-disaster crisis map through off-line crowd sourcing of circumstantial data and
distributed using a delay tolerant ad hoc network.

Another Mobile Disaster Management System named as MyDisasterDroid was
developed by Fajardo et al. [16]. It determines the optimum routes of different
geographical locations using the traveling sales man algorithm. This application
was developed using android technology. E3M is a system for managing the emer-
gency that is proposed by Panigrahi et al. [17]. It focuses on the energy efficiency
characteristic. A peer-to-peer connectivity is established by this approach when no
suitable network found for communication between mobile devices. Help Me is
a self-learning opportunistic ad hoc system proposed by Mokryn et al. [18]. It is
a smartphone-based ad hoc communications over WiFi which activates at disaster
times. In this system, emphasis is on time and power consumption. It is implemented
in Apple’s Xcode environment using C/C++/objective-c, Haggle middle ware, SQL
Server 2008 R2, and GUI interface builder Web service in NET framework.

3 Proposed Architecture

In this section, the proposed framework named as Architecture to Manage Hetero-
geneous Emergency (AMHE) is presented.
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3.1 Architecture and Notations

The proposed architecture AMHE is shown in Fig. 1, and the notations used are listed
in Table 1.

This framework consists of three layers named asCloudComputation,Knowledge
Base, and Application Management. The functionalities of each layer is described
as follows.

Cloud Computation: The centralized data center is the main concept behind the
cloud computation. The databases and the software can be moved to the cloud and
many users can access it [19]. The other advantages of the cloud environment include:
(i) It provides resources as per the demand of applications. (ii) It can be accessed
from anywhere subject to Internet availability and anything can be exposed as a
service. (iii) It also offers the capability to provide 24 × 7 service. Since there is
limited resources in remote location, the centralized cloud can provide software as
a service, platform as a service, and infrastructure as a service. In the proposed
architecture, and all the required web services are assumed to be available in the
cloud and computation is to be done in the cloud.

Fig. 1 Proposed architecture to manage heterogeneous emergencies
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Table 1 Notations and their definitions

Notations Descriptions

A A web service
Input: Type, Location
Functionality: To search the location-based mobile user, to find the application link,
and to send the application link to those mobile users

B A web service
Input: Set of required service
Functionality: To identify individual services, to find the corresponding authority
and three nearest service availability locations

C A web service
Input: Three nearest services available location, authority information
Functionality: To send the location information to the authority

Typei Emergency Type {Type1, …, Typei}, 1 ≤ i ≤ 4

Linkj Mobile Application Link {Link1 … Linkj}, 1 ≤ j ≤ 4

MUk Mobile User {MU1, MU2, …, MUk}, 1 ≤ k ≤ n

SL-p Severity Level {SL-1, …, SL-3}, 1 ≤ p ≤ 3

SSq Service Set {SS1, SS2, …, SSq}, 1 ≤ q ≤ 12

Servr Individual Service {Serv1, Serv2, …Servr}

As Authority {A1, A2, …, As}

Loc_Listu Location List Set {Loc_List1, Loc_List2, … Loc_Listu}

Knowledge base: This is used to store the information and can be accessed as
and when required [20]. In this architecture, the knowledge base contains three
tables such as Emergency-Application, Emergency-Service-Severity, and Service-
Authority-Location. All the required information such as emergency-specific appli-
cation links with manual in the Emergency-Application table, service set required
to handle the emergency of different levels in Emergency-Service-Severity table,
and the service-specific managing authority with service availability location in the
Service-Authority-Location table are stored in the knowledge base.

Application Management: Through this layer, general public of the affected
area will receive the information regarding the emergency-specific application. By
installing that application, the affected people and the authority can communicate
with each other directly through the Internet-enabled gadgets and proper advice from
the experts can reach the people.

The detailed working of the framework is described as follows:
The type of emergency will be used to select the corresponding application and

its manual link from the Emergency-Application table available in the knowledge
base. Based on the location, the Mobile Users (MUs) will be tracked and a push
message will be sent to them regarding the application with its link details using the
web service denoted as ‘A’ in Fig. 1. All the users will be instructed to download that
application and can install it on their gadgets and the same link can also be shared
and used in any other available, Internet-enabled gadgets. Next, the type and severity
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level will be checked in the Emergency-Service-Severity table that corresponds to the
specific emergency. The set of serviceswill be picked and the individual services such
as police force, fire extinguisher, crane, ambulance, doctor facility will be identified.
The authority of each service, as well as the three nearest locations, will be found
out from the Service-Authority-Location table using the web service denoted as ‘B’
in Fig. 1. That information will be shared with the authority using the web service
‘C’ in Fig. 1. It is assumed that the authorities will have the application installed in
their gadget from which they can communicate with the users in the affected area.
The authority and the affected people will receive the secured error-free message as
they will communicate directly on a common platform.

3.2 Algorithms

The algorithms used in the framework such asMessage to affected people (Algorithm
1), Find required service set (Algorithm 2), andMessage to authority (Algorithm 3).
The algorithms used in this framework are discussed in detail as follows.

Using Algorithm 1, the affected people can able to know about the application
and then install it for proper guidance. In step 1, the emergency type and location are
assigned to the variables Etype and Eloc, respectively. In step 2, Etype is searched in
the Emergency-Type list and once the type is found, the corresponding application
link will be stored in the variable al. Then searchUser() method is called to find the
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users available in the affected area and is stored in the user list user[]. After tracking
them, the application link will be shared by calling the sendMessage() method.

The Algorithm 3 is used to identify the required services to handle the situation.
The type and severity level of the emergency are assigned to Etype and Eseverity
respectivily in the step 1. Etype is searched in the Emergency-Type list in step 2. In
step 3, the Eseverity is searched in the Severity level list. Then, the required service
set denoted as SS is found for the corresponding (Etype, Eseverity) pair and is stored
in the sset.

The Algorithm 3 is used to send message to the authority to get the information
regarding the services that are to be executed along with their availability locations.
In step1, the emergency occurrence location is assigned to Eloc. In step 2, for each
available service, the authority information Ai and the service-availability-location
list is identified. In step 3, the sendMessage()method is called. In this method, three
nearest service availability locations will point out and these information will be sent
to the concerned authority for further management.

Case Study: Let us suppose consider four emergencies such as Fire, Terrorism,
Accident, and Storm. For each emergency, the application link is stored in the knowl-
edge base and having three levels of severity indicated as Severity Level-1, Severity
Level-2, and Severity Level-3. The assumption here is that the risk factor increases
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with an increase in severity level. For each pair of emergency and severity level,
there is a set of services that are required to be executed. The proposed framework is
highly scalable. In justification to this, let the requirement is to add three more emer-
gencies whose applications are already built. For this, we have to add three records in
the Emergency-Application table specifying the emergency type and the application
availability link. Next, the identified required service set will be added against the
type and severity level. As we are considering three severity levels for each emer-
gency type, we have to add 3 × 3 i.e., nine rows in the Emergency-Service-Severity
table. Then, it is required to extract individual services from the set of services. First,
each service will be checked in the Service-Authority-Location table. If it is already
available as a part of another emergency, then nothing is to be done. Otherwise, the
service-specific authority and location availability information need to be collected
and respective records are to be added. Once the information is collected, we can
add records to the Service-Authority-Location table. This process will be repeated
for all service types.

4 Conclusions and Future Scope

In this work, authors have proposed an architecture which can manage multiple
emergencies. Since the framework is developed using the cloud computing environ-
ment and all the computation will be done on the cloud so, the proposed frame-
work will not be a heavy-weight application and it can run on any resource-limited
handheld device. A case study is also presented which explains the functionality of
the proposed architecture. AMHE will be helpful to the general public as well as
to different disaster management authorities to manage heterogeneous emergencies
using a single framework. In future, we plan to build a prototype of the proposed
system.

In this system, the cloud selection algorithms can be incorporated for providing
better communication service. Edge computing concept can be incorporated in the
framework to deal with the intermittent connectivity issues of cloud computing.
Searching algorithms used in the proposed framework can be optimized to decrease
the latency of accessing the services from the cloud.
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Improving Navigational Parameters
During Robot Motion Planning Using
SOMA Technique

Prasant Ranjan Dhal, Pragyan Kumar Pradhan, Manoj Kumar Muni,
Saroj Kumar, and Ansuman Padhi

Abstract Science and technology have progressed in recent years as robots gained
their popularity in industrial applications with real-time scenarios. The effective
and efficient use of robots in real-time applications become a challenging task for
the researchers. Use of intelligent algorithms for trajectory generation with proper
motion planning while performing required task is required criterion for robotic
agents. The Self-Organizing Migrating algorithm (SOMA) is used in this study to
plan optimal paths for many mobile robots in both static and dynamic environments.
This technique was simulated in V-REP simulator, and the outcomes have been
validated in an experimental platform with real Khepera III robots under labora-
tory conditions. The simulation and experimental outcomes with very less naviga-
tional parameter deviation depict the effectiveness of the implemented intelligent
path planning algorithm.

Keywords SOMA ·Motion planning · V-REP simulator · Khepera III ·
Navigational parameters

1 Introduction

Mobile robots gained their applications to perform tedious works in real-time
scenarios. To do this path planning is the main area of concern. In this research,
Khepra-II mobile robot is considered for both simulation and experimental endorse-
ment. The research focuses onmobile robot navigation in a complicated environment

P. R. Dhal · P. K. Pradhan · M. K. Muni (B) · A. Padhi
Department of Mechanical Engineering, Indira Gandhi Institute of Technology, Sarang,
Odisha 759146, India
e-mail: manoj1986nitr@gmail.com

A. Padhi
e-mail: ansumanpadhi@igitsarang.ac.in

S. Kumar
Robotics Laboratory, Department of Mechanical Engineering, National Institute of Technology,
Rourkela, Odisha 769008, India

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
S. K. Udgata et al. (eds.), Intelligent Systems, Lecture Notes in Networks and Systems
431, https://doi.org/10.1007/978-981-19-0901-6_17

179

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-0901-6_17&domain=pdf
mailto:manoj1986nitr@gmail.com
mailto:ansumanpadhi@igitsarang.ac.in
https://doi.org/10.1007/978-981-19-0901-6_17


180 P. R. Dhal et al.

while avoiding obstacles. For the navigational aspect of mobile robots, a variety of
literatures is studied and listed as follows. Rahmanpour and Esfanjani [1] adopted
distributed energy-aware communication co-planning strategy for motion planning
analysis of networked robotic agents. Kovacs et al. [2] proposed animal motion
attribute assisted artificial potential field approach for path planning analysis of
MOGI-ETHONmobile robot. Zhong et al. [3] presented novel velocity change space
using the concept of hybrid velocity hurdles for trajectory evaluation ofmobile robots
in unknowndynamic scenarios. Castellini et al. [4] employed POMCP techniquewith
velocity regulation for path planning of mobile robots in complex and industrial like
atmosphere.

Song et al. [5] developed and implemented beizer curve hybridized with improved
PSO algorithm for hassle free smooth navigation of mobile robots. Malviya and Kala
[6] investigated human tracking in 3D environment with lidar sensor and performed
social robot trajectory planning. Xing et al. [7] proposed adaptive motion planning
strategy for redundant wheeled mobile manipulators. Ahmed et al. [8] presented a
highly effective hybridized space deformation assisted trajectory planning of mobile
robots in partially known environment. For path planning of dual arm constructed
robots, a bidirectional rapidly exploring random tree-based optimization technique
based on long short-term memory was used by Ying et al. [9]. For autonomous
navigation of mobile robots in uncertain dynamic complicated settings, Chen et al.
[10] developed a neural dynamics-based bio-inspired optimization method. Sun
et al. [11] carried out mapless trajectory planning using deep reinforcement learning
gradient based approach for underwater vehicles.Abkari et al. [12] proposed heuristic
based motion and task scheduling approach for bi-manual robots. Zhang et al. [13]
addressed a newmultiple mode assisted navigational approach for effective planning
and tracking scheduling of wheeled mobile robots. In a fixed point rotation environ-
ment, an evolutionary algorithm was presented and implemented to study global
path planning analysis of a soccer training auxiliary robot [13]. Sun et al. [14] devel-
oped an improved RRT and cubic spline approach for smooth and safe navigation of
Mecanum-wheeled mobile robot. Various artificial intelligence algorithms for robot
path planning in diverse terrain were presented by Muni et al. [15–23] and Kumar
et al. [24–29].

Though several researchers developed various intelligent algorithms towards
motion planning aspects in mobile robots, still efficient use of single standalone
intelligent technique is limited to address trajectory generation in complex dynamic
environments. This paper investigates the Self-Organizing Migrating algorithm for
successful motion planning of mobile robots in complex situations with dynamic
barriers.

2 Framework of SOMA

In 2004, Zelinka [30] proposed the Self-Organizing Migrating Algorithm, which is
based on the cooperative competitive behaviour of intelligent organisms attempting
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to solve a common problem.When an animal group is looking for food, for example,
they will usually cooperate as well as compete. When one of the members succeeds,
the other members in the group will shift their paths to follow the successful member.
If any other member outperforms the previous best by locating more food, all
members’ paths will be redirected to the new most successful member. This cycle
continues until everyone is gathered around a single food source.

2.1 SOMA Operations

SOMA operates in loops, which are referred to as Migration loops. In SOMA, no
new offspring are produced as a result of the parents crossing. so new positions
are determined for those approaching the current Leader. Migration refers to how
they travel around the landscape-hyper-plane. Migration can also be considered as a
process of competition and cooperation. During competitive process, each individual
efforts to find best place on their path, as well as the best of all the others. As a result,
through migration, each individual competes with each other. When everyone gets a
new position, they inform others about their cost value. This is a cooperative process.
All individuals work together to choose the leader.

In begining SOMA’s parameters, such as Path Length, Step, PRT, Pop Size, Min
Div, and Migrations, as well as the fitness function, must be specified. A Specimen,
which will be used to generate the population, must be defined.

Specimen = {{Real,{Lo,Hi}},{Integer,{Lo,Hi}},......} (1)

where,

Lo Lower border
Hi Upper border

Population is generated randomly across the entire search space by the following
equation.

P0 = x (Lo)j + rand j [0, 1]×
(
x (Hi)j − x (Lo)j

)
(2)

where

P0 Initial population.
x (Lo)j Lowest value for the boundary.

x (Hi)j The highest value for the boundary.
rand j a number between 0 and 1 at random.

Individuals of the population are then evaluated using the given fitness function
[31].
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fvalue = (aatrdtar)+
(
brep

nobs∑
0

e−(c−sobs)dobs

)
(3)

where

fvalue Fitness value.
aatr The equilibrium coefficient of attractive force.
dtar The distance from robot to target.
brep The equilibrium coefficient of repulsive force.
nobs The number of obstacles.
c The influential coefficient of obstacle.
sobs The size of obstacle.
dobs The distance from robot to obstacle.

After being evaluated, the individuals of population are represented in the form
of a matrix, with each column containing data about the individual: the first row
contains fitness values, and the subsequent rows contain the individual locations.
After that, the algorithm goes through migration loops. The leader is the person
with the highest fitness value, and be selected for the migration loop. The rest of
the individual will then move in a step-by-step towards the Leader until the distance
between their current and original positions is greater than the Path Length.

In mutation process, SOMA uses the PRT (perturbation) parameter to achieve
perturbation movements. It has a value between 0 and 1 and determines whether
or not an individual can approach the leader directly. The PRTVector is typically
generated before an individual begins their movement across the search space, and it
determines the final movement of an active individual in N-k dimensional subspace.
Before individuals movement, a random number for each component is generated
and comparing it to PRT. If random number generated is less than PRT, the PRT
Vector of that jump is set to 1; otherwise it is set to 0. as in the Eq. (4).

if rand j < PRT then PRTVector j = 1 else 0, j = 1, ...., N (4)

After the perturbation movement of the original individual in the search space, the
SOMA crossover process generates a group of new individuals known as offspring.
The Eq. (5) defines the position of new individuals or offsprings.

xML+1
i, j = xML

i, j,Start +
(
xML
L , j − xML

i, j,Start

) × t × PRTVector j (5)

where

xML+1
i, j Individual’s new position in the following migration loop.
xML
i, j,Start Individual’s current migration loop position.
xML
L , j Leader’s position in the current migration loop.

PRTVector j The factor of perturbation.
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t Jumping step, from 0, by Step, to Path Length.

Thebest position along their travel path of new Individual is selected and compared
to the starting position. If it’s better, it’ll take the place of the initial; otherwise, it’ll
be skipped.

This process is repeated for all individuals in the population, and once all indi-
viduals have finished the jumping process, a new migration loop is initiated. The
movement is relaunched after the best new individual is picked as the new leader.
The algorithm will continue to execute until the stop conditions are met.

2.2 SOMA Parameters

SOMA is regulated by a collection of unique parameters. Some parameters are
responsible for stopping the search process, while others are accountable for the
consistency of the optimization process performance. The parameters are listed
below.

Path Length: this defines how far an individual follows the Leader. If it’s less
than 1, the Leader’s place hasn’t been overshot, which means there’s a chance of
premature convergence. In that case, instead of finding the global optimum, SOMA
may become stuck in a local optimum.

Step size: the granularity with which the search space is sampled is determined
by the step size.

PRT: it is an abbreviation for perturbation. This decides whether an individual can
move directly to the Leader. The ideal value is close to 0.1. The SOMA convergence
speed increases as the value for PRT is increased.

Dim: The dimensionality is determined by the optimization problem.
Pop Size: It refers to the total number of individual in a population.
Migrations: Maximum number of iterations is represented by this parameter.

Migrations refer to the essence of SOMA, in which individual beings travel through
the landscape in search of the best solution.

Min Div: The Min Div specifies the maximum allowable difference in between
the best individual and worst individuals in the population.

2.3 Flowchart of Proposed SOMA

Figure 1 shows the flowchart of the developed SOMA technique.
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Fig. 1 Flowchart of SOMA
technique

3 Implementation of SOMA for Simulation Analysis

The SOMA technique has been implemented in both simulation and experimental
platform on multiple mobile robots to visualize its efficiency. Simulation analysis
is done in V-REP software using the SOMA technique in existence of static and
dynamic obstacles. The programme is written in LUA language and integrated to V-
REP for executing navigation task. In this work, the Khepera III (www.k-team.com)
robot has been selected for analysis. The Khepera III is a miniature programmable
mobile robot developed by Swiss companyK-Team. Itmeasures 130mm in diameter,
70 mm in height, and weighs 690 grammes. It includes two DC motors along with
various infrared proximity and ultrasonic sensors as standard. For running the V-REP

http://www.k-team.com
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simulation software, we used the Lenovo Ideapad Slim 5i pro machine, which has an
Intel 11th Gen Core i5 processor, 16 GB of DDR4 RAM, and 2 GB nvidia MX450
graphics.

The analysis takes into account a 240 × 160 cm2 simulation platform with a
variety of shaped obstacles. The V-REP platform automatically records navigational
parameters such as path length and time.

The designed controller is given to a real Khepera III robot to validate the effec-
tiveness of the SOMA technique. To obtain accurate validation, the same arena size of
240× 160 cm2, size of obstacles, and placement of obstacles are precisely addressed
for the experiment setup. The code is written in MATLAB and then executed by
mobile robots.

3.1 Navigation Analysis with Multiple Robots

As shown in Fig. 2, the robots are denoted by R1 and R2, as well as their respective
starts S1 and S2, and target points T1 and T2. Both robots begin at these points
and navigate to their respective targets while avoiding obstacles in V-REP platform.
Tables 1 and 2 depict the results from simulation and experimental platforms in
relation to navigational parameters.

Fig. 2 Navigation of mobile robots in simulated environment
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Table 1 Simulation and experimental results of path length for multiple robots

Sl. No Results simulation Results experiment % of deviation

Path length (cm)

R1 R2 R1 R2 R1 R2

1 314.67 305.43 335.1 325.1 6.09 6.05

2 315.23 305.74 336.2 325.7 6.23 6.12

3 315.16 306.08 336.9 325.9 6.45 6.08

4 314.98 306.19 335.7 326.2 6.17 6.13

5 314.81 305.92 335.8 326.4 6.25 6.27

Average 314.97 305.87 335.9 325.8 6.23 6.13

Table 2 Simulation and experimental results of path time for multiple robots

Sl. No Results simulation Results experiment % of deviation

Path time (sec)

R1 R2 R1 R2 R1 R2

1 47.12 41.66 50.43 44.52 6.56 6.42

2 47.51 41.72 50.67 44.84 6.23 6.95

3 48.02 42.09 51.28 45.23 6.35 6.94

4 47.83 42.21 51.06 45.24 6.32 6.69

5 48.08 41.88 51.22 45.02 6.13 6.97

Average 47.71 41.91 50.93 44.97 6.31 6.79

4 Conclusions

The current study uses the Self-Organizing Migrating Algorithm to analyze motion
planning for numerous robots in dynamic situations. The simulation and experimental
analysis are carried out using Khepra-III mobile robot and the outcomes indicate that
the proposed algorithm is well enough to perform path planning strategy for multiple
robots in complex scenarios as the average percentage of deviation of navigational
parameters is found below7%,which is in acceptable range. The addressed algorithm
can be effectively used in real-time and industrial motion planning applications with
single standalone technique is the criterion.
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Review on Automated Detection
of COVID-19 from X-Ray Images Using
Machine Learning

Debanshu Biswas and Abhaya Kumar Sahoo

Abstract COVID-19 virus has been a worldwide pandemic since its outbreak from
December 2019. While coronavirus has a low fatality rate, it is extremely infectious
and escalates quickly; therefore, early detection is very important for preventing its
outbreak. The procedures currently used by medical personals for detection is RT-
PCR test. However, it includes false negative reports and also is a time taking process;
thus an alternate solution is required. Any diagnostic system that can detect COVID-
19 infection can be very helpful to medical personals. The features found in COVID-
19 images by X-rays are very similar to other lung diseases, which makes it very
difficult to differentiate. This review includes the contribution of image processing
and machine learning to make swift and precise diagnostic system from lung X-ray
images. Such a system can be used by radiologists for making decisions and can be
very helpful in prior detection of the virus.

Keywords COVID-19 · Image processing · X-Ray ·Machine learning

1 Introduction

Coronavirus (COVID-19) is an extremely infectious disease caused by the SARS-
CoV-2 virus. Currently, 262,866,050 confirmed cases of COVID-19 were detected
according to WHO as of 30 November 2021 [1]. Most individuals affected by Coro-
navirus are experiencing low to medium respiratory problems and can recuperate
without needing any specific therapy, but elderly and people with previous medical
issues such as chronic respiratory problems and diabetes. are prone to develop a
higher degree of infection due to coronavirus. This virus can also affect the respira-
tory and cardiovascular systems whichmay cause many organs to fail or may hamper
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respiration in same cases. Moreover, the symptoms shown by this virus overlap the
usual symptoms which may occur in day-to-day life, which makes it quite chal-
lenging to differentiate between COVID-19 from other illnesses. Thus, coronavirus
is a global healthcare challenge all over the world.

Most extensively used process for diagnosing coronavirus is the RT-PCR or real-
time reverse transcription-polymerase chain reaction test; however it is not sensi-
tive enough and can also give false negative reports which increases the difficulty
in detection of the virus. Moreover, it is a time-consuming method and provides
comparatively poor detection rate in prior stages.

In 2021, many medical personnel take the following steps to identify COVID-19:

1. Symptoms of the patient are examined such as body temperature, coughing, and
breathing problems.

2. RT-PCR test is done.
3. Then, medical personnel determines whether patient has COVID-19 or not. [2].

Some other important diagnostic procedures include:

1. Nucleic acid detection: The requirements of nucleic acid detection is very high
and not feasible.Here, quality of the sample can also affect the results.Moreover,
this process is very time-consuming.

2. Serum antibody detection: Accuracy is lower than the nucleic acid detection
method. For a patient who has suffered COVID-19 previously and has now
returned healthy, this result will still give the result as COVID positive [3].

3. Computed tomography (CT): It is also a good alternative of all the methods
mentioned above. But the cost is significantly higher than other methods, and
the radiation dose of CT scan is much greater limiting the number of times one
can go through this procedure.

4. Chest X-Ray (CXR) images: It can obtain quality images with a low cost as
compared to CT scan.

Due to all these reasons, previously mentioned methods cannot be used as a
standard test for the diagnosis of the virus. Both radiological imaging techniques
consisting CT and X-ray are important tool; however, due to the requirement of
a radiologist to analyze them, which is a time-consuming process itself and is a
setback. Moreover, it is hard to identify the primary features of an illness from CXR
images as both COVID-19 and pneumonia produces similar radiological patterns to
each other. Therefore, a dataset containing CXR images is most suitable for devel-
oping a computer-aided automation system to diagnose COVID-19. Using machine
learning techniques, we can improve the diagnosis accuracy of themedical personals.
However, radiological scans cannot be a standaloneCOVID-19 test itself but a supple-
mentary method for confirmation. One of the most common observations in the X-
Ray images are the Ground Glass Opacities (GGO), bilateral abnormalities, treads,
interstitial abnormalities or stripes, which together with lab tests can be very useful
for identifying COVID-19.

Influenced by the studies of machine learning (ML) to develop an artificial intel-
ligence (AI) diagnostic system which can be more accessible and feasible enough to
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be widely used, this review includes some of the major contributions made by many
researchers for developing a computer-aided system using various machine learning
techniques.

2 Literature Survey

With the drastic development of deep learning technology, many researchers have
lean toward deep learning, primarily convolutional neural network (CNN) to auto-
mate diagnostic healthcare systems. After COVID-19 began infecting people in
a global scale, many researchers began studying and analyzing this virus in their
respective fields. The accomplishments achieved by deep learning methods to auto-
mate the identification of any illness in the healthcare section is major and made it
useful for many researchers to design and implement AI systems. Most of them
included the identification of COVID-19 using computer-aided diagnostic tools.
Many of these researches have been supported by image processing on different radi-
ology scans using deep learningmethods. Table 1 shows some automated COVID-19
identification networks by various authors.

3 Methodology

Currently, a large number of computer-aided tools are being developed which uses
deep learning architectures to identify many illnesses, which have attracted many
researchers and scholars for developing a system for COVID-19. This type of system
requires a huge database to produce highest accuracy in its results. Therefore, a well-
organized and labeled dataset is required. A schematic illustration of a proposed
model is given in Fig. 1.

3.1 X-ray Database

In this step, images of pneumonia, COVID-19 positive and illness-free patients are
assembled. The images consist of chest X-Ray scans of all classes mentioned previ-
ously, thus creating a huge dataset for training and testing the data. Many researchers
have taken the database from open-source platforms such as Kaggle or github,
whereas some have created the dataset themselves, such as COVIDx dataset by
Wang et al. [4].
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Table 1 Work done on automated COVID-19 identification using CXR images

Author Total images Network used Contributions

Wang et al. [4] 13,975 Deep CNN Designed a special framework
called COVID- Net and a
dataset called COVIDX

Hall et al. [5] 455 VGG16, ResNet50 Designed an architecture with
tenfold cross-validation

Farooq et al. [6] 5941 ResNet50 Created a pre trained
ResNet-50 model for
identification

Hemdan et al. [7] 50 VGG19, DenseNet201,
ResNetV2, InceptionV3

Designed a deep learning
architecture called
COVIDX-Net

Minaee et al. [8] 5000 ResNet-50, ResNet-18
DenseNet-121,
SqueezeNet

Presented sensitivity,
specificity, AOC, ROC and
confusion matrix for four
CNNs

Brunese et al. [9] 6523 VGG16 and transfer
learning

Proposed a method to detect
region of interest in the CXR
which are suggesting
COVID-19 infection

Horry et al. [10] 60,798 VGG, Inception,
Xception, ResNet

Utilized preprocessed dataset
to execute relative testing for
many deep learning
architectures

Ardakani et al. [11] 1020 SqueezeNet, VGG16,
GoogleNet, ResNet50,
ResNet101, Xception,
MobileNetV2, VGG19,
ResNet18, AlexNet

Ten CNNs were utilized to
distinguish COVID-19 and
non-COVID-19 case

Alhudhaif [12] 1218 ResNet, DenseNet and
SqueezeNet

Generalized CNN design was
developed to avert any biasing
problem

Ahmet Saygili [13] 4353 CNN-SVM,
CNN-Sigmoid

Sobel filter is applied to get
the contour of images and
then fed to CNN and then by
SVM classifier

Ghoshal et al. [14] 5941 Drop-weights based
Bayesian CNN

Model has been trained by
transfer learning on CXR to
calculate model uncertainty

3.2 Preprocessing and Image Augmentation

Preprocessing step performs a gray-level conversion for all images and a process of
converting the images in an identical format, and all images are then resized to a
pre-determined value. In this phase, image sharpening, application of filters such as
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Fig. 1 A schematic
illustration of a proposed
model

median filter and adjustment of the lighting condition are executed to maximize the
precision and accuracy of the image. This process does not reduce the accuracy of the
result and reduces transaction cost and time cost [13]. Image augmentation assists in
creating more samples by the application of different transformation techniques to
the already available dataset images to create some more data for the model training
process. Some techniques are horizontal and vertical flips, rotation, shifting, noising,
and blurring of the existing image.

3.3 Architecture of Neural Networks

Nowadays, neural networks are vastly employed in many medical applications, with
great potential in a various application like object detection, image classification,
and medical imaging, including detection of abnormalities in the lungs by CXR
images. Convolutional neural networks are one of the most extensively applied deep
learning algorithms. CNN do not require any guidance for feature extraction as they
are trained from the dataset given. Their design consists of two components: learning
and classification of a feature. This network is created by three layers: convolution
layer, pooling layer, and finally, a fully connected layer.

Convolution Layer: This is the primary layer of a network which performs the
feature extraction from the images. Here, patterns in images are recognized by the
convolution of the feature which is automatically acquired by learning. Filters are
utilized to obtain features from an image. Pooling Layer: This layer is used to
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reduce the size of the feature-maps as to the response of the filter, such as sub-
sampling, spatial-pooling, average-pooling, down-sampling,maximum-pooling, and
sum-pooling. Maximum pooling layers are often applied in CNN architectures that
calculate the maximum value in each patch of each feature map. For example, if
there is 4 × 4 image and it is passed by max-pool, the image is converted to 2 × 2
pixel image. Fully Connected Layer: This layer is in charge of categorization. All
extracted features created in convolution layer is given to this layer and it learns the
features for categorization. This layer consists of several nodes called as neurons,
and all neurons in a layer is attached to all other neurons in the next layer. Each layer
consists of nonlinear activation functions like Sigmoid and ReLU. Convolutional
neural networks are designed by assembling all the layers mentioned previously
together.

3.4 Calculation of Accuracy

In order to calculate the accuracy of all the methods, various evaluation units are
used and are given below:

Accuracy = (TP + TN)/(TP + TN + FP + FN)

Sensitivity = (TP)/(TP + FN)

Precision = (TP)/(TP + FP)

Here, true positive (TP) is the positive prediction of COVID-19 positive cases.
False negative (FN) is the negative prediction of the positive cases. True negative
(TN) is the negative prediction of the negative case. False-positive (FP) is the positive
prediction of the negative case.

4 Summary of Survey

In this section, various techniques used by many research scholars were compared,
examined and discussed. One such research was done by Wang et al. [4], where they
created an open-access dataset known as COVIDX for training and evaluation of
their system. COVIDX consists of 13,975 CXR images from 13,870 patients, which
includes 358 images from266 distinct COVID-19 patients. Therewere 8,066 patients
who do not have pneumonia and 5,538 patients who have non-COVID-related pneu-
monia. The key motive of this study was to develop a manually specified design
requirements network system integrated with machine operated inspection, to create
a specific network architecture for identification of COVID-19 called as COVID-Net.
COVID-Net is an open-source network design which utilizes lightweight residual
PEPX (projection-expansion-projection-extension) architecture. It is a specialized
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lightweight exploration approach that allows extensive representation capabilities
while minimizing the computational complexity. In this study, it was observed that
the COVID-Net was more sensitive than both ResNet50 and VGG19 for COVID-
19-specific cases. Moreover, it was highly successful in the positive predictive value
(PVP) for all COVID, non-COVID and normal categories as compared to the other
architectures, with a highest of 98.9% of PVP for COVID-19 and had an accuracy of
93.3%. However, to further enhance the results in this study, some simple procedures
can be integrated in this system such as data augmentation, which can be done to the
dataset for improving the generalization of the model.

Another such research was done by Farooq et al. [6], where they used the residual
rural network (ResNet) with 50 layers for the diagnosis of COVID-19. They also
used the dataset COVIDX by Wang et al. [4] for training and evaluation. To further
maximize the generalization of any model, they used the images after augmentation.
Data augmentation also helps in increasing the size of the input training data and was
performed by the use of FastAI framework. Here, training of the model was done in
several stages with varying the size of the input image, which was done by gradual
resizing which tends to enhance generalization further. In this study, a maximum
accuracy of 96.23 was achieved by utilizing the COVID-ResNet architecture, while
getting an excellent PVP of 100% for actual COVID-19 cases. However, in this
research, it was observed that the accounted COVID-19 positive cases were less in
comparison to non-COVID cases and the pneumonia cases. Therefore, more images
ofCXRCOVID-19 positive patient are required for assembling amore robust system.

According to a study done by Alhudhaif et al. [12], bias problem was highlighted
which was caused by databases. It was observed that some of the databases used by
researchers contained loss in images, because the image features such as brightness,
contrast and sharpness were changed by the researchers which was resulting in the
bias problem. Therefore, considering this problem a generalized CNN design was
developed to avert any biasing problem. In total, 1218 CXR images consisting of
COVID-19 pneumonia and non-COVID pneumonia were assembled from different
datasets including Wang [4], Kaggle, and Cohen [15]. This study primarily focused
on binary classification of the cases using ResNet, DenseNet, and SqueezeNet archi-
tectures, which were pre-trained by ImageNet database then retrained by transfer
learning method to create a CNN architecture. Stochastic gradient descent method
was utilized for retraining some CNNmodels. Here, the activation mapping of CXR
was achieved by gradient weighted class activation mapping technique to maximize
the visibility by prioritizing critical infected areas of lungs. Fivefold cross-validation
process was used to examine the binary classification results of the network archi-
tecture. Here, DenseNet-201 achieved the maximum accuracy of 94.96% for the
COVID-19 positive pneumonia.

A model proposed by Hall et al. [5] consists of a model trained on 102 COVID
and 102 non-COVID pneumonia images with a tenfold cross-validation method on
CXR images utilizing pre-trained VGG-16 and Resnet50 neural network models.
Here, validation method was utilized to approximate the feasibility of the CXR
images for COVID-19 diagnosis. Dataset utilized was created by assembling from
three different sources including Cohen, Radiopaedia, and SIRM. However, some
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Table 2 Comparison of comparable studies for detection of COVID-19

Author Dataset images Dataset used Model Accuracy (%)

Wang 358 COVID-19, 5538
pneumonia, 8066
normal

COVIDx by Wang COVID-Net 93.3

Hall 125 COVID-19, 208
pneumonia

Radiopaedia +
SIRM + Cohen

ResNet50, VGG16 89.20

Farooq 68 COVID-19, 1203
normal, 1591
pneumonia

COVIDx ResNet 96.23

Alhudhaif 368 COVID-19
pneumonia, 850
pneumonia

Kaggle + COVIDx
+ Cohen

DenseNet-201 94.96

Ghoshal 68 COVID-19, 1583
normal, 2786 bacterial
+ 1504 viral
pneumonia

Cohen Bayesian CNN 92.90

Horry 100 COVID-19, 100
pneumonia, 200
normal

Cohen + National
Institute of Health

VGG19 83.00

loss in compression was observed in the images by the author. As they did not have
a large dataset, they followed a snapshot ensemble technique of five classifiers. In
the VGG network, there were 13 convolution layers, average pooling layer, fully
connected layer followed by classification layer. The method recommended by them
achieved an accuracy of 89.2% with 80.3% PVP, and they achieved 83.3 to 96% true
positive rate. Some of the limitations observed by the author were the requirement
of full-resolution CXR images in the dataset which would be more useful, and the
dataset used in this study only include the patients with CXR observations, which
result in incompetency to identify the illness in some patients who do not have any
recognizable finding by the radiologist. Moreover, the amount of available COVID-
19 CXR images were quite low as compared to other images in the dataset used. A
comparison table of some related studies for the automated COVID-19 identification
using CXR images is given in Table 2, comparison of the number of images is given
in Fig. 2, and a comparison graph is given in Fig. 3.

5 Conclusions

The key motive of this study is to gain knowledge about how to create a well-
functioning process that can help to aid the diagnosis and treatment procedure of
COVID-19 through early detection. In this review, various models that can identify
COVID-19 infections with the help of CXR images were accounted and they can
detect COVID-19 with accuracy rates of above 90%. A maximum accuracy of 96.23
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was achieved by utilizing CXR images for the identification of COVID-19 positive
cases. It was noted that COVID-19 infections can be successfully identified with a
high accuracy rate within a short period of time utilizing machine learning and image
processing techniques. Thus, these types of system are highly applicable for medical
use. Inmanymodels observed, various image processingmethods were implemented
on CXR in the preprocessing stage. Then, by implementing many classifiers to the
preprocessed images, it was observed that the model attained a greater accuracy.
It has been observed that Deep CNN, VGG, ResNet, DenseNet, SqueezeNet can
identify COVID-19 positive cases very accurately. However, some conditions such
as age and previous illnesses are problems that can alternate the degree of this illness.
Therefore, the absence of impersonal information on the patients is a drawback of
this system, and there is no data on which particular stage of the illness was the
image taken from the patient. Some of the studies did not use full resolution X-ray
images, which could bemore useful for the analysis. Moreover, the size of the dataset
matters a lot; therefore, a large dataset with many sample images in each group like
COVID-19 or non-COVID-19 is still required.
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Design and Analysis of a Biconcave DRA
by Using Machine Learning Algorithms
for 5G Application

Ribhu Abhusan Panda and Archana Patnaik

Abstract The conventional shape of dielectric resonating antenna has beenmodified
to a biconcave shape having maximum arc-to-arc distance equal to the wavelength
that has been calculated from the design frequency of 28 GHz. The height of the
dielectric resonator has been selected as 3.8 mm with the material Alumina 92_pct
having the dielectric constant 9.2. The dimension of the substrate has been taken as
40mm× 40mm× 1.6 mm. The broadband characteristic has been obtained with the
−10 dB bandwidth more than 6 GHz. The frequency range has been considered from
22 to 28 GHz which includes many applications like satellite communication and
5G communication. Multiband characteristic has been obtained from the simulation
result at the frequencies 22.8, 25 and 27.54 GHz. The simulation has been carried out
by Ansys Electronic Suit-HFSS (high-frequency structure simulator). Optimization
of the parameters have been done by using different machine learning algorithms,
and a comparative study has been made.

Keywords Dielectric resonating antenna (DRA) · Biconcave · 5G · Multiband ·
Machine learning algorithm · S11

1 Introduction

Earlier to 1980s, the uses of dielectric resonators (DRs) had been limited as filters and
oscillators. However, the specific characteristics of DRs like, with dielectric constant
more than 20, the Q-factor would be between 50 and 500, sometimes as large as
10,000, had not been exploited. Thus, this isolated the dielectric resonators as energy
storingdevice.With advanced time, theDRAshavebeen evolved into different shapes
and their applications to specific uses have been enunciated [1–5]. In recent years the

R. A. Panda
Department of Electronics and Communication Engineering, GIET University, Gunupur, Odisha,
India
e-mail: ribhuabhusanpanda@giet.edu

A. Patnaik (B)
Department of Computer Science Engineering, GIET University, Gunupur, Odisha, India
e-mail: archanapatnaik@giet.edu

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
S. K. Udgata et al. (eds.), Intelligent Systems, Lecture Notes in Networks and Systems
431, https://doi.org/10.1007/978-981-19-0901-6_19

199

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-0901-6_19&domain=pdf
mailto:ribhuabhusanpanda@giet.edu
mailto:archanapatnaik@giet.edu
https://doi.org/10.1007/978-981-19-0901-6_19


200 R. A. Panda and A. Patnaik

conventional shape of patches has been modified as per the requirement to operate
the antenna for specific applications [6–11]. Here, the proposed has been designed
for 28 GHz which is suitable for 5G application. In past few years, machine learning
algorithmplayed a vital role in optimizing the parameters. To optimize the parameters
for the efficient design of proposed structure, the machine learning algorithms have
been used, and a comparative study has been made for those algorithms. In order
to evaluate the performance of the antenna, different types of regression are used.
Based on the electromagnetic nature [12] of antenna, the resonance frequency lies
within the range of 2.4–2.5 GHz. In case of microstrip patch antenna [13], support
vector regression is used for finding best results where error rate is 3 dBwhich seems
to be very less. Similarly, for double T-shaped monopole antenna [14], sparse linear
regression is used as the evaluation parameter.

2 Design of the Proposed DRA

The proposed structure has basically three parts: substrate, ground pane and novel
dielectric resonator. The dimension of the substrate has been considered as 40 mm
× 40 mm × 1.6 mm. Ground plane has been designed with the dimension 40 mm
× 40 mm × 1.6 mm. The novel biconcave DRA has the height equals to 3.8 mm.
The minimum arc-to-arc length is considered as 10.71 mm which is the wavelength
that has been determined from the design frequency 28 GHz. Aperture coupled feed
has been used for the proposed structure. The design has been shown in Fig. 1. The
value of the proposed arc-to-arc length has been determined by the following formula
(Table 1).

f = c

2π
√

εr

X Imn

r
(1)

3 Optimization of Parameters Using Machine Learning
Algorithm

Two prominent parameters associated with the dielectric resonator are arc-to-arc
length and height of dielectric resonator. These have been optimized by using
different machine learning algorithms like linear regression, logistic regression, least
angle regression, lasso regression and ridge regression. In order to analyse maximum
arc length, we have used a regression-basedmachine learning algorithm that includes
linear regression, logistic regression, least angle regression, lasso regression and ridge
regression. Based on the analysis, the performance is evaluated which is represented
in the table below.
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Fig. 1 Proposed biconcave DRA

Table 1 Parameters for the
design of the proposed DRA

Design parameters Symbol Value

Frequency f 28 GHz

Wavelength λ 10.71 mm

Feed width wf 2 mm

Height of dielectric resonator h 3.8 mm

Zeros of the derivatives of Bressel
function

X Imn 11.77

Dielectric constant of substrate εr 4.4

3.1 Linear Regression

It is a supervised learning-based statistical method used for analysis of continuous
data. In our work, we have considered various data point and estimated the relation-
ship between the minimum arc which is considered as target variable and height of
DRA which is considered as the predictor variable (Fig. 2).

In the above figure, the minimum arc-to-arc length is evaluated by using linear
regression. It is observed that the best arc length is 10.5 mm where height of DRA
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Fig. 2 Minimum arc length
by using linear regression

is equal to 3.5 mm. The value plotted in the graph lies within the range of 10.3–
10.5 mm. After achieving the minimum value, the arc length is reduced by some
point, and finally, it reached 4.0 mm.

3.2 Logistic Regression

It is predictive-based algorithms which work on categorical value of data. It is based
on the concept of regression line by considering theminimum likelihood function that
predicts minimum value between 0 and 1. In our work, we are using this algorithm
in order to evaluate maximum threshold arc length of the E-shaped antenna (Fig. 3).

In the above figure, the minimum arc-to-arc length is evaluated by using logistic
regression. It is observed that the best arc length is 10.0 mm where height of DRA

Fig. 3 Minimum arc length
by using logistic regression
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Fig. 4 Minimum arc length
by using least angle
regression

is equal to 3.0 mm. After achieving the minimum value, the arc length is reduced by
some point, and finally, arc length reaches 4.1 mm at height of 6.0 mm.

3.3 Least Angle Regression

It is a type of regression algorithm that fits best for higher dimensional data value.
It considers the average attributes correlated value and process the data in forward
stepwise regression methods by normalizing all the data values. Here, the height of
DRA acts as a predictor and arc length as the target estimator at equiangular distance
(Fig. 4).

In the above figure, the minimum arc-to-arc length is evaluated by using least
angle regression (LAR). It is observed that the best arc length is 10.3 mm where
height of DRA is equal to 3.5 mm. After achieving the minimum value, the arc
length is reduced by some point, and finally, arc length reaches 4.3 mm at height of
6.1 mm.

3.4 Lasso Regression

LeastAbsolute Shrinkage and SelectionOperator (LASSO) regression is a statistical
analysis of datamodelwhich is regularizedby considering the relevant features. In our
work, L1 regularization is done by variable parametric selection. L2 regularization
is also done by considering height and arc length of the antenna (Fig. 5).

In the above figure, the minimum arc-to-arc length is evaluated by using lasso
regression. It is observed that the best arc length is 10.7 mm where height of DRA
is equal to 3.7 mm. After achieving the minimum value, the arc length is reduced by
some point, and finally, arc length reaches 4.0 mm at height of 6.5 mm.
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Fig. 5 Minimum arc length
by using lasso regression

3.5 Ridge Regression

It is machine learning regressor which is used to analyse widely affected data by
the use of multi-collinearity. In order to reduce the bias and variance of the source
data set, we have used the regularization concept and done the comparison between
the actual and predicted value of the arc length which is highly correlated with each
other (Fig. 6).

In the above figure, the minimum arc-to-arc length is evaluated by using ridge
regression. It is observed that the best arc length is 9.9 mm where height of DRA is
equal to 3.2 mm. After achieving the minimum value, the arc length is reduced by
some point, and finally, arc length reaches 4.3 mm at height of 6.4 mm.

Fig. 6 Minimum arc length
by using ridge regression
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3.6 Comparison of Different Machine Learning Regressor

In Table 2, accuracy is predicted for all the five regressors used for performance
evaluation of the antenna (Fig. 7).

In the above figure the performance of each machine learning regressor is eval-
uated by using five regression algorithms where x-axis indicates the maximum
arc length and the y-axis indicates accuracy In simple linear regression, logistic
regression, least angle regression, lasso regression and ridge regression, the value of
maximum arc-to-arc length is 10.5 mm, 10.0 mm, 10.3 mm, 10.7 mm and 9.9 mm,
respectively. It is observed that the best value is obtained in lasso regression which
is equal to 10.71 mm. It is observed that accuracy rate is more in case of lasso
regression as compared to other types of regressors used. This algorithm shrinks the
regression coefficient and helps to improve the quality of the target estimator resulting

Table 2 Performance evaluation using accuracy parameters

Sl. No Regressor name Maximum Arc-to Arc length (mm) Accuracy (%)

1 Linear regression 10.5 90

2 Logistic regression 10.0 92

3 Least angle regression 10.3 89

4 Lasso regression 10.7 99

5 Ridge regression 9.9 95

Fig. 7 Comparison of different machine learning algorithms
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Fig. 8 S-parameter

in maximum arc-to-arc length value. That is why lasso regression is considered to
be the best algorithm

4 Result from the Simulation

From the S-Parameter plot which has been shown in Fig. 8, it has been observed
that multiple resonant frequency has been observed at 22.8, 25 and 27.54 GHz with
return loss −20.4 dB, −25.2 dB and −29.5 dB, respectively. The antenna gain for
the proposed structure has been determined with respect to frequency, and the peak
antenna gain has been found out to be 10.5 dB which has been illustrated in Fig. 9.

The radiation pattern is symmetric around the structure. The 3D radiation pattern
has been shown in Fig. 10. The field vectors of electric field have been shown in
Fig. 11. Table 3 includes the simulated parameters, and Table 4 includes comparison
of proposed work with other recent works.

5 Conclusion

The proposed DRA has an efficient performance regarding resonant frequency
(27.8 GHz) and antenna gain (10.5 dB). The uniqueness of the antenna is the shape
of the dielectric resonator which is an unconventional shape. Machine learning algo-
rithms have been implemented to optimize the design parameters to obtain best
results for 28 GHz applications that include 5G communication.
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Fig. 9 Gain versus frequency

Fig. 10 3D radiation pattern
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Fig. 11 E-field vectors

Table 3 Parameters from the simulation

Parameter Return loss Resonant
frequency

Peak gain Peak
directivity

Radiation
efficiency

Bandwidth

Value −29.5 dB 27.54 GHz 10.5 dB 11.28 dB 93% 10 GHz

Table 4 Comparison of works

Reference DRA type Shape Dimension (Radius,
Height) (mm)

Resonant
frequency
(GHz)

Application
of machine
learning
algorithm

[1] Filter
antenna

cylindrical
(Conventional)

6.75, 9 5.5 NO

[3] Aperture
coupled

Cylindrical
(Conventional)

4.3, 5.1 10.5 NO

[4] Compact
polarized

Ring
(Conventional)

11.5, 5 12.38 NO

Proposed Aperture
coupled

Biconcave
(Unconventional)

10.71, 9.1 27.54 YES
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An Approach for the Estimation of Rotor
Position of PV Fed Switched Reluctance
Motor Using ANFIS

Adunuri Srilekha, Kannan Kaliappan, and Ranjith Kumar

Abstract In this work to eliminate torque ripple, a solar standalone photovoltaic
(PV) powered fed system (SRM) switched reluctance motor is controlled using an
ANFIS-based torque controller. The major draw drawbacks of the SRM are high
torque ripple and mechanical vibration, as well as acoustic noise. This is due to its
nonlinearity and double salient structure, which causes it to produce torque ripple. In
switched reluctance motors, there isn’t a single developed solution for minimizing
torque ripples. Here in the (MPPT) maximum power point track technique (P&O)
Perturb and Observe algorithm is enforced to the Photo Voltaic (PV) system to draw
out the highest level of power from the Photovoltaic panel. Modeling and analysis
of a switching reluctance motor are performed in this study. Comparisons between
ANFIS and other techniques show that it is more accurate, less complex, stable, and
generalizable than other techniques. The SRM drive is driven by electronic commu-
tation, which is attained by a position hall sensor and an encoder, discretely. Adaptive
neuro-fuzzy inference (ANFIS) is put forward in this paper as a speed and current
control approach for theSRMmotor to reach the target ofmotor velocity asmentioned
in the reference velocity. The simulation model is created in MATLAB/SIMULINK
and results are analyzed with ANFIS and FUZZY.

Keywords (SRM) switched reluctance motor · (ANFIS) Adaptive neuro-fuzzy
ınference system · Perturb and observe (P&O) algorithm · Photo voltaic(PV) array

1 Introduction

Recently, variable-speed drives are using SRMs in industrial and other applications
are gradually increasing [1, 2]. Giant voltage and current switches for SRM control
are now available at a reasonable price in comparison to permanent magnet brush-
less and induction motors [1], making that feasible to take advantage of the SRM’s
uncomplicated design, stiffness, and low production cost. The most fundamental
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property of the SRM would be a nonlinear relationship between phase current and
position of the rotor that makes up to achieve great efficiency, the SRM runs at higher
saturation levels of the magnetic circuit. Due to this, the SRM’s mapping between
input and output variables, as well as its parameters, is extremely nonlinear [2].
There has been a lot of development in the studies on torque ripple and acoustic
noise reduction. Magnetic saturation causes phase inductance to vary with motor
current, resulting in substantial errors in both instantaneous and average torque [3,
4]. High performance is dependent on minimizing torque ripple [5]. When it comes
to optimizing the arrangement of SRMs, the properties of the magnetic field play a
key role. As a result of machine design or their control circuitry, SRM torque ripples
can be eliminated. Finite-element programs have been used by several researchers to
develop motors and determine their torque, current, and rotational angle properties.
[6, 7]. As the torque and speed are inversely proportional, it is necessary to elimi-
nate ripples to minimize reluctance [8]. Direct instantaneous torque control (DITC)
technology was used to lessen torque ripple, but it had a restricted operating range.
As speed increases, a new controller must be used. As a result of torque ripple mini-
mization, TSF (torque sharing function) and current control techniques were used,
but these methods ignore mutual torque, which has a major impact in some applica-
tions [9]. It was proposed that switched reluctance motors be controlled by a single
controller for wide-speed operations High-speed operation is carried out in single
pulse mode by the suggested controller, which has a minimum output torque ripple
at the low and medium speed [10]. In [11], torque ripple and flux are managed within
the hysteresis limit by utilizing the direct torque control (DTC) approach. Here in
the proposed method, SRM is connected to the PV system because, failure of the
electrical grid has a significant impact on the economic growth of the country, as
well as the industrial sector’s development.

Renewable energy is on the rise, and grid dependence has declined in recent years.
Due to the ease of installation of PV panels, growth in the count of solar PV rooftop
systems in every residence minimizes issues of power quality and thereby increases
power returned to the grid. In the past, a DC-DC boost converter has been utilized
to augment the input power of PV power generation. Many converters’ techniques
have been studied in the literature, and every technique has its limitations to the
same degree efficiency, dependability, and operating mode of the system, which
have been examined. Using the MPPT control technology efficiency and makes it
difficult for wind and solar energy systems to have a significant contribution. Using
a capacitive converter, the suggested boost converter decreases threshold voltages,
reduces inductor size, and also manages stability to give a constant dc voltage. In
this paper, the mathematical calculations of the SRM control parameters for a given
torque, command/rotor speed (working point), and bus voltage are analyzed. As the
torque ripple increases in speed, it becomes more sensitive to the current profile.
Based on its simple, easy-to-implement, and rapid dynamics, ANFIS- based Direct
Torque Control is put forward in this study to lessen torque ripple at low speeds.



An Approach for the Estimation of Rotor Position of PV … 213

2 Mathematıcal Analyses of PV System

Due to their cost-effectiveness and ease of maintenance, P-I characteristics of photo-
voltaic array inverter topologies are commonly employed in PV solar power genera-
tion systems. A significant number of PVdiodes are connected to in S-P arrangement.
The output current of the PV panel can be indicated as [22] (Fig. 1):

I = NPP[IPV − Io(IP − 2)] −
(
V + I RSτ

Rpτ

)
(1)

where

I = exp

(
V + I Rsτ

VT NSS

)
+ exp

(
V + I Rsτ

(P − 1)VT NSS

)
(2)

τ = NSS

NPP
(3)

V and I are corresponding, solar cell’s output voltage and current Vt stands for the
voltage of PVarrays,whereas Io the inverse saturation current IPV is the photocurrent
and of PV arrays. Series resistance is equal to RS, while a parallel resistance equals
RP Photovoltaic (PV) cell production is highly connected to solar irradiation. The
PV array has high nonlinear VI characteristics when solar irradiance fluctuates. As
it does not have a sustained amount of voltage nor a sustained current, it cannot
supply a constant amount of electricity to a given load Most of the operating voltage
range has a steady output current, but toward the open-circuit voltage the current
declines rapidly. From the figure, it can be seen that the photovoltaic array output
characteristics vary considerably under the impact of solar irradiance. The output
power keeps increasing as solar irradiance increases.

Fig. 1 I-V and P-V
characteristics of the PV
system
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3 Proposed P&O Algorithm

Method of Perturb and Observe is a popular method. This approach uses minimum
sensors. In this method, the operating voltage is tested, and the operating voltage is
modified in a specified direction using an algorithm, and therefore the dP

dv
(Fig. 2).

If dP
dv

Pd v is sampled. If dP
dv

pd v is positive, the algorithm increases the voltage

value towardMPPuntil dPdv
pd v is negative. This process is imitated until the algorithm

reaches MPP. This approach is unfitted when there is a considerable change in solar
irradiation. The voltage fluctuates about the maximum power point (MPP) and never
achieves a precise value.

For MPPT, this technique utilizes the instantaneous conductance dP
dv

and the P

and O dP
dv
. 1The location of the PV module’s operating point in the P–V curve is

decided based on the relationship between both values, as written in (4)–(6), i.e., (4)
stipulated the PV module operating at the MPP, wherein (5) and (6) specifies the
PV module performing on the left side and right side of the MPP in the P–V curve,
individually. Perturb and Observe method is widely used.

dp

dv

= − P

V
(4)

dp

dv

> − P

V
(5)

dp

dv

< − P

V
(6)

The equations given above are derived from the idea that at MPP the decline in
the P–V curve is equivalent to zero

dp

dv

= 0 (7)

By revising (7), the below equation is obtained:

Fig. 2 Flow chart of perturb
and observe
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Fig. 3 Photovoltaic system
with the boost converter

I + V
di
dv

= 0 (8)

If (5) is gratified, the duty cycle of the controller is required to be reduced, and
vice versa. If (6) is gratified, in so much no change on the duty cycle (Fig. 3).

4 Principle of SRM

Changes in irradiance will affect current and voltage levels. This program takes as
inputs PV module current and voltage fluctuations according to MPP, if the system
is moving in the direction of positive (dv > 0), the duty cycle will proceed to move
in the way of the previous step’s disturbance, wherein it will carry on to move in
the opposite way (dv 0). Alike, while the system works on the right-hand side of the
MPP, the duty cycle will proceed to flow in the opposite direction of the previous
step’s disturbance for positive system operating direction (dv> 0), and in the opposite
way of the previous step’s disturbance for negative system operating direction (dv
0). Because the algorithm can correctly and appropriately determine the direction
of the disturbance, it can solve the problem of system inaccurate results in the old
technique.

Vj = Ri j + dλ j
(
θ, i j

)
dt

+ dλi

dt
(9)

where Vj, be the jth phases winding voltage, ij for jth the phase current, j for the
linking flux, R gives the phase winding’s ohmic resistance, and h for the leaking flux.
The relation between adjacent windings has been ignored (Fig. 4).

Vj = Ri j + dλ j
(
θ, i j

)
dt

.
di j
dt

+ dλ j
(
θ, i j

)
dθ

.
dθ

dt
+ dλi

dt
(10)

where, the increase in inductance (Linc) and the back EMF coefficient (Cw), both
of which are inferior on current as well as the rotor angular position.
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Fig. 4 8/4 switched
reluctance motor geometric
diagram

Considering Lk as the flux leakage:

dλ j

dt
= Lk

di j
dt

(11)

The mechanical equation of the rotor was recorded by the function of the
electromagnetic Torque. Here the developed torque

Te = 1

2
i2
dL

(
θ, i j

)
dθ

(12)

By simplifying the magnetic linearity, the total generated torque is

TT =
∑ 1

2
i2
dL

(
θ, i j

)
dθ

(13)

where T is the torque, θ is position of rotor angle, L gives the inductance of motor.

5 Arrangement of Feedback Controller

The feedback controller generates a controlled variable by comparing the regulated
actual speed to the reference speed in order to impact system performance. To drives
the SRMmotor as the actuator the (ANFIS) Adaptive Neuro-Fuzzy Inference System
is taken. The modeling of fuzzy and ANFIS controllers is covered in this section.
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Fig. 5 ANFIS controller block diagram

A. ANFIS Controller

In terms of efficiency and error rate, ANFIS, as a hybrid network, has the merits
of both a neural and a fuzzy network. As a result, faults in the training network
are propagated backward. For the ANFIS network’s training rules, there are two
types of input and output data. The command executes its tasks using five layers of
state for training purposes. When training data is used to create a fuzzy inference
system, the parameters of membership function were modulated using either back
propagation algorithm, or a recursive least squares type approach in combination
with back propagation alone. The learning process is accelerated when compared
to using the gradient approach alone, which has an antipathy to get stuck in local
minima when used alone. A common rule set having two fuzzy rules those are of
If–Then in Takagi and Sugeno’s types as shown below (Fig. 5).

Rule1 : Ifx is A1and y isB1then f1 = p1x + q1y + r1
Rule2 : Ifx is A2and y isB2then f2 = p2x + q2y + r2

The node function of the same layer belong to the same function family, which is
detailed further below:

Layer 1: Each input node is fuzzified by associating with membership function of
linguistic label, and thus the output layer specifies the degree of input. The obtained
parameters in this layer are called premise/antecedent parameters.

Layer 2: This node is investigated as a “Rule node,” and is symbolized by a letter T.
It computes the linked rule’s firing strength by using each node. The neuron’s output
can be calculated as follows:

α1 = L1a1 ∗ L2a2 ∗ L3a3 (14)
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α2 = H1a1 ∗ H2a2 ∗ L3a3 (15)

α3 = H1a1 ∗ H2a2 ∗ H3a3 (16)

Layer 3: The normalization process takes place at each and every node, designated
by a letter N, and the output is written as

β1 = α1

α1 + α2 + α3
(17)

β2 = α2

α1 + α2 + α3
(18)

β3 = α3

α1 + α2 + α3
(19)

Layer 4: This layer is known as the layer of defuzzification, and it is often classified
as the “then” section. Its outcome is the result of the normalization level and the
individual rule output.

β1Z1 = β1V B−1.α1 (20)

β2Z2 = β2V B−1.α2 (21)

β3Z3 = β3S
−1.α3 (22)

Layer 5: The system’s overall output (Z0) is computed in this single node as
summation of all the incoming signals and expressed as:

Z0 = β1Z1 + β2Z2 + β3Z3 (23)

Hence, the vector input is normally sent through the layer by layer in the network,
taking into account how the ANFIS learns the antecedent and conclusion parameters
for the membership functions and rule set (Fig. 6).

The count of Membership functions for input vector variables e and ce is 3 * 3,
respectively. The number of rules then 9 (3 * 3 = 9). The triangular membership
function is used for two input variables (Fig. 7; Table 1).
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Fig. 6 Membership function of e and ce after trained

Fig. 7 FIS rule viewer

Table 1 Rules set for speed
control

E/CE Negative (N) Zero (Z) Positive (P)

Negative (N) Negative (N) Negative (N) Negative(N)

Zero (Z) Zero (Z) Zero (Z) Positive (P)

Positive (P) Positive (P) Positive (P) Positive (P)

6 Simulation Results

Solar PV unit creates greatest voltage for 1000 W/m2 irradiance measure inserted to
refitted boost converter supplies constant input to SRMmotor. The maximum power
from the PV system is traced using the P&OMPPTmethod. The output is sent to the
inverter, and the temperature is adjusted at 25°C.ThePVwas irradiated at 1000w/m2,
and the matching model and output voltage are given in Fig. 8. To authenticate the
stability of the invented technique, the PVMPPT performance is varied by adjusting
the PV irradiance level. The simulation is based on an 8/6 switching reluctancemotor
and is controlled by an ANFIS controller. The proficiency of the ANFIS controller
method in the SRM is modeled using the MATLAB/SIMULINK module. To get
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Fig. 8 a Flux, b torque, c currents, d speed wave form of the SRM

simulated the output performance of the proposed technique actuation system, an
ANFIS controller is fetched to the solar powered SRM.

In the above Fig. 8d at time t = 0.05 the speed of the SRM motor expands from
1200 to 1500 and gradually moves to 2000. In the above Fig. 8b the Torque of
the SRM motor is stable at the 4 at time t = 0.05 s. The SIMULINK modeling of
the (SRM) switched reluctance motor connected to control system of ANFIS was
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designed as an output result. Figure 8a–d demonstrate the performance of the flux,
current in every phase, motor speed, and output torque characteristics. Numerous
test outputs are produced utilizing the ANFIS control, and the proficiency of speed
and torque variation with regard to time is depicted in Fig. 8. The testimonial speed
parameter of the motor is determined in simulation, and the real speed parameter of
the motor is collected from the motor during start-up SRM withdraws current and
is restricted to the maximum value. The real and testimonial speeds are differenti-
ated and difference/error calculated. When an error takes place, the Neuro-Fuzzy
controller; similarly, the real and testimonial speeds of the motor are identical, indi-
cating that there is no error. When the motor speed approaches its reference value,
the beginning current peaks, and its peak value decreases.

7 Conclusion

In MATLAB/SIMULINK, an ANFIS controller-driven SRM motor drive was
modeled and tested. The power of a solar PV system is changed by the boost
converter for MPPT by the P&O algorithm. In order to match reference speed
tracking, simulation is performed, and the proficiency of the proposed technique
is tried out using ANFIS controller trained data. The Electronic commutation which
has lesser switching losses is used to supply the DC-link voltage to SRM drive feeds
via a modified inverter. The recommended converter is compact, has a greater power
density, and provides a consistent output of PV voltage for the SRM motor actu-
ation system. The ANFIS controller reduces SRM torque ripples, which improves
motor drive efficiency and reduces rise in time and error percent. The simulation
results illustrate the PV-tied SRM motor properties in conjunction with the ANFIS
controller.
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Ensuring Data Integrity in Mobile
Crowdsensing Environment
Using Fuzzy Logic

Ramesh K. Sahoo, Sateesh Kumar Pradhan, and Srinivas Sethi

Abstract In the modern world, industries rely on the feedback/reviews of the users
for estimating their future plan for better customer care services and customer rela-
tionship management. The evaluations and follow up achievement can be computed
as +ve/−ve types of feedback or review. This work attempts to present a model using
fuzzy logic over mathematical model that will outperform the categorisation of cus-
tomers or users feedback using ratings given by users or customers to ensure data
integrity in mobile crowdsensing environment. In this work, customers or users can
provide feedback or review for the location using web-based applications or Android
Application, that will be stored in a cloud environment. This data-set will be analysed
using fuzzy logic to isolate genuine reviews to maintain data integrity which may be
used for different types of real-time applications such as tourism, medical, educa-
tions, among a few other applications and also categorise the customers or users as
honest, malicious and suspicious.

Keywords Data integrity · Mobile crowdsensing · Genuine reviews · Reviews ·
Rating · Fuzzy model

1 Introduction

Data integrity reflects consistency, accuracy and safety of data in database. Data
collection and storage in a proper way to ensure accuracy and reliability is a part of
physical data integrity whereas logical data integrity verifies accuracy of data in the
specific context. It ensures that whenever data will be analysed it will provide same
information. It is required to remove invalid and fake data that can compromise the
information and also it is necessary to identify users who want to use it for malicious
purpose to change the information. It can be used for different real-time applications
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where analysis of vast data-set is required. Fake review analysis can be considered as
one of the study in this kind of application. Feedback or reviews given by users after
using a product or experiencing with services are considered for certain information
about product or services that should be accurate for further use. This information
has been obtained by analysing the reviews or feedback delivered by various users,
and as per purpose or intention, a user can give a fake or genuine review. In current
era, users blindly trust the reviews given by other users. So it must be genuine and
reliable, but due to some users who give fake reviews make the reviews unreliable.
Hence, it has been required to analyse feedback to detect fake or correct reviews and
isolate fake reviews as well as the users who delivered fake review. Only genuine
reviews can give a reliable information. This will ensure the data integrity in the
mobile crowdsensing paradigm, whereas mobile crowdsensing [1] is a process of
data collection, integration and analysis of large and heterogeneous data obtained
from variety of sources in urban spaces, such as smartphone, laptop, desktop, tablet,
mobile devices, sensors, buildings, vehicles and human.

Information that has been obtained by proper analysis of feedback or reviews
received from valid and honest users or customers only may be taken as actual,
reliable and trustable. Isolation and identification of actual reviews from real-time
data-set is one of the challenging jobs in the current scenario. Various techniques
such as: sentiment analysis, convolutional neural network (CNN), classification,
deep learning and machine learning can be employed for text processing to detect
and isolate actual reviews from real-time data-set. Not only reviews or feedback but
also activity of users or customers are also need to be analysed to identify actual
reviews/feedback and Honest users.

In this work, the model has been concentrated on detection and isolation of actual
reviews to ensure data integrity by removing invalid and fake reviews so that infor-
mation will be accurate and reliable. It also categorised the users as honest, malicious
or suspicious from the collected data. Information obtained by analysis of feedback
or reviews received from honest and legitimate user only will be provided to peo-
ple who use the products or services. It will help to ensure data integrity in mobile
crowdsensing environment by considering genuine reviews came from honest user
only to provide accurate and reliable information. In this model, the review has
been obtained from various users through web-based application and android app
using various electronic gadgets such as smartphone, tablet and laptop in mobile
crowdsensing environment exclusively for this purpose. Then obtained review has
been stored in the cloud platform and analysed using Fuzzy Logic concept through
MATLAB (Simulation Software) for categorisation of users or customers and iden-
tification of honest feedback/reviews as well as honest registered and participated
users.

The remaining section of the paper has been discussed with background in Sect. 2,
followed bymethodology in Sect. 3. Analyses on experimental result have been done
in Sect. 4. The paper has been concluded in Sect. 5.
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2 Background

In this section, background of the paper has been discussed using various related
research articles.

Fake feature framework has been discussed in [2] for the detection of fake feed-
back/reviews to extract and characterise feature of review based on registered and
participated users and feedback/reviews. Author highlight here, by only analysing
review (in text format) will not work so personal, social, review activity and trust-
worthiness of user is also required for analysis of reviews. For the detection of
outlier review, authors in [3] discussed a model that is based on comments and
reviews given for the product by various users using data obtained from china, ama-
zon data-set. Instead of analysing the current review only it also analyse the past
review of product received from different sources to identify fake reviews. Cog-
nitive, affective, perceptual and social linguistic characteristics of the psycholog-
ical process of reviewer has been discussed in [4] to establish a bond with fake
reviews by estimating the influence of distance, time and location of reviewers on
the reviews.

Machine learning, fuzzy logic and artificial intelligence has been applied to large
socialmedia-based data-set to detect spam through neural networkmultilayer percep-
tion and to overcome limitations of supervised learning algorithmusing unsupervised
approach. Fuzzy logic can handle large data-set in less time to reduce cost, time and
need of complex software to detect spammer [5]. For opinion spam detection, fuzzy
modelling-based solution has been proposedwhich contains 81 fuzzy rules generated
using FSL detection algorithm, 4 linguistic variable as input for fuzzy set and fuzzy
ranking evaluation algorithm to detect suspicious group and it achieves 80.77% of
accuracy [6]. For spam detection and email classification, Interval type 2 fuzzy set
can be considered as an effective technique that powered the users to have more
control over different types of spam and also allow to personalise it [7].

Authors in [8] discussed a mathematical model for management of trust or relia-
bility in secure spectrum sensing in CRN. Mathematical model for detection of fake
reviews as well as categorisation of user as Honest, suspicious and Malicious has
been developed in [9].

3 Proposed Methodology

3.1 Concept

An smart phone Application and web-based applications have been developed that
can be used as a digital guide for different applications, which works through any
electronics gadgets in mobile crowdsensing environment to maintain data integrity.
The proposed system has following objectives.
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1. Obtaining review data from various users about their experience.
2. Storing and analysing data in the cloud platform to compute the reputation level

of a place based on review and rating.
3. Categorisation of genuine and fake data by computing user’s trustworthiness.

Valid, accurate and actual data may be taken for developing the proposed model.
It helps to ensure integrity of data by removing fake or invalid or inaccurate data
from data-set so that information will be generated from genuine reviews only
and this information will accurate, complete and reliable.

3.2 Architecture

In the proposed model, initially any user will download and install the application in
smartphone or use web-based application to registered himself by providing infor-
mation such as name, cell phone number, gender, email id, current address, date of
birth and profession in the mobile crowdsensing environment. Review Data will be
obtained from different registered users about different location through the mobile
devices such as smartphone, tablet and laptop in both off-site and on-site mode
and it will be placed in cloud environment. Review data-set will be analysed using
fuzzy logic and proposed mathematical model to detect and isolate fake reviews, and
also categorised users asmalicious, suspicious and honest using various performance
metrics like reliability, incentive, honesty level. Any registered/unregistered user can
get required information on any location through the app or web-based application.
The information about location will be delivered to forthcoming users by analysing
reviews received from honest users only. Therefore information will be accurate and
reliable and it helps to ensure integrity of data in mobile crowdsensing environment.

3.3 Framework for Collection of Data

Data of user will be received from various registered and participated users as feed-
back or review on the experiences in on-site or off-site mode. In on-site mode, the
registered and participated user will deliver feedback/review on the current location
of his own. In off-site mode, the registered and participated user will deliver feed-
back/review on any recently travelled location from his comfort point. information
such as unique ID of user, address, coordinates of location in longitude and latitude,
anymessage regarding that location, communicative language and rating in the range
of 1–5 for that location has been obtained as review. It also contains other features
such as: dislike, like, rectification required and average which is received as informa-
tion about the visited location through electronic gadgets such as smartphone, tablet
and laptops. This information has been stored in a cloud database. Finally, it will be
analysed to identify fake feedback/reviews and isolate genuine reviews to ensure data
integrity in mobile crowdsensing environment and estimate users’ honesty level. In
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the proposed work, 1415 number of review data have been collected from 51 users
for 42 locations. It has been observed that out of 1415 reviews, 585 reviews were
received from honest user, 194 reviews were obtained frommalicious users, and 636
reviews came from suspicious user.

3.4 Pre-processing of Data with Analysis

Collected data available in the cloud platform will be retrieved and transformed as
text file in comma-separated value (CSV) format. This real-time data-set will be
analysed through simulation software (MATLAB).

3.5 Computation of Average Rating of Locations

Average rating of location can be the approximate actual rating of location. It is
computed using review given by all user for that location using maximum likelihood
estimation technique. It can be considered as the actual rating of that place approxi-
mately. Total rating as well as estimated rating of location has been determined using
equation mentioned below [9],

Rl =
n∑

u=0

Lu (1)

El = Rl

n
(2)

In Eq. 1, user is represented by u that is in the range of 0 to n, and rating delivered
by registered and participated user for the location l is represented by Lu. Total rating
given by all registered and participated users for the location is represented by Rl.

In Eq. 2, Estimated rating (ERT) of location has been computed by considering
the mean of Rl and represented by El.

3.6 Reliability Level User

Any user will give a rating to a location and using fuzzy logic it will be compared
with estimated rating (ERT) of that location obtained using Eq. 2 to compute status
of review in the range of 0–1 given by user. If status of review is greater than a
threshold value (δ) than it will be taken as honest review and reliability level of user
will enhance otherwise fake feedback/review and reliability level of registered and
participated user will reduce. If review is honest, then no. of correct review (NCR)



228 R. K. Sahoo et al.

(a) Fuzzy membership value of rating given
by user for a location

(b) Fuzzy membership value of Estimated
Rating of location

Fig. 1 Fuzzy membership value for input

provided by registered and participated user will be increased by 1. Else, no of fake
review will be increased by 1. Reliability level of participated user will be computed
using number of correct review and number of wrong review given by users using
fuzzy logic and proposed mathematical model. It will help to identify and isolate
genuine reviews from data-set to maintain data integrity in mobile crowdsensing
environment.

Figure1a reflect the membership values of Rating given by user in the range of
1–5 for a location using fuzzy logic. Triangular membership function (trimf) [10]
and Rating given by user represented byUr of fuzzy logic has been used to generate
3 membership parameter poor, average and good using Eqs. 3–5.

Rating[′poor′] = trimf(Ur, (1, 1, 3)) (3)

Rating[′average′] = trimf(Ur, (2, 3, 4)) (4)

Rating[′good′] = trimf(Ur, (3, 5, 5)) (5)

Figure1b reflect themembership functionofEstimatedRatingof locationobtained
usingEq. 1 in the range of 0–5 for a location using fuzzy logic. Poor, average and good
are the 3 membership parameter has been generated using triangular membership
function (trimf) and ERT represented by El using Eqs. 6–8.

ERT[′poor′] = trimf(El, (0.0, 0.0, 3.0)) (6)

ERT[′average′] = trimf(El, (2.0, 3.0, 4.0)) (7)

ERT[′good′] = trimf(El, (3.0, 5.0, 5.0)) (8)

Figure2 reflect the membership function of status of review in the range of 0–5
for the Rating given by user for a location using fuzzy logic. Triangular membership
function (trimf) of fuzzy logic has been used to generate 3 membership parameter
low, medium and high using Eqs. 9–11.
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Fig. 2 Fuzzy membership
value of review status of user
(output)

RS[′low′] = trimf(RS, (0, 0, 0.5)) (9)

RS[′medium′] = trimf(RS, (0.4, 0.6, 0.8)) (10)

RS[′high′] = trimf(RS, (0.7, 1, 1)) (11)

There are 9 fuzzy rules been used to compare rating given by user with Estimated
Rating of location (ERT) to compute review status using fuzzy logic. Poor, average
and good are the membership parameter of Rating and Estimated Rating of location
whereas low, medium and high are themembership parameter of review status. Rules
has been generated using membership parameter discussed above. Fuzzy rules are
mentioned below.

Rule 1—if Rating is low and ERT is low then Review Status is high.
Rule 2—if Rating is average and ERT is average then Review Status is high.
Rule 3—if Rating is good and ERT is good then Review Status is high.
Rule 4—if Rating is low and ERT is good then Review Status is low.
Rule 5—if Rating is good and ERT is low then Review Status is low.
Rule 6—if Rating is low and ERT is average then Review Status is medium.
Rule 7—if Rating is average and ERT is low then Review Status is medium.
Rule 8—if Rating is average and ERT is high then Review Status is medium.
Rule 9—if Rating is high and ERT is average then Review Status is medium.

Using fuzzy logic rating delivered by the user for a place/locationwill be compared
with ERT of that location using fuzzy logic to get review status and it may vary from
0 to 1. Various observation has been taken for review status ranges from 0 to 1 to
detect its effect on detection of fake reviews and categorisation of user and also to
find out a threshold δ for review status. if review status is greater than δ then review
will be considered as correct review and number of correct review (NCR) provided
by registered and participated user will increase by 1. Else, review/feedback will be
treated as fake review and number of fake reviews (NFR) provided by registered and
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participated user will increase by 1. NCR and NFR are used to compute reliability
level of user using following equation.

Ru = NCR

NCR + NFR
(12)

In Eq. 12, reliability level of users computed using NWR and NCR has been
represented by Ru.

3.7 Activeness Level of User

Active participation of user has been determined using activeness level of user. If
participation of user has been observed in the review process then Np will be incre-
mented by 1 otherwise Na will increase by 1. Np represents the number of cases
where user provide valuable review and Na represent number of cases where user
does not provide any review. The activeness level of the user will be computed using
Np and Na and it is determined as per equation mentioned in Eqs. 13 and 14 [9];

Up =
{
1, if participation of user has been observed for different locations

0, otherwise.
(13)

In Eq. 13, status of user involvement in the review activity has been represented
byUp for different locations. If participation of user has been observed in the review
process, then Up will be considered as 1 otherwise 0. If Up=1, then Np will be
incremented by 1, otherwise Na will be incremented by 1.

In Eq. 14, activeness level of user has been represented by Au and it is determined
using Np and Na as per following equation.

Au = Np

Np + Na
(14)

3.8 Incentive Level of User

Incentive is the additional benefits given to user as a reward for providing hon-
est reviews and consistent participation in review process. Multiple reviews can be
obtained from an user for a location in some time interval. Therefore location-wise
suspicious level has been computed. Finally, the mean of suspicious level (location-
wise) of registered and participated user will be computed to determine incentive
level of user.
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Triangular membership function (trimf) and Rating delivered by user for a certain
location represented by RuL of fuzzy logic has been used to generate 3 membership
parameter poor, average and good using Eqs. 15–17.

Rating[′poor′] = trimf(RuL, (1, 1, 3)) (15)

Rating[′average′] = trimf(RuL, (2, 3, 4)) (16)

Rating[′good′] = trimf(RuL, (3, 5, 5)) (17)

Rating given a user for a location RuL has been compared with ERT represented
by El using fuzzy logic to determine review status of user. Threshold of review status
for honest review is δ. if review status is greater than threshold then review will be
considered as correct review and number of correct review for that location (NCRl)
will increase by 1 otherwise review will be treated as fake and number of fake review
for that location (NFRl) will increase by 1. Suspicious level of user represented by
SuL for that location will be determined using NCRl and NFRl using Eq. 18 [9].

SuL = NFRl

NCRl + NFRl
(18)

Suspicious level of registered and participated User will be computed by taking
mean of place/location-wise suspicious level (SuL) of all locations of user using
Eq. 19.

Su =
∑n

L=0 SuL
n

(19)

in Eq. 19, Su represent Suspicious level of User and n is the number of location for
which a user provide review. Finally incentive level of user represented by Iu will be
determined using Suspicious level (Su) of user in Eq. 20 [9].

Iu = 1 − Su (20)

3.9 Determination of Honesty Level of User

Weight values have been assigned to user as per his performance estimated using
reliability level, suspicious level and incentive level of user as listed in Table 1 [9].

The honesty level (Hu) of user will be computed using various performance met-
rics such as activeness (Au), reliability (Ru) and incentives (Iu) levels and their weight
values as per mentioned in Eq.21 [9].

Hu = W1 ∗ Ru + W2 ∗ Au + W3 ∗ Iu (21)
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Table 1 Fixed values for weight factors

Component Weight variable Value

Reliability W1 0.5

Suspicious W2 0.2

Incentive W3 0.3

Table 2 Type of user

Honesty level (Hu) User type

>0.7 Honest

0.4–0.7 Suspicious

<0.4 Malicious

3.10 Categorisation of User

Finally user will be categorised as Honest, malicious and Suspicious User using
Honesty level (Hu) of user as per Table 2 [9].

4 Result and Discussion

In this section of the paper, the results and analysis have been discussed.
Figure3 provides a visual comparison between Sahoo-2021 model [9] and Pro-

posed Model in which x axis represents number of users in percentage and y axis
represents type of user. It is observed that after applying fuzzy logic number of hon-
est users has been decreased as well as number of suspicious and malicious user has
been increased as compared to Sahoo-2021 Model [9].

Fig. 3 Comparison between Sahoo-2021 model [9] and proposed model
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(a) Effect of review status on Reliability
and Suspicious level

(b) Effect of review status on categorisa-
tion of user

Fig. 4 Threshold for review status

Fig. 5 No of users with correct review versus locations

Figure4 reflect effect of review status on reliability and suspicious level of user
and also in categorisation of user. review status is the output of fuzzy model which
varies from 0 to 1. It is observed Figure4a, b that for review status greater than 0.4
reliability level of user decreases and suspicious level increases and both of them
intersect and review status 0.75. For review status 0–0.4 all users are considered
as suspicious user but number of honest user increases after value of review status
greater than 0.4 and number of malicious users also increase after review status
greater than 0.6 and it is minimised to 0 after review status greater than 0.8. all
three types of users are available at review status 0.7. Therefore it is concluded that
threshold for review status (δ) should be 0.7.

In Figs. 5 and 6, number of users who have given correct review as well as fake
review for various location has been reflected. it has been observed that for some
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Fig. 6 No of users with fake review versus locations

Fig. 7 Estimated rating of locations

locations like location id 3, 23, 33 etc., number of fake reviews are more than correct
review also it has been observed for each and every location some reviews are fake
as well as correct.

In Fig. 7, Rating axis represent estimated rating of location (ERT) in between 0 and
5 whereas unique locations numerically assigned from 0 to 41 has been represented
by locations axes. The estimated rating of location (ERT) may be assumed as the
real rating of the place/location approximately that is computed from review data
obtained from visitors of particular location.
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Fig. 8 Reliability level of users

Fig. 9 Activeness level of users

Figure8 demonstrate reliability level of users having unique id ranges from 0 to
50 computed as per their given review. It reflects how much extent an user can be
trustworthy as per his/her review. It is increased when review given by the user is
correct and decreasedwhen the review given by user is fake. Therefore, due to correct
reviews reliability level of user will increase whereas it will decrease when given
review is fake.

Figure9 represents activeness level of various users having unique id ranges from
user id 0 to 50. It reflects continuous involvement of users in the review process and
it is in the range of 0–1.

Figure10 reflects incentive level of various users havinguniqueuser id ranges from
0 to 50. It demonstrates the amount of incentive provided to users in the range of 0–1
as per user’s reliability level and activeness level in the feedback/review mechanism.
Consistent and reliable user will be rewarded with higher incentives. Incentive level
is positively influenced by the no. of honest reviews delivered by registered and
participated users and negatively influenced by the no. of fake feedback/reviews.
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Fig. 10 Incentive level of users

Fig. 11 Honesty level of users

Figure11 demonstrateHonesty level of different users in the range of 0–1 andfixed
numerical range from 0 to 50 is used to assign unique id to various users. Based on
reliability, activeness and incentive level of user and constant weight factor, Honesty
level of user has been determined. It categorises various users into three categories:
honest user represented by green colour, whereas suspicious user represented by
yellow colour, and finally malicious user represented by red colour.

5 Conclusion

In this work, a novel idea is placed to ensure data integrity in mobile crowdsens-
ing environment by categorising the reviews such as: actual and fake using fuzzy
logic through different member functions. Further, categorisation of the reviewers
as honest, malicious and suspicious is also placed using mathematical model. In this
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context some of the users are replaced as malicious and suspicious from the hon-
est users which is placed in Sahoo-2021 model [9]. The ERT of various locations
is computed by analysing the data-set that contains feedback uploaded by various
users. Estimation of Location may be considered as the actual rating of the location
approximately. The user reliability is used to describe the trustworthiness of reviews
and the users. In this context the review and the users may be reliable which ensure
Data Integrity. The activeness level of users represents consistency and reliability of
users in review observation. Incentives/additional benefits will be provided to var-
ious users as per their activeness and reliability level which is reflected in Figs. 9
and 10. Finally honest user has been estimated using reliability, activeness level
and mentioned incentives to users as per their performance of user to reflect trust-
worthiness of user. Reviews or feedback delivered by different users are considered
to be analysed to identify and isolate the real reviews which helps for elimination
of fake review and isolation genuine reviews to maintain data integrity in mobile
crowdsensing environment.
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Abstract The transmission through the Coulomb barrier is essential to determine
the cross-section of various fusion reactions. In this analysis, we have compared the
cross-section of 12C + 20Ne reaction calculated using the analytical expressions for
transmission coefficients through the parabolic andMorse barrier. The nuclear poten-
tial for both approaches is generated using the R3Y nucleon–nucleon (NN) potential
and the relativistic mean-field (RMF) densities for NL3∗ parameter set within the
double folding approach. The fusion cross-section is obtained from the �−summed
Wongmodel. It is observed that at the below-barrier energies, theMorse transmission
coefficient gives a better overlap with the experimental data. At the above-barrier
energy region, the cross-section obtained from both the parabolic and Morse barrier
approximations almost overlaps with each other and fits the experimental data nicely.
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1 Introduction

The heavy-ion fusion reactions have fascinated nuclear physicists as these reactions
are significant in exploring the nuclear structure, nuclear forces and in extending
the nuclear chart [1–3]. Moreover, the light heavy-ion fusion reactions at far below-
barrier energies are essential to probe the stellar nucleosynthesis process at different
phases of stellar evolution [1–3]. The description of the complex fusion mechanism
is given through the interaction potential containing the Coulomb, centrifugal and
nuclear interaction terms. The evaluation of transmission probability through the
barrier formed due to this interaction potential is mandatory to obtain the cross-
section of the heavy-ion reactions [1–3].

The analytical expressions for the barrier transmission coefficient are preferred to
avoid the complexities associated with its numerical evaluation. Several analytical
expressions for the transmission probability obtained using different approximations
for the barrier shapes are available in the literature [1, 4–7]. One of the well-known
approaches is Hill–Wheeler (HW) formula [5, 6], in which the fusion barrier is
assumed to be purely parabolic. Due to its simple expression for transmission coeffi-
cient, the parabolic barrier approximation has been widely adopted in the description
of various fusion reactions [1, 3, 8–12].However, theHill–Wheeler approximation of
symmetric parabolic barrier becomes inadequate at the deep sub-barrier energies due
to steep fall of the parabola at large distances [1, 4]. This problem can be addressed by
approximating the fusion barrier by asymmetricMorse function [7]. The expressions
for the transmission coefficient through both parabolic and Morse barriers involve
the barrier height, position and frequency [5–7]. To determine these quantities, an
appropriate description of the nuclear interaction part of the total potential formed
between the fusing nuclei is necessary. In the present analysis, this nuclear potential is
estimated using double folding approach [13] furnished with densities and effective
nucleon–nucleon (NN) potential [10, 14–16] calculated from relativistic mean-field
(RMF) formalism [10–12, 17–21].

The RMF formalism has gained successful applications in describing the charac-
teristics of the nuclearmatter, and structural properties aswell as reaction dynamics of
finite nuclei [10–12, 17–21]. Thus, it will be interesting to compare the Hill–Wheeler
and Morse barrier transmission coefficients given in terms of barrier characteristics
obtained fromRMF formalism. These transmission coefficients are further employed
to evaluate the fusion cross-section for 12C+ 20Ne reaction from the �−summedWong
model [8, 9]. The calculated cross-section is also compared to the experimental data
taken from [22].

2 Theoretical Formalism

As discussed above, the total potential formed between the colliding nuclei provides
the basis to study their fusion mechanism. The interaction potential between the
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fusing projectile and target nuclei at separation distance R with atomic numbers Zp

and Z t, respectively, can be written as

V �
T (R) = ZpZ te2

R
+ �

2�(� + 1)

2μR2
+ Vn(R). (1)

Here,μ and Vn(R) denote the reducedmass and the nuclear potential, respectively.
This nuclear potential is determined employing the double folding integral [13] as,

Vn(R) =
∫

ρp(rp)ρt(rt)Veff
(|rp − rt + R| ≡ r

)
d3rpd

3rt. (2)

Here, ρt and ρp denote target and projectile densities, respectively. The term
Veff symbolizes the NN interaction potential. These densities and NN potential are
obtained from thewell-establishedRMF formalism. InRMF formalism, the nucleons
are assumed to be point-like particles interacting through the exchange of photons and
mesons. The details of the phenomenological Lagrangian density andRMFequations
can be found in [10–12, 17–21] and references therein. The R3Y NN potential can
be obtained solving the RMF equations for mesons [10, 14–16] and is given as,

V R3Y
eff (r) = g2ω

4π

e−mωr

r
+ g2ρ

4π

e−mρr

r
− g2σ

4π

e−mσ r

r
+ g22

4π
re−2mσ r

+ g23
4π

e−3mσ r

r
+ J00(E)δ(r). (3)

The gσ , gω, gρ denote the coupling constants of the σ ,ω, ρ mesons having masses
mσ , mω, mρ , respectively. g2 and g3 correspond to the self-interaction of σ -mesons.
These RMF parameters are obtained using the NL3∗ [21] parameter set. More details
can be found in [10, 14–16]. The term J00(E)δ(r) denotes the long-range one pion
exchange potential. The RMF nuclear densities and R3Y NN potential are employed
to obtain the nuclear potential using Eq.2.

The next step is to determine the fusion probability. For this, two approximations
are used for assimilating the shape of the fusion barrier. The first one is the parabolic
barrier [5, 6] given by

V HW
T (R) = V �

B − 1

2
μω2(R − R�

B)2. (4)

Here, V �
B and R�

B are the height and position of the fusion barrier (see Eq. 1) and
are determined using the following conditions:

dV �
T

dR

∣∣∣∣
R=R�

B

= 0. (5)
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d2V �
T

dR2

∣∣∣∣
R=R�

B

≤ 0. (6)

The curvature of fusion barrier (�ω�) is calculated at R = R�
B as,

�ω� = �[|d2V �
T (R)/dR2|R=R�

B
/μ] 1

2 . (7)

The penetration probability for this parabolic barrier is given by Hill–Wheeler
[5, 6] formula, which takes the form,

PHW
� =

[
1 + exp

(
2π(V �

B − Ec.m.)

�ω�

)]−1

. (8)

The Hill–Wheeler approximation provides a simple and numerically inexpensive
expression for the transmission probability.However, this approximation of parabolic
fusion barrier fails at deep sub-barrier energies for fusion reactions involving lighter
nuclei [1, 4]. As an alternative, we have also considered the Morse function [7]
approximation for the fusion barrier. Morse function gives an asymmetric fusion
barrier and is expressed as,

VMorse
T (R) = V �

B[2e−(R−R�
B)/αM − e−2(R−R�

B)/αM ], (9)

αM is the Morse parameter given by,

αM = [2V �
B/|d2V �

T (R)/dR2|R=R�
B
] 1
2 . (10)

The analytic expression for transmission coefficient through the Morse barrier is
written as [7],

PMorse
� = 1 − exp(−4πα)

1 + exp[2π(β − α)] . (11)

Here, α = kαM and β =
√

2μV �
B

�
αM. Ec.m. is energy of projectile target system in

center of mass frame and k =
√
2μEc.m.

�
.

Finally, the cross-section is calculated from the extended �−summedWongmodel
[9], which accounts for the actual modifications entering in the fusion barrier due to
its dependence upon angular momentum. The fusion cross-section is given by

σ(Ec.m.) = π

k2

�max∑
�=0

(2� + 1)P�(Ec.m). (12)

The �max values are extracted at Ec.m. > VB from sharp cutoff model [23].
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3 Calculations and Results

The cross-section for 12C + 20Ne reaction, obtained using the Hill–Wheeler
[5, 6] and Morse approximations [7] for the transmission coefficient is examined
in this section. To determine the parameters for both the parabolic (see Eq.4) and the
Morse (see Eq.9) curves, we first need the nuclear potential. This nuclear potential is
estimated by folding the RMF densities over the relativistic R3Y NN potential. The
densities for fusing nuclei and the effective NN potential are calculated using the
self-consistent RMF formalism for the NL3∗ parameter set. The R3Y NN potential
given in Eq.3 is comparable to the non-relativistic M3Y NN potential [10, 14–16].
In our previous studies [10, 11], we compared the cross-section obtained fromM3Y
and R3Y NN potentials and observed that the R3Y potential provides better overlap
with the experimental data. Since the main motive of the this analysis is to com-
pare the results of Hill–Wheeler and Morse transmission coefficients, we have only
considered the R3Y NN potential here.

Figure1 shows the radial distributions of RMF (NL3∗) neutron ρN (solid lines)
and proton ρN (dashed lines) densities for the 12C (black lines) and 20Ne (blue lines)
nuclei. The total density distribution is obtained by adding these neutron and proton
densities (i.e., ρT = ρN + ρP) and are further employed to determine the nuclear
potentialwithinEq.2. Since nuclear fusion is a surface phenomenon, so the tail region
of total density plays the most crucial role in describing the fusion characteristics
[24].

Next, we have calculated the total interaction potential using Eq.1. As discussed
above, we have used the parabolic (Eq.4) and Morse curve (Eq.9) approximations
for the fusion barrier. The parameters of these parabolic and Morse barriers are
extracted from the actual interaction potential given by Eq.1. Figure2 shows the
barrier region of the exact (solid black line) interaction potential as well as those
generated using parabolic (dashed blue line) and Morse functions (dash-dotted red

Fig. 1 The proton (ρP) and
neutron (ρN) densities
obtained using RMF
formalism with NL3∗
parameter set for 12C (black
lines) and 20Ne (blue lines)
nuclei
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Fig. 2 Fits to the exact
fusion barrier at � = 0�

(solid black line) by pure
parabolic (dashed blue line)
and Morse curve
(dash-dotted red line). See
text for details
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line). It is worth mentioning that all the three fusion barriers are here plotted for
� = 0� (s-wave). It can be noted From Fig. 2, that, unlike the actual fusion barrier,
the parabolic barrier is symmetric around the barrier position.Moreover, the structure
of the barrier approximated by the parabolic function differs from the actual barrier at
the large separation distance (R). These variations from the actual barrier are less for
the case of Morse function, which generates an asymmetric fusion barrier that falls
less steeply at larger R [7]. It is also observed that at energies near the fusion barrier,
any of the approximations considered for calculating the transmission coefficient
will yield similar results.

The penetration probability through a fusion barrier depends upon its characteris-
tics. The penetrability for the parabolic and Morse fusion barriers are obtained using
the expressions in Eqs. 8 and 11, respectively. These transmission coefficients are
further used to obtain the cross-section for 12C + 20Ne reaction from �−summed
Wong model.

Figure3 shows the cross-section σ (mb) Ec.m. (MeV) obtained using the Hill–
Wheeler (black Solid line) and Morse barrier (red dashed line) transmission coef-
ficients. The experimental cross-section [22] is also given for the comparison. It
is noticed that at the above-barrier energy region, the cross-section given by both
approximations almost overlap and provides a satisfactory fit to the experimental
data. At the below-barrier energy region, the Morse transmission coefficient gives a
better overlap with the experimental data in comparison to that given by the Hill–
Wheeler approximation. Further, it is also observed that the difference between the
cross-section given by parabolic and Morse approximate fusion barriers increase as
we move toward the Ec.m. << VB. This is because the variations of approximate
barriers from the actual barrier shape increase with the increase in the separation dis-
tance R (see Fig. 2), and fusion cross-section for light systems at much below-barrier
energies is sensitive to the barrier characteristics at larger R [1, 4]. This infers that the
cross-section given by the analytical expression of transmission coefficients through
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Fig. 3 Fusion cross-section
σ (mb) calculated within
�−summed Wong model
using the Hill–Wheeler
(solid black line) and Morse
barrier (dashed red line)
transmission coefficients.
The experimental data (black
circles) is extracted from
[22]
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approximate fusion barrier will differ from the experimental data at energies lying
far below the fusion barrier. For such cases, the semi-classical WKB approach [1,
4] which uses the exact fusion barrier, becomes more reliable. This method is not
used in the present analysis as the experimental cross-section for 12C + 20Ne is not
available at far sub-barrier energies. A more systematic study involving other light
heavy-ion fusion reactions will be carried soon.

4 Summary and Conclusions

The fusion cross-section for 12C + 20Ne reaction calculated using the Hill–Wheeler
and Morse transmission coefficients is compared at below and above-barrier energy
regions. The nuclear interaction potential part of the fusion barrier is obtained using
the RMF densities and R3Y NN potential within the double folding approach. At
below-barrier energies, the Morse transmission coefficient is observed to give a bet-
ter overlap with experimental data than the Hill–Wheeler transmission coefficient.
However, the cross-section given by both approximations almost overlaps around and
above the barrier energy regions. This indicates that the asymmetric fusion barrier
given by the Morse function is a better approximation to study the fusion mecha-
nism of fusion reactions involving light nuclei at below-barrier energies. A more
comprehensive study involving more fusion reactions, especially those with astro-
physical significance at far below-barrier energy regions, is under process and will
be communicated shortly.
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Classification of Autism Spectrum
Disorder Using Deep Learning

S. Preethi, A. Arun Prakash, R. Ramyea, S. Ramya, and D. Ishwarya

Abstract Autism spectrum disorder (ASD) is a condition that progressively
develops during the growing stage of a child. The behavioural markers vary
widely from difficulty in social interactions, speech, and converging to a pattern
of behaviours. As there is no specific early diagnosis available for ASD with the
advanced deep learning models, we propose the 2D convolutional neural network
(CNN)-based model to differentiate the ASD patients from that of control patients
(TC). To train and test the proposed architecture, the following data set, namely
Autism Brain Imaging Data Exchange (ABIDE) is considered. The data set contains
totally 1112 subjects, out of which, the proposed work takes 233 images. The data
set consist of 104 ASD patients and 129 control patients. Then, each sample is split
into sagittal, coronal and axial plane to train the model. The network is trained with
AdaDelta optimization algorithm considering cross entropy loss function. The CNN
model is tested with the all the samples from the test set. From all the planes, sagittal
plane gives the highest training accuracy of 74.19% while the combination of all the
planes and coronal plane exhibits almost similar accuracy in both the sets.

Keywords Autism spectrum disorder (ASD) · 2D-convolutional neural network
(CNN) · Autism brain imaging data exchange (ABIDE)

1 Introduction

Despite the commonality, the degree of impact of ASD and the symptoms vary to a
smaller extent from patient to patient [1]. However, ASD usually exhibits symptoms
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in early childhood and strong signs at around 2–3 years of age. On the contrary, it is
also possible for a kid with autism grow normally beyond 3–5 years and the show
strong signs of ASD. It is estimated that one in every fifty nine kids have autism
as reported by the Centers for Disease Control and Prevention (CDC). Moreover, it
is also observed that boys are more prone to ASD than girls; autism is a lifelong
condition.

The common symptoms or signs exhibited by the ASD patients are trouble in
understanding other’s feeling, repeating the actions again and again, and avoiding
eye contact. Therefore, diagnosing or screening for potential ASD can be difficult as
there are no clinically validated medical tests such as a blood test available [2]. The
only way for doctors to make a conclusion is by looking for behavioural signs over
a period of time and developmental stages. Sometimes, ASD can be detected at the
month of 18 or younger. Due to these limitations of diagnosis of autism spectrum
disorder, researches have attempted to classify the patient using some deep learning
algorithms. To make these practically feasible solution, they used Autism Brain
Imaging Data Exchange (ABIDE) data set. This data set comprises of magnetic
resonance imaging (MRI) images. From the several proposed studies, it is mentioned
that the ASD patients have a unique neural connections and hence can be used to
early diagnosis the ASD [3].

In line with, in this study, we consider a convolutional neural network (CNN)
architectures and cast the problem as binary classification problem. A CNN is also
known as ConvNet. Unlike deep neural networks (DNN), CNN preserves the spatial
connectivity of pixels in input image used for training the model. Therefore, they
are able to extract the complex features to make a decision. For each features, the
network learns a value for a bias and weights to different aspects or objects in an
image to differentiate the image from the other. In ConvNet, the pre-processing
essential for the process is very less compared to other classification algorithms. The
research groups are autism and control patients. For training and testing, totally 233
images are used. The autism group contains 104 images and control group contains
129 images. The data set taken is ABIDE data set which comprises of MRI images.
The image format is NIFTI. The MRI image consists of three planes such as sagittal,
coronal, and axial. In this study, each plane is separated and used as a separate image.
For each plane, the accuracy is predicted and also finally all the planes are used for
the prediction of accuracy.

2 Literature Review

Heinsfeld et al. [3] proposed a deep learning model for classifying the autism spec-
trum disorder patients from the control patients. For classification, the brain imaging
data set of ABIDE is used to analyse the brain patterns of the functional connec-
tivity. To obtain the lower dimensional features of the data set, two stacked denoising
autoencoders are used. The resultswere then obtained by the comparison of themodel
with the different classifiers such as classic support vector machine and k-nearest
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neighbour classifier. It is observed from the results that the areas which differen-
tiate the autism patients from the control patients are paracingulate gyrus, middle
temporal gyrus and supramarginal gyrus. The patterns also show the anti-correlation
between the anterior and posterior areas. This work achieved an accuracy of seventy
per cent on training set and fifty per cent on test set.

Rathore et al. [1] proposed the classification method for autism spectrum disorder
using topological features and deep learning. The three different topological features
are analysed such as persistent diagrams, persistent images and persistent landscapes
for the classification using the support vector machine, random forest and neural
network. They also used the hybrid approachwhich combines the topological features
with the functional correlation and obtain an accuracy of 69.2% even with the simple
three-layer neural network.

Anirudh et al. [2] proposed the diagnosis of autism spectrum disorder using
the Eigen values of brain network. In the resting state functional MRI images of
the ABIDE data set, the pre-processing such as analysis of functional neuroim-
ages and functional magnetic resonance imaging is applied. A brain network is
constructed with the 264 regions from the fMRI images using the parcellation
scheme. These features are then defined using 264 Eigen values and three other
features are defined using network centralities. From this features, 64 discriminate
features are obtained by using the feature selection algorithm. Then, these features
are used to train a various model such as linear discriminant analysis, k-nearest algo-
rithm, logistic regression, support vector machine and neural network. From this, a
linear discriminant analysis obtained a highest accuracy of 77.7%.

El Gazzar et al. [4] proposed the bootstrapping version of graph convolutional
neural network for the classification of autism spectrum disorder. This method
reduces the sensitivity by using the ensemble of weekly trained G-CNN for the given
graph construction. First, the bootstrapping method is used to graph an ensemble
which establishes the connection in a large population graphs among the subjects.
Then, G-CNN gives the computing framework to acquire interferences in the graph
by utilizing the subject-specific image features in the form of function which is
defined at the nodes of population. For classification, the model is focussed on the
time series obtained from the rs-fMRI. The model outperforms the linear support
vector machine and G-CNN method.

Mellema et al. [5] proposed the diagnosis of autism spectrum disorder using
personal characteristics data from the ABIDE data set and optimised machine
learningmodels. In the personal characteristics data, the predictive power is analysed
using six characteristics such as age, three individualmeasures of intelligent quotient,
sex and handedness. The data set is used to train nine different models. For training
and testing the models, k-fold cross validation scheme is used. From the analysis,
neural network model outperforms the other models with a mean AUC (standard
deviation) of 0.646 (0.005) followed by k-nearest neighbour of 0.641 (0.004).

Sherkatghanad et al. [6] proposed the simple 1D convolutional neural network for
the classification of autism spectrum disorder using the ABIDE data set. The rs-fMRI
images from the data set are converted into the time series for progressing using 1D
CNN. The full-time courses are maintained as a source of features and then sum it
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up as an ensemble of voxels. The voxels are then grouped by several anatomical and
functionally derived atlases such as automated anatomical labelling, Schaefer-100,
Schaefer-400 and Harvard–Oxford probabilities. The matrices are used as an input to
the 1D CNN with each channel corresponds to the different region of interest. Then,
the binary classification is performed between the control and autism patients, and the
error obtained is back propagated. From the various atlases used, theHarvard–Oxford
probabilities outperform with an accuracy of 65.1% followed by Schaefer-400 of
64.3%.

Huang et al. [7] proposed the classification of autism spectrum disorder using
multiple deep learning algorithms using the structural and functional MRI images
from the IMPAC data set. The performance of various classifiers is compared to
obtain the best results. From 3 categories, a total of 12 classifiers are compared such
as 6 non-linear shallowmachine learningmodels, 3 linear shallowmodels and 3 deep
learning models. These models are optimised by performing random search on the
model’s hyperparameter space. From the analysis, the linear model performed better
than other methods. The dense feedforward network obtains highest AUC of 0.80.

Ke et al. [8] proposed the classification of autism spectrum disorder using convo-
lutional neural network. The CNN model is applied to the resting state fMRI from
the ABIDE I data set. The data used is extracted from the functional connectomes
project using the analysis of connectomes pipeline. Then 871 quality MRI images is
obtained by performing the pre-processing such as slice timing correction, normal-
ization of voxel intensity and correction for motion with the phenotypic information.
To delete fluctuations, nuisance regression method is used. By using the ABIDE and
CC400 functional parcellation atlas of brain, the accuracy of 70.22% is obtained.

3 Methodology

3.1 Data Set Description

The experimental data set used in this paper is Autism Brain Imaging Data Exchange
(ABIDE) publically available at the LONI website. The data has been collected at
various levels such as functional and structural brain imaging data from various
laboratories all around theworldwhich help us advance our knowledge on the subject
of neural bases of autism. This data set comprises of 1112 samples of which 539
individuals with autism spectrum disorder and 573 are typical controls.

In this study, a total of 233 images is usedwhich comprises of 104 individuals with
autism spectrum disorder and 129 typical controls. The image modality is magnetic
resonance imaging (MRI). The image format is NIFTI. Each image comprises of
three planes such as sagittal, coronal and axial. The research groups are autism and
control patients. In radiology to obtain the pictures of anatomy and the physiological
processes of our body, the clinical imaging technique called magnetic resonance
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Fig. 1 MRI image

imaging (MRI) is used. The organs of the body are captured by using the strong
magnetic field, radio waves and magnetic field gradients to create an image.

3.2 Image Description

The image comprises of three planes such as sagittal, coronal and axial. The image
format is NIfTI, i.e. .nii file format. NIfTI is a type of file format for neuroimaging.
It is an open file format which compress a huge matrix of elements and hence more
suitable to storeMRI images. To read the NIfTI file format image, the nibabel library
is imported. Each image is comprises of different size. The total image size is 6 GB.

Figure 1 shows the MRI image with the shape of 176 × 256 × 256. The 0th
dimension of the image represents the sagittal view of the brain, 1st dimension of the
image represents the coronal view of the brain, and the 2nd dimension of the image
represents the axial or transverse view of the brain. As the images are of different
size, it is difficult to process the image in convolutional neural network. Therefore,
all the images are resized to the common size and then given to the convolutional
neural network. Therefore, all images are resized to the shape of 160 × 160 × 160.

3.3 Training and Testing Images

A total of 233 images were considered. In each image, the three respective channels
were considered by splitting the images based on their planes such as sagittal, coronal
and axial.Hence, a total of 699 images are obtained. The processing is done separately
for all the planes individually and also finally done by using all the 699 images. Then,
the total images were split into training and testing set of 559 images and 140 images,
respectively. The training images were divided into batches of size 3. The network
were randomly initialized and fine-tuned with AdaDelta optimization algorithm.
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Fig. 2 Block diagram

The cross entropy loss were considered as a loss function and minimized using the
optimization algorithm. The network was trained for 50 epochs.

3.4 Block Diagram

Figure 2 shows the block diagram that illustrates all the process involved. Initially,
the input MRI image is split into sagittal, coronal and axial plane. Each plane is used
as a separate data set for training and testing the model. Also, the model is tested and
trained by the combination of all the planes. After forming the four different data
set, it is passed into the 2D convolutional neural network for training and the testing
process. The model predicts the image as either autism or control patients.

3.5 2D-CNN Classification

Figure 3 shows the CNN architecture used in the study for binary classification
problem. The CNN contains three core layers such as convolutional layer, pooling
layer andfinally fully connected layer. The input image is passed as an input to thefirst
convolutional layer with k filters and followed by a max pooling layer. The ConvNet
architecture contains two such layers so as to keep less number of parameters in the
network.

The network used a ReLU activation function in all the layers to avoid vanishing
gradient problem, and all the parameters in the network were initialized with Xavier
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Fig. 3 CNN architecture

initialization technique. The final layer contains two neurons for each classes and
uses softmax function to give the probability score. Cross entropy loss was used to
optimize the network with AdaDelta optimizer.

4 Results and Discussion

The performance is evaluated for all the samples in the data set with four different
strategies as mentioned above. The results are discussed in this section. In this, all
the planes such as sagittal, coronal and axial planes are combined and given as a
batch input to the network.

Figure 4 shows that the validation loss is almost similar as the training loss. It
represents good fitting which means that the model is performed well on both the
training data set and the validation data set.

Figure 5 shows that the training accuracy is similar as the validation accuracy. The
model shows good accuracy in both the validation set and the training set. Therefore,

Fig. 4 Training and
validation loss for the
combination of all the planes
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Fig. 5 Training and
validation accuracy for the
combination of all the planes

we can say that network avoids overfitting and underfitting problem and therefore
generalizes well for the unknown samples. The overall performance of the network
for all four planes is compared in Table 1 shown.

While the training and the validation is similar in the combination of all the planes
followed by coronal plane, the difference is much higher in sagittal and axial plane.

Table 2 shows that the training accuracy is higher in combination of all planes
followed by coronal, sagittal and axial plane. Also, the loss is higher in combination
of all the planes.

Table 1 Overall training loss and training accuracy

Planes Loss Accuracy (%) Validation loss Validation accuracy (%)

Sagittal plane 0.5433 74.19 0.839 45.16

Coronal plane 0.9641 69.35 1.2925 58.06

Axial plane 0.8714 65.32 0.7378 50.00

Combination of all the
planes

1.7217 62.61 1.5432 57.30

Sagittal plane 0.5433 74.19 0.839 45.16

Table 2 Overall testing loss
and testing accuracy

Planes Testing loss Testing accuracy (%)

Sagittal plane 0.7407 55.31

Coronal plane 0.9640 61.70

Axial plane 0.7683 53.19

Combination of all the
planes

1.3463 67.85
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5 Conclusion

The proposedmethod helps significantly to classify theASDpatients from the control
patients compared to existing approaches. The approach trained the CNN model
using AdaDelta optimization algorithm and cross entropy loss and cast the problem
as binary classification. From our study, we conclude that the training accuracy is
higher in sagittal plane which is of 74.19%, but the validation accuracy is lower
than the training accuracy. In case of combination of all planes and coronal plane,
both the validation accuracy and training accuracy is similar, around 67%. Hence, we
conclude that themodel performswell on combination of all planes and coronal plane.
In future, we like to classify the different levels in autism spectrum disorder such as
mild, moderate and severe patients casting the problem as multi-class classification
setting and changing the architecture accordingly.
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Code Smell Detection Using
Classification Approaches

Seema Dewangan and Rajwant Singh Rao

Abstract Code smells combine software features that indicate a code or design-
related problem that can increase the difficulty of the software and make it compli-
cated to recognize, develop, and maintain the software. Code smell detection helps
us to make code accurate and effective. In this study, five classification models are
applied. To complete this study, four datasets of code smell are used. To pick the
finest feature in the existing dataset, a feature selection method (FST) is used. The
ten-iteration cross-validation method is applied to calculate the execution of the
model predicted. In this document, the random forest model for the Feature-envy
dataset achieves an accuracy of 0.9912%.

Keywords Classification methods · Feature selection technique (FST) · Code
smell detection

1 Introduction

The software complexity is continuously mounting because of the complex require-
ments, an increase in the quantity, module size, and code smells belonging to the
advanced software, etc. Harsh conditions are challenging to examine and recognize,
and therefore, as a result the improvement turns out to be problematic. The compli-
cated necessities are not in the hands of the designer, but the smell of the code
can be recognized and the software can be made modest, more comprehensible,
and uncomplicated [1]. During the software making procedure, the operational and
non-operational quality required for developers must be followed to secure soft-
ware quality [2]. Developers concentrate only on practical demands and ignore non-
functional needs, such as comprehensibility, verifiability, evolution, maintainability,
and reusability [3]. The complexity of the software program is growing constantly
due to thewide range ofmodule sizes, method sizes, and branching complexity, reno-
vation costs are increasing due to extra code smells, and the quality of the software
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program is deteriorating due to the growing number of lines of code. Fowler et al.
[4] described the refectory method from which the slackly executed program could
be changed in an exemplary execution; 22 definitions of code smells were given by
them.

Many approaches for code smell detection have been used in the literature to
identify smells of different codes.

Every method will produce a distinct outcome according to their different cate-
gories. Seven types of code smell detection techniques are categorized by Kessentini
et al. [5]. These seven techniques are cooperative-based technique [6], visualization-
based technique [7], search-based method [8], probabilistic technique [9], symptom-
based technique, metrics-based technique, and manual technique [10]. Inspection
approaches [11], manufacturing process, and process identification methods [12]
were used by manual technique to advance the superiority of software. To detect
code smells using a symptom-based technique, the specification algorithm was used
[13].

Multiple studies have analyzed the code smell’s influence at the software and also
displayed unwanted impacts of software’s features with code smell detection [14,
15]. They also analyze the code smell effects that increase the risk of software system
failures and faults. They found that the challenge full of code smell impacted the soft-
ware improvement procedure and suggested software’s refactoring for elimination
of it.

Deligiannis et al. [16], Olbrich et al. [17, 18], and Khomh et al. [19] observed
the effect of code smells on software development by observing the changes in the
occurrence and size in the software system. They also observe that classes affected
by code smells have a more significant rate of change and require supplementary
maintenance work. The relevance of bad smells and the possibility of class error in an
OOS system were investigated by Li and Shatnawi [20]. Infected software elements
that use code smells have more class mistakes than other elements, according to
the experiment. The negative effect of God-class on energy intake was examined by
Perez-Castillo and Piattini [21], who found that eliminating God-class odors reduces
the cyclomatic complexity of the source code in the software system.

The main contributions of this research work are divided into two parts: In the
first part, five classification techniques are applied to detect the code smell from
the dataset and feature selection technique is also applied to select the best features
from each dataset. The second part shows the performance measures obtained using
classification and evaluation techniques with the tenfold cross-validation technique.

In this research work, the classification techniques for code smell detection are
proposed. The four datasets of code smell datasets are considered. The class-level
smell contains the God-class and the Data-class datasets, whereas method-level
smell contains Feature-envy and Long-method datasets. Five classification methods
(random forest, SVM, naive Bayes, KNN, and logistic regression) are applied to
classify the dataset.

This paper is partitioned in five section: Sect. 2 describes the literature review,
and this section shortly reviews the work done in past by various authors for code
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smell discovery by classification techniques. Section 3 describes proposed method-
ology. Section 4 describes the investigational consequences, and Sect. 5 explains the
conclusion of our work.

2 Related Work

Many researchers have presented papers using ML algorithms to detect the code
smells. In this paper, the existing methods of supervised learning techniques are
used to detect code smells. In this paper, the existing methods of supervised learning
techniques are used to detect code smells to comparing and experimenting with ML
algorithms to detect code smells. They tested sixteen ML techniques on four code
smell datasets as well seventy four Java platforms on the training dataset that were
manually evaluated. Boosting approaches are also used on four datasets of code
smells.

Mhawish and Gupta [22–24] proposed software metrics, tree-based and decision
tree-based ML algorithms, and software metrics for differentiating and recognizing
similar structural design patterns. To choose the most significant characteristics from
each dataset, they utilized two feature selection strategies in light ofGA-CFS (genetic
algorithm).

They also employed a parameter refinement using a grid search method approach
to improve the accurateness of all machine learning methods. Guggulothu and Moiz
[25, 26] suggested a multi-label classification strategy for code smell detection. To
see if the specified code components are affected in several ways, they employed
a categorization system with many labels. For excellent accuracy, they made use
of an unsupervised classification algorithm. Dewangan et al. [27] applied six ML
algorithms, and two feature selection techniques such as chi-square and method for
selecting features based on a wrapper were applied to pick the greatest features
from each dataset; then, moreover grid search procedure was used to increase the
performance of model, and they obtained 100% highest accuracy using the logistic
regression technique for the Long-method dataset. Kreimer [28] proposed a detection
approach to detect Long-methods and prominent class code smell based on a decision
tree approach. The approach is evaluated on two small software: theWEKA software
package and the IYC system. It was found that the prediction model and this model
help detect code smells. The usefulness of decision trees for identifying code odors
was proposed by Amorim et al. [29]. By putting Kreimer’s decision tree model to
the test, they were able to corroborate his findings. Class change proneness can be
predicted based on code smell using Pritam et al.’s [30] machine learning methods.
They agree that code smells have an influence on the predisposition of a given session
in a produce context to change. They used six ML techniques to estimate variation
proneness based on code smells from 8200 Javamodules across 14 software systems.

Draz et al. [31] proposed employing the classifier based on the whale optimization
method to enhance code smell prediction using a search-based method. They tested
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Table 1 Summary of related work

Author name Model Datasets FST Results

Fontana et al.
[33]

16 machine
learning
algorithm

Code smell
datasets

Non 99.10% in B-J48 pruned
on Long-method

Guggulothu
and Moiz [25]

B-random
forest,
random
forest, J48
unpruned
etc.

Feature-envy and
Long-method
with multi-label
classification

Non 95.9% in random forest
on Long-method, 99.1%
in B-J48 pruned on
Feature-envy

Mhawish and
Gupta [23]

Decision
tree
algorithm

Code smell
dataset

Genetic
algorithm-based
two FST

Data-class—98.05%,
God-class—97.56, and
Long-method—98.38%

Mhawish and
Gupta [22]

Six
machine
learning
algorithm

Code smell
dataset

Genetic
algorithm-based
two FST

99.70% in Data-class
using random forest
model

the nine different kinds of code smells on five different open systems applications.
They had an accuracy of 94.24% and a recall of 93.4% on average.

For metric-based code smell detection, Pecorelli et al. [32] provided an interesting
finding comparing the performance of machine learning-based and heuristic-based
strategies. They considered five types of code smells (God-class, Spaghetti Code,
Class Data Should Be Private, Complex Class, and Long-method) and comparedML
techniques with DECOR, a state-of-the-art heuristic-based approach. Researchers
discovered that the DECOR consistently outperformed the ML baseline. In Table 1,
a summary table of some essential related work is shown.

3 Proposed Methodology

In this paper, a code smell detection framework is constructed using classification
models. Code smell matrices play an essential part in determining the operational as
well as non-operational abilities and recognizing the software’s properties. Metrics
manage the static information of the software, such as classes, methods, and param-
eters that measure coupling and cohesion between objects in the system. Figure 1
depicts the steps which are followed to build the code smell detection framework.
First, four datasets of code smell are created. The pretreatment (regularization)
processes are then done to the dataset to cover all of the dataset’s ranges. The best
features from each dataset are then selected using the wrapper-based FST. Then train
the model with classification algorithms applied to the dataset and determine their
performance. The methodology of tenfold cross-validation is then applied to assess
the result of each experiment during the preparation development. For performance
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Fig. 1 Proposed work

10-Fold Cross-validation

Final Evaluation

Code Smell Dataset

Normalization/ Preprocessing

Classification Algorithm 

Feature selection technique

measurement, tenfold cross-validation is used, which divides the dataset into ten
sections and repeats them ten times. Then evaluate the final results.

God-class, Data-class, Feature-envy, and Long-method are four code smell
datasets which [33] were taken to make the code smell detection framework in this
study. In the following section, the data preparation methodology is shown briefly.

Because various datasets have distinct attributes, we cannot always use straight-
forward classification techniques on them. As a result, normalization is required to
span the dataset’s various ranges. ML models may sometimes evaluate quickly on
a normalized dataset, which might have a big impact when the model is sensitive
to size. Prior to the implementation of the support vector machine algorithm, for
example, it is necessary to avoid normalization in order to dominate higher number
ranges on small number varieties, where the variety of possible elevated values causes
mathematical problems [34]. This article uses the minimum–maximum normaliza-
tion technique to convert dataset values between 0 and 1. This strategy is utilized in
the data preparation step, which prepares the data for subsequent processing using
one of the machine learning algorithms such as SVM, NN, and others [35]. The
following equation executes an x mapping change from feature A from the range
[min A, max A] to [new min A, new max A].

x ′ = (x − min A)/(max A − min A)

All datasets were subjected to the min–max normalization approach, and the
resulting new data was used as input into all classification systems.

To choose the best features (matrices) from each dataset, this experiment uses a
wrapper-based FST. FST is applied to choose a set of characteristics in the dataset that
are mainly appropriate to the goal value [36]. In this experiment, we have selected
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the ten best features from each dataset, and then, classification algorithms are applied
to each dataset.

This paper applies five classification algorithms (random forest, SVM, naive
Bayes, KNN, and logistic regression) to perceive code smells from the code smell
dataset. Classification algorithms classify the data into the specifiednumber of classes
in our dataset.

In this study, the validation technique is used to assess the performance of each
experiment. For this, a tenfold cross-validation training approach was applied. Clas-
sification models that partition the dataset into tenfold with ten times of iteration are
calculated using tenfold cross-validation. Different parts of the dataset are considered
test datasets at each iteration, and other convolutions of the dataset are considered
training modes. Then, finally the trained models are tested with unseen test dataset
(10% split from the dataset before training). Stealth test dataset is used to clarify the
model’s forecasts and escape making broad generalizations.

Four performance constraints, precision, recall, F1-score, and accuracy, were
examined to measure the efficiency of our classification approach. To calculate them,
TP, TN, FP, and FN are found through the confusion matrix. True positive (TP)
displays the occurrences in the positive class that properly forecast the model. False
positive (FP) refers to occasions in which the model is predicted inaccurately in the
positive class. True negative (TN) displays the instances in the negative class that
properly forecast the model. Furthermore, false negative (FN) displays situations
where the negative class is wrongly predicted.

4 Experimental Results

To the experiment work, four code smell datasets are used. The five classification
algorithms are applied to identify the code smells from each dataset. The four perfor-
mance measurements, precision (P), recall (R), F1-score (F1), and accuracy (A), are
considered for eachdataset. The experimental results for each classification technique
are shown in Table 2. In this research, the F1-score was 0.98%, and accuracy was
0.98% for the Data-class, the F1-score was 0.98%, and the accuracy was 0.97% for
the God-class, the F1-score was 0.98%, and an accuracy of 0.9912% for the Feature-
envy, and an F1-score of 1.00% and an accuracy of 0.9952% for the Long-method
using the random forest algorithm attained themaximum accuracy, whereas the naive
Bayes (0.91% accuracy for Feature-envy) attained the gives the worst performance.

4.1 Evaluation of Our Techniques to Other Related Works

Table 3 represents a brief long evaluation of our techniques with other related
works. In this evaluation, it is observed that in the Feature-envy dataset our approach
achieved 99.12% accuracy, while in the Data-class and God-class datasets, Mhawish
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Table 3 Comparison of our approach with other related work

Year Author name Datasets

Data-class God-class Feature-envy Long-method

Accuracy (%) Accuracy (%) Accuracy (%) Accuracy (%)

2016 Fontana et al. [33] 99.02 97.55 96.94 99.43

2020 Mhawish and Gupta
[22]

99.70 98.48 97.97 95.97

2020 Guggulothu and Moiz
[25]

N/A N/A 99.10 95.90

2021 Dewangan et al. [27] 99.74 98.21 98.60 100.00

2021 Our approach 98.00 97.00 99.12 99.52

Bold value represent that our approach obtained the highest accuracy (99.12%) for feature-envy
dataset in comparation to other authors

and Gupta [22] achieved 99.70 and 98.48% highest accuracy. For the Long-method
data set, Dewangan et al. [27] achieved the highest accuracy of 100%.

5 Conclusion and Next Steps

The classification strategy is provided in this research to identify the code smells from
software and to find the metrics that play an important part in the detection process
using classification algorithms. To determine the key metrics that may be utilized to
increase accuracy, thewrapper-based feature selection approach is used. The findings
are then evaluated using a tenfold cross-validation procedure. In this researchwork, it
has been noted that the random forest procedure achieved the maximum accuracy of
0.98% for Data-class, 0.97% for God-class, 0.9912% for Feature-envy, and 0.9952%
for Long-method dataset. In the future work, other machine learning techniques and
other metrics selection techniques can be applied to increase the outcomes.
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An Approach Toward Design
and Implementation of Distributed
Framework for Astronomical Big Data
Processing

R. Monisha, Snigdha Sen, Rajat U. Davangeri, K. S. Sri Lakshmi,
and Sourav Dey

Abstract Due to advancement of modern technology, data generation is becoming
huge in all sectors in recent times. Theobservational astronomyhas embracedmodern
tools, thereby generating large data. Analyzing and extracting useful pattern from
those data is the need of the hour. In this paper, we have tried to implement several
machine learning algorithms using Apache Spark to process this massive amount
of data. The case study from cosmology we considered here is photometric redshift
estimation which is a dominant research area in astronomy. Due to high end tele-
scopic camera, lot of astronomical data is being generated which need to be analyzed
efficiently and quickly. In this work, we have implemented Artificial Neural network
(ANN), Random Forest, Linear Regression, and Decision Tree algorithm on Apache
Spark to predict redshift of galaxies and quasars. The focus area of our study is to
explore and compare execution time of those four machine learning algorithms and
provide a detailed study of their performance in distributed environment as well as
standalone system. The dataset used here are collected from Sloan digital Sky survey
(SDSS) which is a wide range in depth sky survey. Our work shows that Random
Forest outperforms other algorithms in terms of predictive performance in both the
environments. Although we experimented on subset of data, scalability issue also
can be treated using big data framework.

Keywords Astronomical big data · Distributed environment · Spark ·Machine
learning

1 Introduction

Machine learning (ML) is a branch of Artificial Intelligence (AI) and computer
science which focuses on the use of data and algorithms. These algorithms and
modules subsequently drive decision-making within applications and businesses,
ideally impacting key growth metrics. In addition to rapid data surge in astronomy,
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the nature of data is high dimensional andmore complex. Traditional data processing
approaches are no more efficient enough to carry out this task. Therefore, a huge
demand to understand and analyze these data precisely and accurately arises that
subsequently lead to unknown discoveries.

Big data concepts and machine learning together have proven to be the efficient
tool in this regard. The main aim of our project is to explore the efficacy of multiple
ML algorithm in distributed environment. Our project is based on the distributed
system which makes ML tasks of big data scalable, flexible, and efficient. The most
interesting aspect of the distributed system is distribution of workload in multiple
nodes. It emphasizes on moving the computation to the data rather than moving
the data to the computation. The distributed big data processing framework Apache
Spark utilizes parallel computing concepts to distribute data into multiple worker
nodes and facilitates quicker processing.

Astronomical datasets are typically very large. The Sloan Digital Sky Survey
(SDSS) is a large collection of astronomical data which comprises the most detailed
three-dimensional maps of the Universe, and a major multi-spectral imaging and
spectroscopic redshift survey. Redshift is a crucial parameter through which we find
out the distance of extragalactic objects from earth. Hence, prediction of redshift is an
essential task in the context of cosmology. The issues with processing astronomical
data are to classify accurately and efficiently observed celestial objects.

Analyzing the SDSS data, using themost efficient algorithms has been proved that
it would consumemore amount of time.Most of the astronomical operations are very
expensive to process of the vast feature of data, and thesemethodologies can be taken
care by using certain specified big data properties. There are a million of objects in
the photometric catalog which maintains physical properties of the galaxies. Apart
from that, the cross-validation of astronomical catalogs from a collection of well-
versed solution in terms of their information and statistical recognition of the objects
helps for the advancement of the computer technology in the Astro-physics field.

To resolve these difficulties, a general admitted solution is to use data partitioning
to parallelize query computation by distributing the data on different worker nodes.
The primary aspect of our paper is to propose an approach using Apache Spark that
can handle and process this huge amount of data precisely and efficiently.

Further organization of the paper is like below. Section 2 describes existing liter-
ature studies, and Sect. 3 presents description of the dataset. In Sect. 4, we illustrate
about our methodology and experimental setup. Results and discussion section have
been described inSect. 5. Finally,we concludewith prospective future enhancements.

2 Literature Survey

Despite many researchers have experimented with various models to classify and
analyze redshift dataset over the years, we cite few relevant approaches here. In
recent years, deep learning [1] has shown high improvements in classifying images
of galaxies. In the paper [2],Kasun has exposed the usage ofHadoop, andmap-reduce
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technique hypothesis generation and data-driven modeling are used to understand
behavior and interactions. They explored in detail the nature of Astronomical Data,
applications of big data in Astronomy, Large scale data analysis in Astronomy, and
Digital Sky surveys. The author believes that a large amount of data in Terabytes are
being produced by various ongoing sky surveys ranging from different wavelengths.

In the paper [3], authors have adapted different technologies that have driven
the progress in the astronomy. These technologies have come up with the develop-
ment of astrophotography from the survey perspective. The technologies that work
together with Big Data such as Hadoop, HDFS, Cassandra, Mango DB, NoSQL, and
MapReduce have intensions to achieve goal in extracting the patterns from existing
data.

To classify the entire SDSS-III photometric data into stars, quasars, and galaxies.
Acharya et al. [4] set up a cloud environment and apply different machine learning
classification algorithms to choose the best among them,which can classify the entire
data precisely abiding by the evaluation metrics, within a reasonable amount of time.
In [5], authors specifically explained the reason for the selection of the random forest
algorithm which ensembles the Decision Tree. According to the author, the dataset
must be broken down into smaller subsets, which is associated with a Decision Tree
which is incrementally developed. At the end, a tree with leaf node and decision node
is available. In the final prediction particularly for SDSS data, 90% of the objects
are non-quasars. So, any classifier which would classify entire data into non-quasar
would get an accuracy of 90% which seems impressive.

In another research work, astronomical data mining tool CANFAR + Skytree
[6] was proposed by Ball which is considered first cloud project on astronomy. Very
recently, a Spark-based frameworkwas proposed byHong et al. [7] for understanding
topological structure of gravitational lensing and clustering.

Furthermore, researchbyBrahemet al. [3] focusedon implementingAstroide soft-
warewhich provides an inmemory solution for query, optimization, and astronomical
big data processing. Image processing framework Kira was proposed by Zhang et al.
[8] to give more robust performance improvement over supercomputer. In memory
computation and real time data processing capabilities of facility Spark facilitates
faster and efficient data analysis. In recent times, Sen et al. [9] has implemented
neural network model using Apache Spark on AWS cloud platform for prediction of
redshift.

3 Dataset Description

The dataset used here is acquired from SDSS [10, 11] which contains photometric
and spectroscopic catalogs. Through these catalogs, we collected required dataset to
perform redshift estimation task. Our dataset contains approx. 25 lakhs records of
celestial objects. This dataset consists of 26 columns containing model magnitude,
fiber magnitude, Petrosian flux, band overlapping magnitude and many other prop-
erties of galaxy and quasars. First 25 features in the dataset are considered as input
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features and 26th column is the redshift which is a target variable, and we aim to
estimate that in our study. Greater the redshift [12] value, greater is the distance from
earth. This redshift value is measured by shooting a light from earth to other galaxies,
when the light travel from earth to galaxies the amount of light shifted toward red
spectrum is called the redshift.

4 Methodology and Experimental Setup

The entire experiment has been conducted in Google Collaboratory [13] using
PySpark. Data analysis, model development, and data visualization have been
done using multiple python module such as scikit learn, pandas, NumPy, seaborn,
Matplotlib, etc. PySpark [14] is a python-based API which is useful to work in Spark
environment using python. Furthermore, Spark [15] is a real time big data processing
frameworkwhich offers inmemory processing. It is considered to bemuch faster than
Hadoop MapReduce. Matplotlib and seaborn was used for data visualization. After
building the model, we run it on Spark to leverage its distributed analytic engine. The
usage of machine learning algorithms over the Spark framework to predict redshift
is an important aspect of our work.

As there is no library for neural network in Spark,we usedElephas [16]which is an
extension to keras that can deal massive data in Spark. Among two different approach
of data parallel and model parallelism, we consider data parallel strategy here, where
entire dataset will be distributed intomultiple nodes. This kind of distributionmethod
has massive impact in reducing execution time. We create an estimator like some of
the PySpark pipeline and set the optimizer settings and then pass that to our Elephas
estimator. Figure 1 shows the working of Elephas library, and Fig. 2 discusses the
overall flow of our proposed approach.We have used Adam optimizer for optimizing
our ANN model.

Fig. 1 The working of
Elephas
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Fig. 2 Proposed workflows
of our system

4.1 Processing of Data

Data preprocessing is an essential task for qualitative predictive power of a model.
Our dataset contains all numeric values in all the attributes.We have preprocessed the
data by eliminating the negative infinite values (in our case −9999) and null values.
Number of missing values identified was less, therefore, removal of those value did
not cause any significant difference. The dataset is further preprocessed by removing
unwanted columns using correlation values of every column with the target column
through a heat map. After feature reduction, we are left with 22 features and 1 target
column. Figure 3 shows the heat map representation of all 26 variables in the dataset.

Themain purpose of generating a heat map here is to show all the feature variables
as row headers and column headers which is an extremely powerful way to visualize
relationships between variables in high dimensional space. The values close to 1 are
more correlated with target variable.
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Fig. 3 The plot for heat map of correlation values

4.2 Preparation for Data Modeling

Once we have identified the features and target value in our dataset, we divided our
dataset as 80% for training and 20% for testing. Feature scaling has been applied on
training dataset before fitting it to themodel. In our experiment,we converted all input
features in [0, 1] range. After this step,MLmodels likeANN and other such as Linear
Regression, Decision Tress, and Random Forest are directly trained using training
dataset. Training time of model execution and Error metrics likeMean Squared Error
(MSE), Root Mean Squared Error (RMSE), Mean Absolute Error (MAE), and R2

score is noted down for comparing the performance of these algorithms. In Table 1,
we present the performance measurement of these four algorithms. The training and
testing are done in two different environments (Sklearn and PySpark).

5 Results and Discussion

Comparative analysis of ML algorithm: We have used the most significant super-
vised algorithms like Linear regression, Decision Tree, Random Forest, and ANN.
The plot of actual redshift versus predicted redshift of all the algorithms in two
different environments is shown in Figs. 4 and 5.

From Table 1, it is visible that performance of Random Forest algorithm in Spark
as well as Sklearn is much better than other all algorithms. In Table 2, we discuss
about training time in both environments.

From Table 2, it is evident that most of the algorithm executed in PySpark in less
time than Sklearn environment as it provides the feature of distributed computing.

Data analysis and visualization:Here inFig. 6,wehave shownabar plot representing
the time difference between the distributed environment and single machine. From
bar chart and Table 2, we can see that time of execution in Sklearn is lot more that
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Fig. 4 Plot graph for predicted versus actual redshift in Sklearn

Fig. 5 Plot graph for predicted versus actual redshift using PySpark
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Table 1 Comparative study of RMSE, R2, MAE, MSE error of all 4 algorithms

Sklearn Spark Sklearn Spark

Decision Tree ANN

RMSE 0.54 0.455 RMSE 0.4 1.13

R2 0.65 0.60 R2 0.68 −0.21

MAE 0.19 0.212 MAE 0.167 1.6

MSE 0.183 0.24 MSE 0.165 0.43

Linear regression (LR) Random forest

RMSE 0.495 0.494 RMSE 0.395 0.45

R2 0.53 0.541 R2 0.70 0.61

MAE 0.295 0.295 MAE 0.14 0.208

MSE 0.245 0.247 MSE 0.156 0.21

Table 2 Comparison of
training time in Sklearn and
PySpark

Algorithm Execution time in
Sklearn in min

Execution time in
PySpark in min

Linear regression 0.046 0.0058

Random forest 21.2 6.48

Decision Tree 1.5 0.048

ANN 68.82 0.11

Fig. 6 Visualization of
training time of all
algorithms using Matplotlib

of PySpark [7]. Time of execution for all algorithms is a lot less in PySpark, which a
big advantage when we try to execute any neural network algorithm like ANN using
massive amount of data.

6 Conclusion

In this paper, we showed the efficacy of distributed environment to process large
amount of data. Using Decision Tree and ANN, one can analyze a data set of millions
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of galaxies in just a few hundred seconds using PySpark. Spark being a distributed
framework, it is seen that the execution time is faster though it evaluates using a
lazy approach compared to Sklearn. Apache Spark and Elephas library collectively
are proven to be a powerful tool in distributed machine learning approach while
giving improvement in performance. The accuracy and time efficiency are the main
aspect of this project, and it can be concluded that using a distributed environment
the execution time is very less compared to that of a standalone environment, and
Random Forest is the most efficient among all four algorithms for this task. As future
studies, we plan to work with other sky survey dataset and explore the efficiency of
our model.
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On Embedding Properties of Double-Star
Interconnection Network Topology

Nirmal Keshari Swain, Chinmaya Ranjan Padhan, and Nibedita Adhikari

Abstract The double-star (DS) interconnection network is a derived network. It is
a hybrid network with the n-star as its basic building block. It is having both degree
and diameter n where n is the network dimension similar to the hypercube structure.
In comparison to other derived networks, the double-star network retains all the
topological properties of the base or parent network. For the study of the robustness
of this network, the embedding of ring and mesh networks into the double star is
studied. Also, the Hamiltonian properties are satisfied by the proposed DS network.

Keywords Embedding · Star · Ring · Mesh

1 Introduction

Parallel processing algorithms and architectures have been studied for decades as a
way of improving computer system performance [1]. Parallel computing is a type
of computational system in which both calculations and message passing among
processes are carried out simultaneously. Now, massive parallel computing is done
at the background of every scenario including big data.Here, a problemof large size is
divided into multiple smaller and similar parts that can be processed simultaneously
by multiple processors. Thus, parallel computing enhances the processing speed of
a system. For this type of processing, multiple instructions, multiple data (MIMD)
computers are the most popular concept [2, 3]. And to implement MIMD, inter-
connection networks are needed. In a parallel interconnection network, a machine
can send information from the source node to the destination node which should be
completed with as minimum possible latency. As compared to other machine, PIN is
less expensive. In literature, there are several types of PIN existing, and hypercube
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and star graphs are the most popular [3–5]. In due course of time, the basic networks
are modified to improve their topological parameters. The derived networks either
show better node capacity or faster message passing [6–10]. Both these properties
make the PINs a basic or mandatory need for a big data system. Now a days, big
data is a very popular buzzword and attracting huge attention. This current work is
inspired from Double Star (DS) network [9].

A double-star network consists of two-star graphs combined into one, each one
of n! nodes. In a DS, all nodes are of the same degree n. Due to this property, more
nodes can be accommodated into the network at a low-node degree. The embedding
properties of the interconnection networks play an avital role as it emphasizes the
message passing. The broadcasting process involves finding a spanning broadcasting
tree inside the network. The height of this tree tells about the time consumed in
message passing from one node to rest. The height of this spanning tree is equal to
the diameter of the network. Similarly, the embedding of other networks like ring
and meshes also reveal the robustness of the host network. With this embedding,
we are attempting to make this parallel interconnection network a faster and reliable
message passing system for big data processing.

The rest part of the paper is organized as follows. Section 2 describes the back-
ground of the current work. Section 3 describes the Hamiltonian properties in the
DS network. Section 4 describes the embedding properties of a double star. Finally,
Sect. 5 concludes the paper.

2 Background

The n-dimensional star is called n-star (Sn) is shown in Fig. 1. It is a node-symmetric
graph consisting of n! nodes and an edge-symmetric graph having n!(n−1)

2 number
of edges. The nodes are represented by permutations of n symbols. Each vertex in a
n-star has (n − 1) incident edges. It is very much hierarchical. For the same number
of nodes, it has a lower node degree and diameter in comparison to the hypercube.
Thus, it appeared as an attractive alternative to the n-cube. However, it is not a regular
graph like the n-cube. Also, expansion from Sn to Sn+1 is not easy as several nodes

Fig. 1 Star graph S3
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Fig. 2 Double-star graph,
DS3
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are added. There are various derivatives of star graph already proposed, namely
star varietal cube [6], meta-star [7], and star-crossed cube [8] to overcome the node
packing problem in the network.

Recently, the double star (DS) is proposed as a derived network. Double-star
graph is designed using the properties of star graph, and it retains the originality of
the parent structure. Here, edges of two-star nodes are connected. Figure 2 shows the
interconnect of nodes of aDS graph. The n-dimensional double-star network is called
as DSn. DS network holds all the topological properties of the star interconnection
network. As with the star network, in DS, ring and mesh property can be embedded
easily. In this paper, different topological parameters are discussed. All the properties
of the network are already proved in our previous paper [9]. Also, load balancing
properties are studied to establish the superiority of the DS [10].

Theorem 1 The number of nodes in the DSn graph is 2 × n!

Theorem 2 Total number of edges in the DSn graph is E = n × n!

Theorem 3 The degree of each node of the DSn is n.

Theorem 4 The diameter of the Double Star is [3(n − 1)] + 1.

Theorem 5 The cost of the DSn network is n × ([3(n − 1)] + 1).

The double-star graph is regular as the degree and diameter of the network are
the same as the hypercube structure [5]. The rings are of practical importance as
they resemble many real-world problems. Many computational problems in parallel
processing can be regarded as graph embedding problems and solved easily. For ring
embedding, Hamiltonicity is a sufficient and necessary condition. Hence, the next
section discusses the Hamiltonicity of the DS network.
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3 Hamiltonian Property of Proposed Network DS

A Hamiltonian cycle, a kind of closed graph that visits every node of the graph
exactly once. It was named after Sir William Rowan Hamilton [11, 12]. In this path,
a certain label is assigned to each node. The label of a node depends upon the position
in the Hamiltonian path. Label 1 is assigned to the first node where the last node is
assigned as P − 1. Here, P is the total number of nodes in the particular network.
It has many applications in network topology, time scheduling, and designing fault-
tolerant routing techniques. The Hamiltonian path constructed in the DS4 network
is shown in Fig. 3.

Theorem 6 Double star (DSn) contains a Hamiltonian cycle.

Proof A star graph contains multiple Hamiltonian cycles. Finding the Hamiltonian

cycle of a graph is an NP-complete problem. However, the existence of the Hamilto-
nian cycle in a graph had been proved previously [13, 14]. As per the conditions given
byMehedy et al. [15] in 2007, theremust be aHamiltonian cycle if the graph contains
at least n2

4 edges [10]. We know that the number of edges E of DSn is (n × n!). To
prove the existence of the Hamiltonian cycle in the DSn graph, total edges must be
more than n2

4 for n > 1.
Now, we can prove this equation by the mathematical induction method.
Let, f (n) = n × n!
For n = 2, f (n) is 4.
So, f (n) > n2

4 is true for n = 2.
Similarly, assume that f (n) is true for n = k.
So, k × k! > k2

4 .
Now, for n = (k + 1), we have to prove that

f (k + 1) = (k + 1) × (k + 1)! > (k + 1)2

4

Consider, f (k + 1) = (k + 1) × (k + 1)!

Fig. 3 Hamiltonian path in
DS3

0,123

1,123

1,132

1,312

1,321

0,312

1,231

0,213

0,231

0,132

1,213

0,321



On Embedding Properties of Double-Star Interconnection Network … 281

= (k + 1) × (k + 1) × k!

= (k2 + 2k + 1) × k!

= k(k × k!) + 2(k × k!) + k!

= k × f (k) + 2 × f (k) + k! = (k + 2) f (k) + k!

> (k + 2) × k2

4
+ k! > k2

4
+ k!

>
k2 + 4k!

4
>

k2 + 4k + 4(k + 1)

4

>
k2 + 2k + 1

4
= (k + 1)2

4

⇒ f (k + 1) >
(k + 1)2

4

So, the statement is true for n = k + 1

⇒ f (n) = n × n! > n2

4

Hence, the DS contains a Hamiltonian cycle. (Proved)

4 Embedding in DS

The embedding of different topological parameters is considered to be an impor-
tant property of any topology. The embedding of topologies like rings, meshes, and
binary trees into star graphs, CQs, and SCQ is already previously studied. Many
researchers have emphasized the importance of embedding into a host network.
Dilation, congestion, and expansion are the measures to guide the quality of embed-
ding. Two types of embedding are explored in the DS here. The following section
describes the embedding possibilities of rings and meshes into the DS network.

The embedding of a graph G(V, E) into another graph S(V, E) is a mapping of
the set of vertices V (G) into that of S that is V (S) ∪ E(G) = E(S). R denotes
the mapping. Thus, any vertex X of G is mapped through R(x) of S uniquely. The
congestion of any edge e of S is the number of paths (each path representing an edge
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of G mapped to S) of G, which contains e. The maximum of the congestions of all
of the edges of S is the congestion of the embedding. The dilation is the maximum
distance between the images of two adjacent nodes of guest graphG in the host graph
S. Last but not least, the expansion is the ratio of the cardinality of the set of vertices
of both the networks.

4.1 Ring Embedding in DS

DS is an interconnection of two multiple stars connected. So, like a star network, we
can derive ring properties in a DS. Generally, a ring refers to the traveling path where
starting and end nodes are identical irrespective of traveling the same node multiple
times. This Hamiltonian property can be derived in a DS. Here, all the nodes of the
DS network must be traveled for a single time and finally, the path ends by reaching
the node from which the path was started.

Lemma 1 Ring embedding is possible in DS(3), and the maximum size of the ring

is 12.

A ring can be embedded into the DS3 using the gray-code concept. A gray code
is a well-known sequence of binary bits where two consecutive codes differ by
only 1 bit G1 = (0, 1). G2 can be derived as (00, 01, 11, 10). For n > 2 Gn =(
0Gn − 1, 1Gr

n − 1
)
whereGr

n is the reverse string ofGn henceG3 = (
0G2, 1Gr

2

) =
(000, 001, 011, 010, 110, 111, 101, 100). A ring with 12 nodes R1 to R12 bearing the
node addresses of the DS graph is as follows, and the ring network can be shown as
Fig. 4.

Fig. 4 Ring embedding in
DS3
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R1 = (1.123) R2 = (1.132) R3 = (1.312) R4 = (1.321)

R5 = (1.231) R6 = (1.213) R7 = (0.213) R8 = (0.231)

R9 = (0.321) R10 = (0.312) R11 = (0.132) R12 = (0.123)

Here, to get a ring in a DS3 network, 12 edges are to be considered. So, the total
number of edges of the DS3 ring is E = 2 × n!
Lemma 2 Ring embedding is also possible in DS(4), and the maximum size of the

ring is 2 × n! = 48.

In the DS4 network, four DS3 networks are connected bearing the properties of a
star. To create a ring in DS4, all the nodes in the network will be traveled only once,
and the starting and ending node must be identical. After traveling one cluster, one
of the next connected clusters will be traveled as shown in Fig. 5.

DS4 network contains 2 × n! = 48 number of nodes and 96 edges as shown in
Fig. 5, and all are connected. So, the degree of each node in DS4 is 4.
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Fig. 5 Ring embedding in DS4
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To embed a ring in a DS4 network, 48 edges are needed which can be written
as 48 = (2 × n!). All the nodes in DS4 are connected using the star link and are
described below to form a ring.

Cluster 1

R1 = (1.1234) → R2 = (1.2134) → R3 = (1.3124) → R4 = (1.1324) →
R5 = (1.2314) → R6 = (1.3214) → R7 = (0.3214) → R8 = (0.1234) →
R9 = (0.2134) → R10 = (0.3124) → R11 = (0.1324) → R12 = (0.2314)

Cluster 2

R13 = (0.4312) → R14 = (0.3412) → R15 = (0.1432) → R16 = (0.4132) →
R17 = (0.3142) → R18 = (0.1342) → R19 = (1.1342) → R20 = (1.4312) →
R21 = (1.3412) → R22 = (1.1432) → R23 = (1.4132) → R24 = (1.3142)

Cluster 3

R25 = (1.2143) → R26 = (1.1243) → R27 = (1.4213) → R28 = (1.2413) →
R29 = (1.1423) → R30 = (1.4123) → R31 = (0.4123) → R32 = (0.2143) →
R33 = (0.1243) → R34 = (0.4213) → R35 = (0.2413) → R36 = (0.1423)

Cluster 4

R37 = (0.3421) → R38 = (0.4321) → R39 = (0.2341) → R40 = (0.3241) →
R41 = (0.4231) → R42 = (0.2431) → R43 = (1.2431) → R44 = (1.3421) →
R45 = (1.4321) → R46 = (1.2341) → R47 = (1.3241) → R48 = (1.4231)

Theorem 7 Ring embedding is possible in DSn, and the maximum size of the ring

is 2n!
Proof In the double-star network, the total number of nodes is 2n!While constructing

rings, it is always mandatory to touch all the nodes of the network. In Lemma 1, we
get a total number of edges in a ring of DS3 is (2 × 3!) = 12.

Similarly, according to Lemma 2, the total number of edges in the DS4 ring is
(2 × 4!) = 48. Hence, all the basic modules are connected in star fashion; hence, a
ring can always be constructed in the double star of any dimension. So, we can say
in a DSn, the size of the ring will be (2 × n!) number of edges.

Here, the congestion of the embedding is one. Dilation and expansion are also
one.
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4.2 Mesh Embedding in DS

Lemma 3 The maximum number of meshes possible in DS3 is 6.

In DS3, the connection between the inner ring and outer ring for n! number of
nodes is n! Hence, the maximum number of meshes in DS3 is n! which is 6. Meshes
in DS3 are shown in Fig. 6.

Lemma 4 The maximum number of meshes possible in DS4 is 36.

For DS4, there are four numbers of clusters consisting of DS3. So, the maximum
number of meshes in each cluster of DS4 will be (6 × 4) = 24. Then, all four clusters
are connected in star fashion as shown in Fig. 7. The first cluster makes two sets of
meshes with the remaining three clusters (mesh numbers 7, 29, 30, 31, 33, and 34).

Next, second cluster will make four numbers of meshes with the remaining two
clusters (mesh numbers 14, 32, 35, and 36). Then, lastly, the third cluster will make
two meshes using the cross-connections with the fourth cluster (mesh numbers 21
and 25).

So, these connections will embed a (2 × 3 + 2 × 2 + 2 × 1) = 12 number of
meshes. In total, there will be 24 + 12 = 36 meshes embedded in DS4.

Theorem 8 The total number of meshes in DSn is n! × (
n−1
2

)
.

Proof The DS network contains a DS3 as the basic module, and it contains six

numbers meshes. Then, the DSn contains n number of basic modules. To get a
generalized equation for the calculation of the total number of meshes in DSn, we
can compare the above two mesh embedding in a double-star network. According
to Lemmas 3 and 4, in DS3, we get six meshes, and in DS4, we get 36 meshes,

5 3

2

1

4

6

Fig. 6 Mesh embedding in DS3
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Fig. 7 Mesh embedding in DS4

respectively. As the clusters are connected in star fashion, the number of edges
connecting the clusters is given by 2[(n − 1) + (n − 2) + · · · + 3 + 2 + 1].

Hence, the number of meshes possible in DSn is 6n +
2[(n − 1) + (n − 2) + · · · + 3 + 2 + 1] = n! × n−1

2 .

5 Conclusion

In the current research, the proposed topology is a new interconnection network
that can be applicable for large-scale parallel systems. This DS network shows better
characteristics than previous networks, such as diameter, cost, regular in nature, node
degree, and traffic density, and also robustness. The value for degree and dimension of
the DS graph is just like the hypercube. It contains the star structure. Mesh network
can be easily embedded in the Double-star network is starting from dimension 3,
whereas it was not at all possible in the case of star graph. The ring network is also
proven to be embedded along with the Hamiltonian path. The dilation, congestion,
and expansion of the embedding are unity. Thus, DS network is proved to be robust
recursive and regular while retaining the original star topology.
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A Comparative Study on Performance
of Classification Algorithms for Breast
Cancer Data Set Using WEKA Tool

Madhusmita Das and Rasmita Dash

Abstract Data mining is an important and contemporary tool for research. It
comprises of different classification and prediction models. Data mining tools are
used to summarize and extract useful information from different data bases. Most of
the data base are consist of huge amount of unstructured data, and this unstructured
data cannot be helpful to take a decision; therefore, different data mining tools are
used to extract meaning full information from the datasets. Classification remains
one of the widely used modern data mining tool for medical datasets. In this research
work, various classification algorithms of data mining are implemented for breast
cancer data set using Waikato Environment for Knowledge Analysis (WEKA) tool.
The performance analysis of different classification algorithms can be further used
to choose the best algorithm for the breast cancer data set analysis.

Keywords Data mining ·WEKA tool · Breast cancer data set · Classification

1 Introduction

Databases are filled up with concealed information, and this concealed information
can be used for intelligent decision making. Classification and prediction are two
important tools for data analysis, and these tools can be used to design models.
These models can describe important data classes and also can predict future data
trends [1].

Now days, there are exponential increase in the implementation of different clas-
sification algorithms, so a single platform is required, where different algorithms can
be implemented and compared their performance. WEKA is a standalone plat form,
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where different data mining technique such as classification, clustering, prediction,
and many more can be implemented and their performance can be compared [1].

In this modern era of science, medical research is becoming an important subject,
and data mining tools play a vital role in this research area. Medical data mining
is an evergreen subject for the researcher, as medical data are pliantly available.
Useful pattern can be discovered, from the medical dataset and different prediction
can be made based on the data pattern. Among varies diseases, cancer is a chronic
disease like diabetes, which needs extended treatment. Among different varieties
of cancer, breast cancer is a life-threatening disease in females. In biomedicine,
researchers try to calculate various outcomes. For example, a researcher will try to
predict, if a growth found in a patient’s breast is malignant or benign. To make this
prediction, researchers use classification algorithms to compare test results and look
for similarities. The algorithm provides a predictivemodel which can help to estimate
whether or not the tumor is cancerous [2]. By looking at various statistics of themodel
such as model construction time, positively classified cases, kappa measure, True
Positive Percentage (TPP), False Positive Percentage (FPP), and Receiver Operating
Characteristic curve (ROC), researchers could determine whether the classifier made
accurate predictions or not. Currently, there is a high probability of predicting breast
cancer using data mining tools [2, 3]. In this research work, different classification
algorithms are implemented in the WEKA tool for breast cancer dataset analysis.

The rest of the paper is organized as follows: in Sect. 2, a brief introduction to
classifier is given. In Sect. 3, various methodology used and the data set used are
discussed. Result study is done in Sect. 4 and to finish in Sect. 5 conclusion and
future scope is set.

2 Classifier Used

In data mining, commonly used tools are the system, which construct classifier.
The classifier takes a set of input cases in its training phase, and each case is fit
to a definite class, describe by a fixed set of attributes. When a new case, with its
associated attribute is input to the classifier, it can accurately predict its class. The
performance of the classification algorithms varies. This variation is depended upon
the type of the attribute, the type and size of data set [4].

A standard classification model can be designed after the through study of various
previously available classification algorithm. The existing classification algorithms
need to apply on different datasets and the performance and behavior of these existing
algorithms should be consider for the design of a newalgorithm. In this researchwork,
total 64 classifier are used, on breast cancer data set using WEKA tool. These 64
classifiers are categorized to 6 different types of classifiers. They are as follows—
Decision tree classifiers, Lazy learner classifiers, Meta classifiers, Misc classifiers,
Rule classifiers, and Bayesian classifiers.
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3 Methodology

3.1 Tool Used

The software tool used for this research work is WEKA 3.6.1, which is provided by
the University ofWaikato [3–5]. WEKA is the abbreviation ofWaikato Environment
for KnowledgeAnalysis. This tool is employed because it includes a variety of classi-
fication algorithms.WEKA is able to preprocess a dataset and then apply the selected
classification algorithm using tenfold cross validation [6, 7]. During preprocessing,
attributes can be removed from the dataset. The results of each test are formatted in a
similar manner, which makes comparing the outcomes easier. The datasets accepted
by WEKA are in ARFF format (Attribute Relation File Format) [8–10]. To provide
and unbiased comparison, a significant variety of algorithms were used. This study
compared 64 different classification algorithms that are available in WEKA. These
algorithms were used because they can handle both numeric and nominal attributes.
They also use different methods for building a predictive model.

3.2 Dataset Used

The dataset used in this research work is provided by the University of Wisconsin
in the year 1992. The name of the data set is “UCI Breast Cancer Winconsin.” In
the used breast cancer dataset, total 699 instances are available. This dataset is be
made up of 10 features or attributes along with its class. Here, the attribute value is
of the type integer. Missing value is not present for any of the attribute in this data
set. This dataset can be used to predict if a breast tumor is benign or malignant [2].
The data for this dataset is collected from fine needle aspirate test. This test uses a
needle to collect cells from a suspicious lump. In this case, a suspicious lump is the
breast cancer tumor.10-fold cross validation test mode is used in this research work.

4 Result and Discussion

Applying 8 different classifier of the type Byes classifier to the dataset breast cancer,
the outputs are abridged in Table 1. As shown in Table 1, 8 different Bayesian
classifiers are considered. From these 8 classifiers, naïve Bayes, naïve Bayes simple,
and naïve Bayes updateable give the finest classification outcome. The ROC area of
the classifiers also gives the same result that, naïve Bayes, naïve Bayes simple, and
naïve Bayes updateable are best classifiers for breast cancer dataset.

Applying 5 different classifier of the type Lazy classifier to the dataset of breast
cancer, the outcomes are abridged in Table 2.
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Table 1 Comparison of various Bayesian classifiers over breast cancer data

Different
classification
models

Model
construction time
(measure in s)

Positively
classified cases
(measured in %)

Kappa measure TPP FPP ROC

AODE 0 96.9253 0.9326 0.969 0.034 0.993

AODESr 0.2 96.7789 0.9296 0.968 0.033 0.989

Bayes net 0.28 97.3646 0.9425 0.974 0.024 0.993

HNB 0.02 96.0469 0.9122 0.96 0.058 0.99

Naïve Bayes 0.02 97.3646 0.9425 0.974 0.024 0.994

Naïve Bayes
simple

0.02 97.3646 0.9425 0.974 0.024 0.994

Naïve Bayes
updateable

0.02 97.3646 0.9425 0.974 0.024 0.994

WAODE 0.02 96.9253 0.9327 0.032 0.032 0.989

Table 2 Comparison of various lazy classifiers over breast cancer data

Different
classification
models

Model
construction time
(measure in s)

Positively
classified cases
(measured in %)

Kappa measure TPP FPP ROC

IB1 0.02 95.1684 0.8929 0.952 0.067 0.943

IBK 0 95.9004 0.909 0.959 0.059 0.985

K-STAR 0 97.8448 0.9473 0.978 0.027 0.994

LBR 1.05 97.4138 0.937 0.974 0.029 0.993

LWL 0 91.3793 0.8027 0.914 0.053 0.977

As shown in Table 2, k-star is giving better accuracy by correctly classifying
instance with 97.8448%. The ROC area of the k-star classifier is also more as
compared to other classifiers.

Applying 10 different classifier of the Rules classifier to the breast cancer dataset,
the results are abridged in Table 3. In Table 3, it is clearly visible, DTNB is the
best classifier having highest accuracy for classification and the ROC area of DTNB
is also maximum, which means among Rules classifier DTNB is the best classifier
when it is apply to breast cancer dataset.

In the type, MISC classifier, two different variety of this classifier is applied to
the dataset of breast cancer and their results are abridged in Table 4. Between the 2
classifiers of the category MISC, VFI is giving the highest accurateness and its ROC
is also display that, so VFI is the better classifier in MISC category for breast cancer
dataset.

Applying 14 different classifier of the type Tree classifier to the breast cancer
dataset, the outputs are abridged in Table 5.
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Table 3 Comparison of various rules classifiers over breast cancer data

Different
classification
models

Model
construction time
(measure in s)

Positively
classified cases
(measured in %)

Kappa measure TPP FPP ROC

CONJUCTIVE
RULES

0.05 86.6379 0.7101 0.866 0.062 0.902

DECISION
TABLE

0.28 91.3793 0.7992 0.914 0.071 0.978

DTNB 0.94 96.5517 0.9168 0.966 0.032 0.992

JRIP 0.28 94.3966 0.8654 0.944 0.059 0.941

NNGE 0.25 96.1207 0.9077 0.961 0.025 0.968

ONE R 0.02 91.3793 0.7992 0.914 0.071 0.922

PART 0.08 92.2414 0.8209 0.922 0.049 0.981

PRISM 0.09 91.8103 0.9076 0.964 0.075 0.925

RIDOR 0.13 88.3621 0.699 0.884 0.22 0.832

ZERO R 0 71.5517 0 0.716 0.716 0.5

Table 4 Comparison of various MISC classifiers over breast cancer data

Different
classification
models

Model
construction time
(measure in s)

Positively
classified cases
(measured in %)

Kappa measure TPP FPP ROC

HYPERPIPES 0.02 96.1207 0.9043 0.961 0.061 0.958

VFI 0.02 96.5517 0.9168 0.966 0.032 0.978

It is clear by Table 5, that NB tree is the best classifier among different Tree
classifier. NB tree produce highest accuracy and its ROC is also maximum, so among
tree, NB is the better classifier when it is applied to the dataset of breast cancer.

Applying 25 different classifier of the type Meta classifier to the breast cancer
data set, the results are abridged in Table 6.

After analyzing Table 6, it is concluded that rotation forest classifier among
different Meta classifier is the better one. The ROC of rotation forest, also gives
best result, when it is applied to breast cancer data. In this research work, all together
64 classifiers are applied to the breast cancer dataset. These 64 classifiers are belonged
to 6 different categories such as Bayesian, lazy, tree, rules, Meta, and Misc classi-
fiers. The best classifier of each category is summarized in Table 7, with its classifier
category.

Finally, all the 6, best classifierwith its parameter such asmodel construction time,
positively classified cases, kappa measure, True Positive Percentage (TPP), False
Positive Percentage (FPP), and Receiver Operating Characteristic curve (ROC) are
potted in Table 8. If correctly classified instances are considered as the parameter to
choose the best classifier, then LBR is the best classifier among the 6 other classifiers
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Table 5 Comparison of various TREE classifiers over breast cancer data

Different
classification
models

Model
construction time
(measure in s)

Positively
classified cases
(measured in %)

Kappa measure TPP FPP ROC

AD TREE 0.05 95.3148 0.8964 0.953 0.062 0.989

BF TREE 1.2 95.4612 0.955 0.955 0.059 0.938

DECISION
STUMP

0.03 87.5549 0.7435 0.876 0.082 0.881

FT 1.72 95.6076 0.9035 0.956 0.053 0.962

ID3 0.08 91.6545 0.9133 0.962 0.047 0.938

J48 0.03 93.4114 0.855 0.934 0.08 0.956

J48 GRAFT 0.11 93.5578 0.8573 0.936 0.085 0.954

LAD TREE 1.56 95.3148 0.8968 0.953 0.058 0.989

LMT 13.16 95.754 0.958 0.052 0.052 0.991

NB TREE 0.84 97.0717 0.936 0.971 0.029 0.99

RANDOM
FOREST

0.19 96.3397 0.9196 0.963 0.043 0.988

RANDOM
TREE

0 95.3148 0.8966 0.953 0.06 0.972

REP TREE 0.08 95.022 0.8902 0.95 0.064 0.973

SIMPLE
CART

1.25 95.022 0.8912 0.95 0.054 0.945

Table 6 Comparison of various META classifiers over breast cancer data

Different
classification models

Model
construction
time (measure
in s)

Positively
classified
cases
(measured in
%)

Kappa
measure

TPP FPP ROC

ADABOOST M1 0.13 95.4612 0.8996 0.955 0.061 0.989

ATTRIBUTE
SELECTED
CLASSIFIER

0.45 93.4114 0.855 0.934 0.08 0.956

BAGGING 0.16 95.754 0.9068 0.958 0.05 0.978

CLASSIFICATION
VIA CLUSTERING

0.06 90.6296 0.7862 0.906 0.149 0.879

CLASSIFICATION
VIA REGRESSION

1.56 96.0469 0.9129 0.96 0.05 0.987

CV PARAMETER
SELECTION

0.02 65.0073 0 0.65 0.65 0.495

DAGGING 2.58 96.6325 0.9261 0.966 0.039 0.992

DECORATE 0.5 96.9253 0.9329 0.969 0.03 0.984

(continued)
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Table 6 (continued)

Different
classification models

Model
construction
time (measure
in s)

Positively
classified
cases
(measured in
%)

Kappa
measure

TPP FPP ROC

END 0.02 93.414 0.855 0.934 0.08 0.956

ENSEMBLE
SELECTION

4.88 95.6076 0.9033 0.956 0.055 0.976

FILTERED
CLASSIFIER

0 93.4114 0.855 0.934 0.08 0.956

GRADING 0.03 65.0073 0 0.65 0.65 0.5

LOGITBOOST 0.09 96.0469 0.9132 0.96 0.046 0.992

MULTIBOOST 0.14 93.1186 0.8518 0.931 0.062 0.979

MULTICLASS
CLASSIFIER

2.44 93.9971 0.8659 0.94 0.088 0.957

MULTISCHEME 0.02 65.0073 0 0.65 0.65 0.495

ORDINAL CLASS
CLASSIFIER

0.02 93.4114 0.934 0.934 0.08 0.956

RACED
INCREMENTAL
LOGITBOOST

0 65.0073 0 0.65 0.65 0.495

RANDOM
COMMITTEE

0.06 96.7789 0.9293 0.968 0.037 0.989

RANDOM
SUBSPACE

0.14 95.6076 0.9035 0.956 0.053 0.984

ROTATION
FOREST

4.52 97.3646 0.9426 0.974 0.022 0.992

STACKING 0.02 65.0073 0 0.65 0.65 0.495

STACKING C 0.02 65.0073 0 0.65 0.65 0.495

THRESHOLD
SELECTOR

2.45 93.265 0 0.933 0.081 0.958

VOTE 0 65.0073 0 0.65 0.65 0.495

Table 7 Best classifiers over breast cancer dataset with its classifier category

Name of the classifier category Best classifier

Tree classifier NB tree classifier

Meta classifier Rotation forest classifier

Misc classifier VFT classifier

Rule classifier DTNB classifier

Lazy classifier LBR classifier

Bayesian classifier Naïve Bayes classifier
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Table 8 Comparison of the best classifiers of 6 different categories

Different
classification
models

Model
construction time
(measure in s)

Positively
classified cases
(measured in %)

Kappa measure TPP FPP ROC

Naïve Bayes
classifier

0.02 97.3646 0.9425 0.974 0.024 0.994

LBR
classifier

1.05 97.4138 0.937 0.974 0.029 0.993

DTNB
classifier

0.94 96.5517 0.9168 0.966 0.032 0.992

VFT
classifier

0.02 96.5517 0.9168 0.966 0.032 0.978

Rotation
forest
classifier

4.52 97.3646 0.9426 0.974 0.022 0.992

NB tree
classifier

0.84 97.0717 0.936 0.971 0.029 0.99

as mentioned in Table 8. However, if the ROC is considered as the parameter to select
the best classifier, then naïve Bayes is the best classifier among all others.

5 Conclusion and Future Scope

The classification is an important data mining tool is a remarkable topic to the
researcher. In this paper, different classification technique that is Bayes classifier,
Lazy classifier, Meta classifier, Rules classifier, Misc classifier, and Tree classifier
are consider in WEKA tool, to classify the breast cancer dataset. From the exper-
iment, it is revealed that LBR classifier, which is belong to the category of LAZY
classifier gives 97.4138% of correctly classified instance, when it is applied to breast
cancer data set. However, ROC curve of the LBR classifier is not giving the best
result, where as if we consider the ROC curve, as a parameter to determine the best
classifier, then naïve Bayes classifier is giving better result among all the classifiers
with 0.994 ROC curve area, which is the highest among all other classifier. There
are too many different variables that affect the accuracy of a classification algorithm.
One algorithm might perform well on one set of attributes, but if the attributes are
modified then another algorithm might outperform it. Overall, no algorithm always
performed the best. It depends on which attributes are being used. LBR and naïve
Bayes classifiers gave the best results for the breast cancer dataset. In order to get
the best results, it is good to use many different algorithms and then compare their
predictive model. Trying different attribute sets can also lead to better predictive
models.
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An Optimum Segmentation of Gear
Vibration Signals for an Effective Fault
Classification Using Time-Domain
Feature and Multi-class Support Vector
Machines

Priyom Goswami, Prashant Kumar Sahu, and Rajiv Nandan Rai

Abstract Gear fault diagnosis has gained substantial attention over the last few
decades as considerable amount of downtime for repairs and cost is associated with
the transmission system including the gearbox. Three labelled data sets of gears are
being analysed for fault classification, viz. no-fault, chipped tooth and worn tooth,
for which three approaches are being explored to detect and classify fault. Two of the
approaches are conventional using time-domain feature and time–frequency domain
approach. The third approach being a hybrid procedure utilises time-domain statis-
tical features along with multi-class support vector machine (SVM). For using SVM,
the signal needs to be optimally segmented, and time-domain statistical features
are then derived from each segment. These features obtained are then fed into a
multi-class SVM model and are able to classify fault with 100% accuracy.

Keywords Prognostics and health management (PHM) of gears ·Multi-class
classification · Support vector machines (SVM)

1 Introduction

The power transmission from one shaft to another for speed reduction or torque
conversion can generally be obtained through a gearbox, chain sprocket or belt and
pulley mechanisms. In contrast to the gearbox, belt–pulley and chain sprocket mech-
anisms are easy to operate andmaintain and comewith a cheap price tag compared to
a gearbox. Belt–pulley and chain sprocket mechanisms are generally used wherever
the power transmission load is low, the central distance between the shafts is high, and
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also in cases where no extreme difference in velocity ratio is required at the output
shaft. The gearbox provides numerous advantages over the other two mechanisms,
such as high torque transmission capability, less vibrations and noise during power
transmission, maintaining constant velocity ratio at the output, compact construc-
tion and increased service life at the expense of cost associated with it. Gears are an
indispensable part of any machinery, be it a huge production line machinery or the
analogue watch in our hand.

In a survey done in 2005, it was found that around 74.7% of the time, gear
fails due to user-related causes, and 25.3% of the time, gear fails due to design-
related errors [1]. The design error includes errors during the manufacturing process,
raw material defects and heat treatment errors. User-related cause for gear failure
includes continuous overloading of gears, high level of speed and torque fluctuations,
misalignment of gear shafts, impact loading, contaminated and improper use of
lubrication, incorrect handling, operator error and so on.

Even though the gears are less prone to failures, the downtime and cost associated
with failures are considerably high [2]. As per a study conducted on wind turbines,
it was observed that gear faults count for only 9.8% of the total failures that lead to
19.4% of the total downtime [3]. Sometimes the failure of gears could even be life
threatening. In 2009, an unexpected fault in the gearbox of a helicopter led to the loss
of sixteen people’s life [4]. Hence, gears can be termed as a critical component in
most machinery, whose failure could incur loss of time, money and human life. So, it
is of great importance to have a good condition monitoring system to reduce/prevent
gear failures. Prognosis and health management (PHM) is emerging as a discipline
for real-time assessment of gear conditions. Figure 1 represents the chronology of
PHM tasks. Each task in PHM is interdependent.

The diagnosis process in the PHM provides the current health of the gears that
includes fault detection, fault identification, fault classification, fault severity level
analysis, etc. Prognosis deals with the remaining useful life (RUL) prediction of the
gear based on the evidence produced by the diagnosis and historical data. Finally,
the decision-making step includes the action to be implemented based on the obser-
vations made on the two previous steps. The decision-making step ensures that the
gear life cycle cost is reduced, a safe operation can be maintained, and increased
machine/system availability by expanding the maintenance cycle and reducing in-
between inspection requirements, timely repair actions and improved logistic support
[5].

Various techniques of monitoring fault in a machine are vibration monitoring, oil
analysis, thermography, acoustic emission monitoring techniques, etc. Out of all the
techniques, vibration monitoring is widely accepted due to its cost effectiveness and

Fig. 1 Chronology of PHM tasks
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its ability to detect almost all kinds of fault [6]. The data used for analysis in this
paper is also based on the vibration monitoring technique. Time domain, frequency
domain and time–frequency domain tools are being widely used in literature for gear
fault diagnosis using vibration monitoring [7]. Generally, for fault classification and
fault severity level identification and for finding RUL, machine learning (ML) tools
like support vector machines (SVM), neural networks (NN) and random forest (RF)
are widely used [8–10].

In this paper, a labelled data set of gear already existing in an online database
[11] is used for the purpose of fault classification only. Here, two different faults are
artificially induced on the gear, and signals are obtained for these faulty and healthy
cases. The signals are then labelled for three different conditions of gears, viz. no-
fault condition, chipped tooth and worn tooth of the gear. Details on induction of
faults are provided in Sect. 2.1. Vibration monitoring techniques are data intensive;
hence, it poses a challenge to classify defectswith just three signals available and each
signal having just one lakh (100,000) data points. In literature, fault classifications
are generally based on a huge data set of gears [12] involving complex Gaussian
correlation of vibrations signals and wavelet coefficients [13, 14]. These complex
diagnosis and classification algorithm provide an accuracy ranging from 94 to 98%
[13].

In this research paper, three approaches of fault classification have been consid-
ered, out of which, two are classical vibration monitoring fault classification
approaches (time-domain and time–frequency domain approaches), and the third is a
hybrid approach that comprises classical vibration monitoring and machine learning
technique known as the multi-class SVM approach. As a result of the proposed
approach, we are able to classify fault based on simple time-domain statistical
features with 100% accuracy. As signal length also plays a vital role in classifi-
cation, finding the optimal size for segmentation is also an important contribution
of this research work. The paper is organised as follows: Sect. 2: Data and Exper-
imental Set-up, Sect. 3: Methodology, Sect. 4: Results and Discussion and Sect. 5:
Conclusion.

2 Data Set and Experiment Details

2.1 Experimental Set-up Details

The experimental set-up includes an electromotor, accelerometer, gearbox, brake
system, analogue-to-digital (A/D) converter and a computer withMATLAB software
installed for data processing. There are three different sets of gears for testing, viz.
no-fault gear, chipped tooth and worn tooth. In the chipped tooth case, 50% of the
area from top land to pitch surface is removed linearly with decreasing slope from a
pinion gear tooth. However, for the worn case, 0.5 mm of material is removed from



302 P. Goswami et al.

Fig. 2 Experimental set-up [13]

Fig. 3 Gears: (1) no-fault gear, (2) worn tooth and (3) chipped tooth [13]

the flank and face of three consecutive teeth [13]. The complete experimental set-up
is shown in Fig. 2, and the healthy and faulty gears are shown in Fig. 3.

2.2 Data Set Details

The data set used in this paper for analysis is derived from an experiment conducted at
the Amirkabir University of Technology. Three different labelled signals of no-fault
condition, chipped tooth and worn tooth gear condition are used for the analysis. The
complete data related to the experiment is provided in the tabulated form in Table 1.



An Optimum Segmentation of Gear Vibration Signals … 303

Table 1 Specification of the
experimental set-up

Experimental parameters Corresponding values

Type of gears used Helical

Pinion teeth count 15

Gear teeth count 110

Speed ratio 110/15 = 7.33

Input shaft speed 1420 rpm

Gear meshing frequency (GMF) 365 Hz (FFT analyser,
actual)

Gear meshing frequency (GMF) 355 Hz (theoretical
calculation)

Experiment run-time 10 s

Sampling frequency of
accelerometer

10 kHz

3 Methodology

Three approaches of fault classification are taken into consideration for this paper.
Out of the three approaches, two approaches are classical vibration monitoring fault
classification approaches. The other is a hybrid approach that includes the use of
classical vibrationmonitoringwith an edge of themachine learning technique known
as the multi-class SVM approach. Two classical approaches comprise (i) the time-
domain approach and (ii) the time–frequency domain approach. The hybrid approach
includes a combination of a machine learning model and a time-domain approach.

3.1 Time-Domain Approach

Rawvibration signals generated by an accelerometer from the gearbox comprise three
different components, viz. (i) periodic component, due to the interaction betweengear
teeth meshing, (ii) transient component, due to short impact caused by tooth fault
and (iii) broadband background noise [15]. The signal collected by the accelerometer
over the gearbox housing may provide an erroneous signal at the output due to
the interference of other signals from shafts, bearings, etc. The signal may also be
contaminated with electrical resistance due to wired data transmission and may also
be contaminated by electromagnetic interference.

Time synchronous averaging (TSA) is one of the various ways through which
frequency related to gears can be isolated from the raw signal that can contain noise
due to other components like bearings, shafts, etc., of the gearbox. TSAhelps separate
rotational speed synchronous components from the other non-synchronous compo-
nents, including the background broadband noise from the raw signal generated by
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the accelerometer over the gearbox [16]. This aids in getting almost a noise-free gear
signal from the raw cluttered signal [17].

The TSA is generally further processed for diagnosing several faults associated
with gears, which cannot be interpreted simply from the rawTSA signal. The residual
TSA is usually used for diagnosing gear faults like tooth cracks, chipped teeth,
pitted tooth, etc. Residual TSA is generally obtained by removing the shaft rotational
components, gear meshing frequency (GMF) and GMF harmonics from the original
TSA signal. Hence, a residual signal only contains the sideband information of the
gear signal. The increase in sideband amplitude can be used to diagnose or precisely
classify the fault as chipped tooth fault [16].

For the case of worn teeth, the TSA is band passed around the GMF and GMF
harmonics. Then, this band passed TSA signal is further processed such that the
sidebands are removed across the GMF and its harmonics. The signal thus obtained
is known as harmonic TSA. This harmonic TSA signal helps diagnose wear. Another
way of classifying wear is by just applying fast Fourier transform (FFT) over the raw
signal and observing for higher amplitude at higher harmonics of GMF. Generally,
it is desired that a minimum of three GMF harmonics is considered for wear fault
classification.

3.2 Time–Frequency Domain Approach

The spectral kurtosis (SK) is a frequency domain approach generally used to diagnose
and classify fault in gears. SK is an established technique to capture small transients
in the vibration signal [18]. Local faults like initial cracks and pittingmostly generate
low-amplitude short duration transient in the raw vibration signal. These transients
go undetected in the time-domain wavefront and also in the frequency spectrum
obtained by applying FFT over the raw signal. It is because transients get submerged
under the dominating component of the signal, as every section of the time-domain
signal contributes to the FFT spectrum [18]. Hence, SK proves to be an efficient way
for such a scenario.

Obtaining SK for a signal is not a straightforward path. Since these low-amplitude
transients are not easily discernible, a kurtogram proves to be the need of the hour.
Kurtogram provides the platform for applying spectrogram as kurtogram provides
us with the information regarding bandwidth, central frequency and, most impor-
tantly, window length. The window length from the kurtogram is used to obtain the
spectrogram. This spectrogram is then further used for SK analysis [19].

3.3 Multi-class SVM Approach

Support vector machine (SVM) is not a very new tool. Still, it is one of the most
effective tools for classification problems due to its tendency of not overfitting even
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Fig. 4 Graphical
representation of three
support vectors (two blue,
one green) [20]

with low data availability. The sole objective of SVM is to find a hyperplane in
an n-dimensional space that separates data points from the potential classes. The
hyperplane is placed in such a way that it is at a maximum distance from the data
points. The data points nearest to the hyperplane are known as support vectors, and
they have the most decisive influence on forming the hyperplane at a given position.
If the support vectors are removed, the plane also gets moved to a different location
[20]. Figure 4 is a graphical representation of SVM, with tree support vectors.

The basic form of SVM does not support multi-class classification. For multi-
class classification, the strategy of solving classification problems remains the same.
The only modification is that the problem is broken down into smaller sub-problem,
all of which are binary classification problems. There are many approaches to solve
a multi-class classification problem, viz. one versus one, one versus all, directed
acyclic graph, etc. Here in our case, we used one versus all approach. In one versus
all approach, we train SVM equal to the number of classes for classification. To
predict the output for new input, just predict with each of the build SVMs and then
find which one puts the prediction the farthest into the positive region (behaves as a
confidence criterion for a particular SVM) [21].

4 Results and Discussion

Analysing the raw signal in the time domain for fault classification has revealed inter-
esting results. For the gear with chipped tooth fault classification, the raw vibration
signal is time synchronous averaged and then the shaft frequency (i.e. 1420/60 =
23.667 rps), GMF (i.e. 365 Hz) and GMF harmonics (up to fifth-order harmonics)
are removed to obtain the residual TSA signal in MATLAB. This residual signal is
expected to have a higher amplitude of sideband around GMF. But such a scenario
is not observed for our case, and for the worn-out teeth of gear, harmonic TSA
has shown no significant effect on the amplitude of the higher GMF harmonics, as
expected from the plot. A reason for such discrepancy can be noted because of
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i. The time synchronous averaging requires many revolutions to average out in
order to produce good results. For this particular case of data set, the signal was
recorded only for 10 s, which is significantly less and may prove to be a reason
for not establishing a very good result [22].

ii. The signal might be masked heavily with background broadband noise.

The plots to justify the findings are shown in Figs. 5, 6 and 7.
Since using TSA as a time-domain approach failed to classify the faults in the gear

signal, time-domain statistical features such as kurtosis, root mean square (RMS),
maximum, minimum, skewness and crest factor are explored for each signal.

The statistical features of Table 2 are generally calculated from the signal to find a
health indicator (HI) that can easily be used to classify the fault. But, fromTable 2, no
feature seems to be helpful in classifying fault. For differentiating faulty gear from
non-faulty gear, kurtosis can only be used, as it can clearly be seen that kurtosis value
is more than 3 for both the faulty cases. Apart from that, no other feature seems to
be useful that can be used for classification visually. Kurtosis can only differentiate
faulty from the non-faulty condition, which cannot be used to identify or classify the
actual fault. Hence, only just using a time-domain statistical approach over the whole
signal does not work very well for classification for this particular kind of data set.

So, the next time–frequency approach of spectral kurtosis (SK) is taken into
consideration. Spectral kurtosis is a proven way to find the transient from a noisy
signal.But for effective use ofSK, the appropriatewindow lengthneeds to be selected,
as SK is greatly affected by window length. For this reason, a kurtogram needs to
be plotted. The kurtogram displays the different values of SK calculated by using
series of filter banks with various central frequency and bandwidth. Using the details
obtained through kurtogram, the same is being used to find the short-time Fourier

Fig. 5 Plots for no-fault condition (i) time-domain plot, (ii) TSAplot, (iii) FFT plot and (iv) residual
TSA plot
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Fig. 6 Plots for chipped tooth condition (i) time-domain plot, (ii) TSA plot, (iii) FFT plot and (iv)
residual TSA plot

Fig. 7 Plots for worn tooth condition (i) time-domain plot, (ii) TSA plot, (iii) FFT plot and (iv)
residual TSA plot

Table 2 Time-domain statistical features for gear signals

Condition/features Kurtosis RMS Maximum Minimum Skewness Crest factor

No fault 2.47 0.63 2.22 −1.48 0.14 3.53

Chipped tooth 3.27 0.62 2.48 −1.64 0.36 3.98

Worn tooth 3.33 0.47 2.00 −1.57 −0.03 4.21



308 P. Goswami et al.

transform (STFT) coefficients (t, f ) of each time window. After that, SK can be
calculated from the signal with all parameters known: the central frequency, the
bandwidth, the window length and the STFT coefficients. For calculating STFT
coefficients, the hamming window function is selected by default, and no overlap
between windows is considered [19]. The results obtained are shown in Fig. 8.

Analysing all the SK plots (Fig. 8) obtained from three different gear conditions,
there is no apparent reference throughwhich classification can bemade. Even though
low-amplitude transients can be seen in the plot, the absence of a high value of
spectral kurtosis that may be used as a classifier for fault classification is missing.
This leads to failure in the classification of gear fault again. The two conventional

Fig. 8 Kurtogram and SK of gear for (i) no-fault condition, (ii) chipped tooth condition and (iii)
worn tooth condition
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fault classification approaches seem to be ineffective against the given data set for
fault classification. The reason could be due to the low availability of data. Using
only a 10 kHz accelerometer and running the experiment for just 10 s make fault
classification difficult for conventional methods to classify fault. As all the processes
mentioned above are data-driven approach, it requires a lot of data for processing.
But in our case, we only have three signals with two different classes of fault and
one without any fault. This less availability of data leads to inefficient classification
mechanisms. Hence, a third hybrid approach was used for fault classification. The
use of time-domain statistical features along with the multi-class support vector
machines (SVM) approach is then used for gear fault classification.

It is pretty apparent that SVM can be used for multi-class classification problems
with a smaller number of data points for training and testing; hence, this algorithm is
selected. To use this SVM, the gears signals are divided into three classes—class 0:
no-fault, class 1: chipped tooth and class 2: worn tooth. The vibration signal of each
class has been captured for 10 s with a sampling frequency of 10 kHz. Thus, each
signal contains 100,000 data points. Now to generate data for the SVMalgorithm, the
signals are divided into several small segments. It is necessary to select the optimum
number of data points for effective analysis. By selecting fewer data points, signal
aliasing will occur, which may lead to loss of fault information. However, choosing
a larger number of data points for each segment leads to a lesser number of features
and will not be sufficient for testing and training set for ML algorithms.

In this work, two signals’ segments are selected for analysis: one with 1000 data
points and the other with 2000 data points. The optimum signal length is chosen
by comparing the time-domain kurtosis features of the segmented signal with the
original signal, as shown in Fig. 9.

The kurtosis value for a segmented signal containing 1000 data points shows a
considerable deviation from the original signal in the case of a chipped tooth and

Fig. 9 Kurtosis comparison between original and segmented signal
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Fig. 10 Normalised confusion matrix using SVM for gears fault classification

loses the fault characteristics of the signal, which is mainly due to under-sampling.
Thus, more data is required for signal segmentation. However, the kurtosis value for
a segmented signal containing 2000 data points, i.e. 50 features, is closely related to
the original signal and considered for further analysis.

The time-domain statistical features such as kurtosis, root mean square (RMS),
maximum, minimum, skewness and crest factor for a segmented signal with 2000
data points are selected as input parameters for the kernel SVM using the radial basis
function (RBF). The combined features are found to be effective health indicators
for the gears fault classification, which shows a classification accuracy of 100%, as
shown in the confusion matrix in Fig. 10.

5 Conclusion

This paper dealt with three approaches of fault classification: two classical and one
hybrid. The results obtained through these three processes were then analysed for
fault classification. The two classical approaches failed to classify the incipient fault
for a situationwhere the data points available from the signal are quantitatively less. In
our case, we only have three signals with data just recorded for 10 s and a cumulative
of 1 lakh data points for each signal. Hence, for proper classification of fault, we need
a machine learning algorithm that requires less data for training as well as testing.
For our case, the multi-class SVM performed exceptionally well even with very low
available data. The complete objective of fault classification is therefore achieved by
segmenting the signal into optimum length of 2000 data points per signal and then
extracting time-domain features from each of these 50 segments. After analysing
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these time-domain features using multi-class SVM, a 100% accurate classification
of fault was achieved. Hence, machine learning plays a vital role in the field of PHM,
be it fault classification or RUL prediction. This domain of PHM would not have
evolved to the stage now without machine learning and artificial intelligence.

References

1. Davis JR (2005) Gear materials, properties & manufacture. ASM International
2. Astridge DG (1989) Helicopter transmission design for safety and reliability. J Aerosp Eng

203:123–138
3. Ribrant J, Bertling LM (2007) Survey of failures in wind power system with focus on Swedish

wind power plants during 1997–2005. IEEE Trans Energy Conserv 22:167–173
4. Department for Transport Air Accidents Investigation (2011) Aircraft accident report 2/2011.

[Online]. Available: https://assets.publishing.service.gov.uk/media/5422f86aed915d1371000
6cb/2-2011_G-REDL.pdf. Accessed 22 Aug 2021

5. Pecht M, Kang M. Prognosis and health management of electronics: fundamentals, machine
learning and the internet of things. Wiley, Chichester

6. Yang W, Tavner PJ, Wilkinson MR (2009) Condition monitoring and fault diagnosis of a wind
turbine synchronous generator drive train. IET Renew Power Gener 3(1):1–11

7. Sait AS, Sharaf-EldeenYI (2011) A review of gearbox conditionmonitoring based on vibration
analysis techniques diagnosis and prognosis. In: Conference proceedings of the society for
experimental mechanics series

8. Qu J, Liu Z, Zuo MJ (2011) Feature selection for damage degree classification of planetary
gearboxes using support vector machine. J Mech Eng Sci 225:2250–2264

9. SaravananN,RamachandranKI (2010) Incipient gearbox fault diagnosis using discretewavelet
transform (DWT) for feature extraction and classification using artificial neural network (ANN).
Expert Syst Appl 37:4168–4181

10. CerradaM, Zurita G, Cabrera D (2016) Fault diagnosis in spur gears based on genetic algorithm
and random forest. Mech Syst Signal Process 70:87–103

11. Zamanian AH. Experimental dataset for gear fault diagnosis. [Online]. Available: https://goo.
gl/TorZJq. Accessed 22 July 2021

12. Yang J, Xie G, Yang Y, Zhang Y, Liu W (2019) Deep model integrated with data correlation
analysis for multiple intermittent faults diagnosis. ISA Trans 95:306–319

13. ZamanianAH,OhadiA (2011)Gear fault diagnosis based onGaussian correlation of vibrations
signals and wavelet coefficients. Appl Soft Comput 11:4807–4819

14. Zamanian AH, Ohadi A (2010) Gearbox fault detection through PSO exact wavelet anal-
ysis and SVM classifier. In: 18th annual international conference on mechanical engineering-
ISME2010, Tehran, Iran

15. Al-Arbi S. Condition monitoring of gear systems using vibration analysis. University of
Huddersfield. [Online]. Available: http://eprints.hud.ac.uk/17821/. Accessed 06 Sept 2021

16. Kundu P, Darpe AK, Kulkarni MS (2019) An ensemble decision tree methodology for
remaining useful life prediction of spur gears under natural pitting progression. Struct Health
Monit 19:854–872

17. Fan Q, Zhou Q, Wu C (2017) Gear tooth surface damage diagnosis based on analyzing the
vibration signal of an individual gear tooth. Adv Mech Eng 9:1–14

18. Kundu P, Darpe AK, Kulkarni MS (2020) A review on diagnostic and prognostic approach for
gears. Struct Health Monit 1–41

19. Saidi L, Ali JB, Bechhoefer E, Benbouzid M (2017) Wind turbine high speed shaft bearings
health prognosis through a spectral kurtosis derived indices and SVR. Appl Acoust 120:1–8

https://assets.publishing.service.gov.uk/media/5422f86aed915d13710006cb/2-2011_G-REDL.pdf
https://goo.gl/TorZJq
http://eprints.hud.ac.uk/17821/


312 P. Goswami et al.

20. Marius H (2020) Towards data science: multiclass classification with support vector machines
(SVM). [Online]. Available: https://towardsdatascience.com/multiclass-classification-with-
support-vector-machines-svm-kernel-trick-kernel-functions-f9d5377d6f02. Accessed 27 Sept
2021

21. Goyal C (2021) Analytics Vidhya: multiclass classification using SVM. [Online]. Avail-
able: https://www.analyticsvidhya.com/blog/2021/05/multiclass-classification-using-svm/.
Accessed 28 Sept 2021

22. Barszcz T, Randall RB (2009) Application of spectral kurtosis for detection of a tooth crack in
the planetary gear of a wind turbine. Mech Syst Signal Process 23:1352–1365

https://towardsdatascience.com/multiclass-classification-with-support-vector-machines-svm-kernel-trick-kernel-functions-f9d5377d6f02
https://www.analyticsvidhya.com/blog/2021/05/multiclass-classification-using-svm/


PhyMCons: Physical Machine
Consolidation for Minimizing VM
Migration and Energy Consumption
in Fog Center

Lalbihari Barik, Mahmoud Al Ahmad, Mubashshirahbanu Shekh,
Akash Barik, Sudhanshu Shekhar Patra, and Sibananda Behera

Abstract Virtualization technologies have revolutionized how businesses use their
server resources in their fog centers. Rather than using dedicated physical machines
for individual applications, virtualization makes it possible to view resources as a
unified resource pool, simplifying management, and lowering complexity. One of
the most common applications of virtualization in fog centers is physical machine
consolidation, which involves lowering the number of physical machines used by
consolidating applications. The latter technique aids in the more efficient use of
computing resources and has numerous advantages, including lower power and
cooling costs, and thus imparts to the Green IT program. In a data center environ-
ment that is always evolving, where virtual machines (VMs), lowering the number
of physical machines utilized can be accomplished by migrating applications in a
non-disruptive manner, a technique termed live migration. But since live migration is
an expensive procedure, it’s challenging to figure out how to execute periodic phys-
ical machine consolidation in a migration-aware manner. We present the PhyMCons
physical machine consolidation algorithm, which reduces both the overall number
of physical machines in operation, as well as the number of migrations which in turn
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reduces the energy consumption. We demonstrate the practicality of our approach as
well as its scalability.

Keywords Virtualization · VM migration · Energy saving · Physical machine
consolidation · Fog center

1 Introduction

The term “green IT” refers to IT solutions that are energy efficient. In fog computing
environments, energy efficiency is critical. Service providers deliver their services
through data centers,which contain thousands of processing nodes and require a lot of
electricity. In fog centers, there are several options for lowering power consumption.
Berl et al. [1] propose four methods for improving energy efficiency. Our research
is focused on the third option of their defined options which involves condensing
applications onto fewer servers in a virtualized cluster environment.

In fog centers, virtualization gives a unified picture of a pool of resources, allowing
a single server to support many computing environments, each encased as a virtual
machine and segregated from the others. One of the most common uses of virtual-
ization technology in fog centers is physical machine consolidation. The first sort
of server consolidation involves moving many applications from physical machines
to a smaller number of high-performance virtualized physical computers. It is batch
task that occurs infrequently. The second method of physical machine consolidation
involves changing VM mappings by dynamically reallocating VMs while they are
still running. The second sort of physical machine consolidation will be our focus in
this research. Figure 1 shows the physical machine consolidation operation begins
in an intermediate stage and proceeds via many VM migrations to arrive at a state
where only the bare minimum of physical machines is used. We present PhyMCons,
a physical machine consolidation approach that reduces the number of machines as
well as the migrations number.

The PhyMCons method shares several characteristics with the well-known
heuristic bin-packing algorithms FFD and BFD. However, while FFD and BFD
are solely concerned with reducing the number of physical servers, PhyMCons is
also concerned with reducing the number of migrations. The PhyMCons algorithm’s

Fig. 1 Physical machine consolidation
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main idea is in moving the VMs from the servers having less loaded to the heavily
loaded ones while adhering to a set of constraints specified in the issue modeling,
allowing the least loaded servers to be released.

The paper is structured as follows. Section 1 represents the introduction; Sect. 2 the
related work; Sect. 3, Physical Machine ConsolidationModeling; Sect. 4, PhyMcons
Algorithm; Sect. 5, the Energy Model; Sect. 6, an Illustration; Sect. 7 analyzed the
result and at last Sect. 8 depicts the conclusion of the article.

2 Related Work

The live migration [2] allows users to shift a VM from one PM to another while
preserving client service levels. The memory contents of a virtual machine can
be transported from one physical host to another in a variety of methods. Various
research papers [3–5] have looked into energy optimization during the process of VM
Live Migration. The majority of existing or proposed studies look at VM’s energy
consumption under various circumstances, live migration in terms of migration time
and downtime. It’s hard to find research that examines the energy usage of VM
live migration in certain subsystem restrictions. The physical machine consolidation
operation is carried out by transferring virtual machines (VMs) employing the Live
Migration technology from one node to another [6, 7], which is available in most
common hypervisors like Xen and VMware. Live Migration, on the other hand, is an
expensive procedure; some CPU processing on the migrating node is included in the
costs of VM migration, connection bandwidth between the migrating and migrated
nodes, service unavailability on the moving VM, and overall migration time [8, 9].
General packing challenges are connected to the issue of VM allocation across a
cluster of nodes. One of these challenges is the bin-packing problem [10], in which
a limited number of bins must be filled with a variety of sizes in order to employ
the smallest bins. We can think of VM as an item and nodes as bins in our scenario.
Although the bin-packing problem is NP-hard, there are a number of heuristic algo-
rithms that can give sub-optimal results, such as Next-Fit (NF), First-Fit (FF), and
Best-Fit (BF), all of which can be calculated instantly (O(n) for Next-Fit and O(n
logn) for First-Fit and Best-Fit) [11].

Li et al. [12] had suggested an adaptive method which specified a few critical
performance indicators for live migration. It tested the impact of many parameters
on VM live migration on KVM, such as speed limit, maximum downtime, TCP
buffer size, VM size, workload, and network bandwidth, as well as the energy usage.
Strunk et al. [13] explored whether live migration results in energy overhead, which
varies depending on the VM’s size and the usable network bandwidth.



316 L. Barik et al.

3 Physical Machine Consolidation Modeling

Live migration is an expensive procedure. On the migrating node, some CPU
processing is required. Besides that the connection bandwidth between the migrating
andmigrated nodes, the service unavailability on themovingVM, and the totalmigra-
tion duration are essential. As a result, our primary goal is in reducing the number
of migrations. The other goal is in consolidating the VMs to use the fewest number
of nodes possible.

A CPU threshold must be set on an individual node. This is done to keep the
CPU of a node below 100% utilization. The reason for this is 100% CPU utilization
can result in performance loss. Additionally, the live migration technique uses some
CPU cycles. Maintaining a specific level of CPU throughput requires keeping CPU
use below that threshold number. Choosing an appropriate CPU threshold value is
critical, as selection of high threshold reduces the performance of VMs operating on
an individual node, where as a low threshold reduces the efficacy of consolidation.
The appropriate CPU threshold value for consolidation has yet to be determined by
the researchers. According to several articles, this number fluctuates from 50 to 75%.
As a result, we chose values from this range for our experiment.

To describe a VM and a node in our work, we use two dimensions: CPU and
memory.

Let a physical machine i be depicted as a vector Pi having two dimensions Pi(ci,
mi) where ci the total CPU capacity in GHz andmi the memory capacity measured in
megabytes (MB). In a similar fashion, VM is denoted with the vector Vj (vcj, vmj),
where vcj is the CPU and vmj is the memory capacity of the jth VM, respectively.

Let in the fog center there are M physical machines and K VMs. Let <S1, S2,
S3, … SM> be set representing the PM’s, and the PM Si has the VM identification
numbers as {i1, i2, … ip}.

The value of the CPU threshold is defined as T where T ranges between [0, 1]. It
can be formalized as follows:

∑
j∈Si vc j
ci

≤ T

∀ PM i.
A set ofVMs in the PMcannot have a total capacity greater than the PM’s capacity.
There are 3 matrices that can calculate the efficacy of the physical machine

consolidation algorithm.

1. The # of PMs that were used
2. The # of PM’s that were released
3. The # of VM’s that were migrated
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4 PhyMCons Algorithm

The proposed algorithm inherits some First-Fit and Best-Fit features, which aim to
reduce the number of PMs utilized. Our proposed technique, on the other hand, not
only reduces the required PMs, but also the migrations number.

As a result, this algorithm behaves differently than bin-packing methods. The
method sorts the PMs based on the load carried by VMs, in non-increasing order.
The last PM in the list which is the least loaded is chosen as a candidate for migration,
and the weights of the VMs in that PM are arranged in decreasing order. We attempt
to assign them one by one the first (most heavily loaded) PM, and if that fails, we
move on to the second PM, and so on. The motivation for this approach is that at the
start of the process, the PMs are sparsely loaded, so we aim to condense them by
transferring VMs from the lowest loaded PMs to the highly loaded PMs so that the
least burdened PMs can be released.

The stages are continued until there are no more migration options.
The PM by VMs is represented by two numbers: the VM’s CPU and memory

capacity. Let’s call the CPU and memory loads on a PM i cli and mli, respectively,
and derive them as follows:

cli =
∑

j∈Si vc j
ci

mli =
∑

j∈Si vm j

mi

The PMs can be sorted with a single value that can be used to represent the score
of the machine. The score of a PM can be calculated as:

score(si ) = λcli + (1 − λ)mli

where λ can be calculated as follows:

λ =
∑

i∈M cli
∑

i∈M cli + mli

Similarly, the scores of the Q VMs based on their CPU and memory parameters,
vci and vmi are:

score(vi ) = λv.cli + (1 − λv)vmi

where

λv =
∑

i∈Q vci
∑

i∈Q (vci + vmi )
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5 Energy Model

The energy model used is

Pow(U ) =
{
Powmin + (Powmax − Powmin)X U if U > 0

0 otherwise

where Powmin is an idle server’s power consumption, Powmax is the power
consumption when the CPU utilization is 100% and U is the current CPU utilization.

6 Illustration

Let the system has M = 6 nodes S = <s1, s2, s3, s4, s5, s6> and K = 15 VMs <v1,
v2, v3, … v15> with capacities of PM’s in terms of CPU and Memory are {6 GHz,
4 GB} each. The capacity of the VMs from v1 to v15 are {1, 0.5}, {1, 0.25}, {1.5,
1}, {1, 0.25}, {1.2, 0.5}, {1, 1}, {0.5, 0.5}, {0.5, 0.5}, {1, 1}, {1, 0.5}, {1, 0.75},
{1.5, 1}, {{1, 0.75}, {1, 05}, {0.5, 0.25}, respectively.

We have taken the CPU utilization threshold T as 0.7 or 70%. The initial stage
of the VMs along with the PMs is shown in Fig. 2 and the score of each machine is
defined.

Initial State

score(s1) = (0.546)(0.546) + (1–0.546)(0.4375) = 0.51.score(s1) =
(0.546)(0.546) + (1–0.546)(0.4375) = 0.51.
score(s2) = (0.546)(0.533) + (1–0.546)(0.4375) = 0.49.
score(s3) = (0.546)(0.083) + (1–0.546)(0.125) = 0.10.
score(s4) = (0.546)(0.25) + (1–0.546)(0.375) = 0.31.
score(s5) = (0.546)(0.333) + (1–0.546)(0.375) = 0.32.
score(s6) = (0.546)(0.667) + (1–0.546)(0.625) = 0.65.

Fig. 2 Initial stages of the VMs with scores
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The PMs should be ordered in decreasing order based on their score: <s6, s1, s2,
s5, s4, s3>.

First Iteration: VM #7 migrated from #3 to #1 which is shown in Fig. 3.

Second Iteration: VM #9 migrated from #4 to #2, VM #8 migrated from #4 to #5
shown in Fig. 4.

Final Stage: The final stage of the consolidation is shown in Fig. 5.

Fig. 3 The scores of the VMs after iteration 1

Fig. 4 The scores of the VMs after the second iteration

Fig. 5 The final stage of the VMs where VMs #3 and #4 can be switched off
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7 Results Analysis

Our proposed algorithm is implemented under Matlab R2014a on an Intel(R)
Core(TM) i5-8250U CPU @1.60 GHz 1.80 GHz CPU running on Windows 10
64-bit professional and 8 GB RAM.

Figure 6 shows the relation of # of migrations Vs # of VMs used. The figure
shows as the # of VMs increases the # of migrations. In our proposed algorithm
PhyMCons, the number of VMs migrated is less as compared to the other state of art
algorithms for the same number of VMs. Figure 7 shows the number of VM used Vs
the nodes used. The nodes used increases as # of VMs increases. PhyMCons gives
better performance as compared to the other algorithms FFD, BFD and MBFD.

Figure 8 depicts the relationship between # of nodes released Vs # of nodes
migrated. The number of VMs migrated increases as the number of nodes released
increases. The PhyMCons have better performance as compared to the other state of
art algorithms such as FFD, MBFD, and BFD. Figure 9 shows the relation between
# of VMs used and the energy consumption where the energy consumption with our

Fig. 6 Relationship between
# of migrations and # of
VMs used

Fig. 7 Relationship between
# of used nodes and # of
used VMs
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Fig. 8 Relationship between
# of migrations and # of
released nodes

Fig. 9 Relationship between
# of used VMs and energy
consumption

algorithm is better as compared to the FFD, BFD, and MBFD algorithms for the
same number of VMs used.

8 Conclusion

One of the key advantages of virtualization technology for fog centers is physical
machine consolidation. By consolidating virtualized computing environments to a
smaller number of nodes, it allows for more efficient utilization of a pool of real
equipment. Through the consolidation of physical machines, we can save money
on energy, cooling, and administration. The use of live migration technology in
fog centers brings up new possibilities for physical machine consolidation. This
method allows for VM migration without interrupting their operation, allowing for
dynamicVM replacement across a cluster of nodes.We can condenseVMs into fewer
servers when we notice VM’s dispersion around the cluster without interrupting the



322 L. Barik et al.

services operating on the VMs. This is accomplished in this study. In this paper, we
implemented PhyMCons, a PM consolidation technique with two goals: reduce the
servers used as well as reduce the migrations frequency. PhyMCons was compared
to FFD, a widely used heuristic technique for bin-packing. The difference between
our challenge and the bin-packing problem is that we consider the cluster’s current
state, i.e., the mapping among VMs and nodes, before performing the procedure.
This data assists us in minimizing VMmigrations along with minimizes the number
of servers used.
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Particle Swarm Optimization-Based
Photovoltaic Maximum Power Tracking
Under Partial Shading Conditions:
Performance Analysis

Raju Bhoyar and Sanjoykumar Mishra

Abstract Withdrawal ofmaximumpower fromPVarrayunder variable atmospheric
condition is difficult due to its nonlinear power characteristics. Power characteristics
of PV array exhibit multiple peaks, and conventional maximum power point tracking
algorithms are not able to locate the global peak power point. Due to this working
deficiency of the conventional MPPT algorithms, output power of PV array could
not be optimized under variable atmospheric conditions due to power mismatch and
trapping of local minima under partial shading conditions. In this paper, comparative
performance analysis of previous various research approaches of particle swarm
optimization algorithm of maximum power point tracking is carried out on the basis
of performance parameters and their contribution. This comparative performance
analysis will contribute to help the researchers to locate the research gap and create
a scope for improvement in the performance of PSO method.

Keywords Photovoltaic (PV) · Particle swarm optimization (PSO) ·Maximum
power point tracking (MPPT) · Partial shading conditions (PSCs) · Differential
evolution (DE) · Global power point (GPP) ·Maximum power point (MPP)

1 Introduction

The world has already seen the solar power as the cheap and pollution-free energy
source to meet continuous need of electricity. However, cost of photovoltaic panels
is still not affordable to the common users of electricity. Therefore, recently, deni-
grating the price of photovoltaic panels has turned in to crucial design study [1].
Uses of solar photovoltaic systems are being elevating progressively in the form
of standalone systems and grid-connected systems. Basically, the output power of
any PV module is decided by solar irradiance and temperature. Maximal power can
be reduced from the PV source under consistent solar insolation. However, due to
nonlinear output of PV source is a big challenge to locate global peak power point
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on output characteristics. Further, characteristics of PV array depict multiple peaks
under non-uniform insolation and turned out to be complicated for tracking of global
peak among the various local peak points [2].

PV system can be built up to meet the estimated load demand. However, PV
system receives irregular solar irradiation due to partially shading of PV cells or
even modules due to adverse environmental conditions, replica of trees, buildings,
and other projected objects. Such situations are known as partial shading conditions
of PV system which can results in serious impact on the power output of PV system.
Bypass diodes are connected in PV system circuit to mitigate the effect of partial
shading situation. PV module or array configuration decides the number of strength
of the bypass diodes required in the PV modules [3].

For locating of optimal power point position on power characteristics of PV
system, various MPPT techniques have been deduced by many researches, namely
perturb and observe, hill climbing and incremental conductance. Most of developers
of PV systems use these techniques. These approaches are simple to implement, but
due to inadequate mind reasoning ability, these approaches could not able locate
global peak under the partial shading situations [4].

Many researchers have been working on nature-inspired optimization algorithm
for locating the global peak of PV characteristics. PSO is seen to be a simple coded
algorithm to complex PV curves. Basically, in PSO algorithm, real problem lies
in decisiveness of its working parameters and provides a feasible solution for early
tracking of globalmaximumpower point [5]. Practically, it is very uncertain to decide
the particle velocity vector parameters for early tracking of global peak of PV curve in
presence of the varied partial shading states. The guarantee of its practical feasibility
in extracting the global maximum power peak depends of its proper selection of
parameters.

Researchers are working on PSO algorithm involving most favorable parameter
selection for reducing the search region [6]. Even though the PSO has untimely
convergence which is its main pitfall, PSO can provide excellence in performance of
PV system operations [7].Most of the PV system uses perturb, and observe algorithm
is under the normal insolation conditions to fetch maximum power; however, it slips
to detect the universal maximal operating point under the partial shading conditions
[8]. To improve the performance conventional PSO algorithm necessary modifica-
tions in the search velocity equations successfully incorporated to reduce unjustified
movement of search particles to minimize the tracking time [9]. A nature-inspired
optimization algorithms, namely “Differential Evolution and Particle Swarm Opti-
mization” search procedures are used by PV industries in scheming maximal power
point tracking algorithms of PV system [10].

In snow-covered PV module, single diode five parameter PV model is enhanced
by the PSO algorithm [11]. Comparison of distinct particle swarm optimization
constructed algorithms on the ground of convergence speeds, and shading designs
indicate usefulness of its performance [12].

Improvement in conventional PSO search strategy for extracting of maximum
power from grid-connected PV system is presented and found improvedMPPT tech-
nique as compared to the conventional PSO technique [13]. Author elaborated detail
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study of swarm intelligence algorithms to motivate researcher to carry out further
research in computing techniques based on biologically based artificial intelligence
[14]. Nature-inspired optimization algorithms can manage the issues related with
management of high-dimensional data. Environmental conditions may affect the
dataset of optimization process [15].

In this paper, comparative performance analysis of developmental stages in the
algorithms of particle swarm optimization which are necessary for efficient tracking
of maximum power from PV source in all the listed literature’s in the reference
section is carried out.

Apart from Sect. 1 as introduction which introduces the background and provides
literature review, this paper is organized as follows—Sect. 2 describes the PV system
model; Sect. 3 illustrates PSO technique; Sect. 4 put forward the previous research
work on PSO algorithm approaches for PV MPPT, performance analysis of various
PSO algorithms based on parameters contribution of PSO approaches and imple-
mentation of hardware and simulation, and discussion is carried out in Sects. 5 put
together inferences of performance analysis as the conclusion part of the paper.

2 PV System Model

Basically, an accurate modeling of PV cell is necessary for designing the efficient
PV system. Researchers worked on PV cell modeling to reduce the complexity in
mathematical modeling and build up efficient PV cell model [16]. Practically, PV cell
has a relatively low efficiency, and therefore, to obtain the improved performance,
precise modeling of PV cell is needed. Mathematical modeling of PV cell under
partial shading conditions by selecting suitable parameters is carried out to implement
thePSOalgorithm for tracing of global power point of amulti-peakPVcharacteristics
system [17].

Figure 1 represents the PV cell model which is used for mathematical modeling
of electrical characteristics equations of PV cell. The model incorporates a current

Fig. 1 Model of a single-diode PV cell [11]
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Fig. 2 I–V and P–V characteristics of PV panel at distinct environmental situations

source, diode, shunt, and series resistances as shown in Fig. 1. Current source denoted
by Iph represents the PV cell current which is created when photons from solar
radiations falls on the cell. A shunted diode represents the PV cell. PV cell resistance
is denoted by Rsh known as shunt resistance, which existed due to impurity of PV cell
material. Rs represents resistances existed due to metallic junctions of PV cell and
external circuit [10]. Double-diode model provides better accuracy under variation
in ideality factor and saturation current in fitting of PV curves.

Figure 2 depicts current–voltage characteristics and power characteristics of PV
panel at distinct environmental situations. These characteristics shows variation of
PV voltage current and MPP at different irradiation and constant temperature.

The derived equation for PV characteristics of PV module is written as [11]:

I = Iph − Is

[
exp

(
V + Rs I

αoVt

)
− 1

]
− V + Rs I

Rsh
(1)

where Is represent the reverse saturation current of diode [11], α0 is the diode ideality
factor, and V t = N skT c/q represents the PV module thermal voltage.

3 Particle Swarm Optimization

Solution to the nonlinear equations by optimization process was initialized by James
Kennedy and Russell Eberhart using particle swarmmethodology in 1948 and devel-
oped an intelligent optimization algorithm in 1995 [3]. The PSO algorithm works on
social behavior of birds means the flocking movement of birds. In the particle swarm
optimization method, each bird can be treated as a particle and movement of particle
in a specific direction in search space as the bird takes the position during searching
of food in the space.

The optimization begins with participation of each particle and further continues
with the reporting of the local best particle, and global best particle is nominated as
Pbest andGbest. During search process, each particle adjusts its own place and velocity
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Fig. 3 Movement of particle
in the PSO process [2]

with reference to previous value of local best and global best positions. In search
space, all particles can move in such a pattern that they are gradually shifting toward
the best particle. Further, all particles moves continuously until a global solution is
achieved [12]. During this optimization process, the particles move the search space
in different directions as shown in Fig. 3 for first iteration.

Particle swarm optimization search procedure is uncomplicated and vigorous. It
can be efficiently applied for optimizing a variety of functions, basically nonlinear
functions.

It highly resides on hypothetical processes, like evolutionary programming. Being
a simple, this algorithm requires specifications of the problem under study and a few
parameters in view of obtaining the best solution to the study. Figure 3 depicts the
velocity vector vki, which represents velocity of each particle moving in the search
space.

PSO is described by the succeeding set of equations.

vk+1
i = wvk

i + c1r1 pbest + c2r2gbest (2)

sk+1
i = ski + vk+1

i (3)

Pbesti = ski (4)

f (ski ) > f (Pbesti ) (5)

where w is the weight coefficient, c1 is cognitive coefficient, and c2 social factor; r1
and r2 are the normalized random variables which uniformly lies between 0 to 1.

Equations (2) and (3) represent velocity andposition vector of searchparticle.Next
position of particle during search process is decided by itself previous best position
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pbest, and the previous best position is achieved throughout the searching particles
gbest. Equation (4) represents search particle best position, and the variable pbesti
reserves the best position of the ith particle. Equation (5) represents the optimizing
function f that ismaximized in each sequential cycle. The point gbest reserves themost
desirable position attained among all the particles involved in the search process.

4 Previous Research Work on PSO

Literature search from previous research work on maximum power tracking using
particle swarm optimization techniques is carried out. Many researchers have found
worked on significant approaches of PSO which have been presented as listed in
references. Key features of most of previous work are put forward as below.

4.1 Adaptive Perceptive PSO Algorithm

In this article, author proposed the algorithm which overcomes the disadvantages
of perceptive PSO algorithm for optimum power point tracking of PV modules
subjecting to partial shadowing. In adaptive perceptive PSO algorithm particle local
best position in the current iteration improves its performance, and its personal best
position is streamlined in next iteration to locate precisely the maximum power point
of a PV module [1].

4.2 A Novel MPPT PSO Algorithm

In this article, researcher developed a simple multidimensional search-based PSO
algorithm to control several PV arrays using suitable voltage and current sensors.
To prove its novelty, experimental comparison with various tracking techniques was
carried out [2].

4.3 A Modified PSO Algorithm

In this article, author proposed use of direct duty cycle control along with conven-
tional PSO algorithm to raise tracking veracity of maximum power point of PV
system. In modified PSO algorithm, steady-state oscillations can be dropped down
to zero by maintaining the constant value of duty cycle [18].
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4.4 A Modified PSO Algorithm

Author extended the work presented which is discussed in sub-Sect. 4.3. As per
authors’ perception, system design guidelines and practical design considerations
were not mentioned by authors [18] in their research paper. In this paper, author has
implemented design procedure through hardware limitations and modified the PSO
algorithm [3].

4.5 A Deterministic PSO Algorithm

Author introduced an idea to exclude the use of the random variable in the velocity
equation of conventional particle swarm optimization to reduce the search region
[4]. Due to this optimization process become simple and trapping of search agent in
the vicinity of global peak is possible in presence of partial shading situations [4].

4.6 Improved PSO Algorithm

In this algorithm, author focused on more practical facts, namely any PV cell failure
and shading circumstances, which can reduce the output power of PV module in
view of tracking time, response, and efficiency [19].

4.7 A Modified PSO Algorithm

In this article, author developed modified PSO algorithm which focused the initial
value selection for maximum power point tracking. For fast convergence, this paper
assimilated useful approach for determination of initial value of duty cycle with
reduced power fluctuations at global peak of PV Curve [20].

4.8 A Simplified Accelerated PSO Algorithm

Author proposed selection of search coefficients values to simplify the search process
and to reduce the computational needs of PSOalgorithm [21]. Testing of thismodified
PSO, algorithm under different shading conditions is carried out to locate the global
peak.
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4.9 A Forward–Backward PSO Algorithm

In this article, author presented PSO algorithm, which start the initial search from
both forward and backward direction, and best initial estimates obtained are used in
the further search process to narrow down the tracking time [22].

4.10 Electrical Wiring Reconfiguration of PV Array-Based
PSO Algorithm

In this article, author presented effect of changing the electrical connections of PV
array on output power of PV array under PSCs using PSOmethod. In this technique,
the electrical connections are changed keeping the physical location of the modules
remains unchanged [23].

4.11 An Improved PSO Algorithm

Author proposed modified version of a conventional PSO algorithm to solve the
practical problems and to locate the changes in shading patterns of PV array working
under PSC. Proposed version incorporates the manipulations’ in the values of the
velocity equation search agents’ coefficients and weight factors [24].

4.12 Optimal Parameters Selection of PSO Algorithm

In this PSO algorithm, author considered the solar array physical arrangement and
designed scheme and parameters of buck converter for best selection of PSO algo-
rithm parameters’ for withdrawal of maximum power of the PV system. In this work,
author used a novel new method for selection of buck converter parameters [6].

4.13 PSO Algorithm Based on Irradiation and Temperature
Measurement

In this research work, author presented the PSO algorithm based on temperature
measurements to increase the output power of PV array subjecting to partially shaded
conditions. This approach has reduced the complexity in framing of fitness function
and their by increasing convergence speed of the algorithm [25].
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4.14 Enhanced Leader PSO Algorithm

Author presented enhancing of the leader particle using successive mutation method
helping the proper convergence of leader particle to the global MPP point. Author
has used five-staged successive mutation strategy for enhancing the leader particle
and obtained more accurate parameters of PV model [7].

4.15 Modified Particle Velocity-Based Algorithm

In this approach, author proposed a modification in the weight factor and coeffi-
cients of velocity equation of PSO by introducing the adaptive values to them. This
algorithm reduces the search time in search space and results in reduction in the
oscillations around the global point [26].

4.16 High-Speed PSO Algorithm

In this algorithm, researcher presented sampling of PV curve using high resolution
analog-to-digital converter to obtain PV system terminal voltage corresponding to
peak power point. This fast-tracking approach works effectively both in uniform
and irregular insolation conditions with enhancing the performance parameters for
MPPT of PV system [8].

4.17 Hybrid PSO Algorithm

Researcher proposed hybrid algorithm using the conventional adaptive perturb and
observe and particle swarm optimization techniques [9]. Within algorithm, search
space isminimizedby implementing the search-skip-judgemechanism.Author tested
the proposed algorithm against the other methods, namely cuckoo search, modified
incremental conductance, the old approach of search-skip-judge, and the hybrid PSO.

4.18 Novel Initialization Scheme-Based PSO Algorithm

In this scheme, author proposed initialization of populations using a novel center-
based Latin Hypercube Scheme [10]. Author carried out relative analysis of results
of both differential evolutionary and particle optimization algorithms and figured out
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best parameter settings of both algorithms for optimum power position tracking of
PV system.

4.19 A Model-Based PSO Algorithm

In this PSO approach, author proposed simultaneous determination of unknown
values of PV model parameters with the use of the magnitude of temperature and
insolation present in the snow [11]. In variable snow situation, author used PSO
evolutionary algorithm for calculation of instantaneous values of proposed model
parameters of PV modules T.

4.19.1 Levy Flight-Based PSO Algorithm

In this article, author proposed elimination of steady-state power oscillation by
updating the step size of velocity byLevyflight of PSO forGPP tracking of PV system
under PSCs. In this algorithm by updating the step size of velocity of particle by Levy
flight, required iterations reduce to fewer one in order to increase convergence speed
with low steady-state oscillations [27].

4.19.2 Variant-Based PSO Algorithm

In this paper, author presented relative analysis of conventional PSO approach and
three different approaches of PSO. These three PSO approaches are works on timely
variation of velocity vector coefficients, namely inertial weight coefficient and accel-
eration coefficient. The performance is compared in accordance with convergence
rate under dissimilar partial shading patterns [12].

5 Performance Analysis of Previous PSO Works

Critical comparative performance analysis of previous research work of on various
approaches of PSO of PV maximum power tracking under different partially
shaded situations is carried out. The relative performance analysis is tabulated for
highlighting the performance parameters named as sensed parameters, algorithm
complexity, tracking time, tracking efficiency, dynamic response steady-state oscil-
lations, and PSC track ability, and contribution of various previous PSO approaches
is discussed in this paper. This analysis revealed uniqueness and significance of each
PSO maximum power tracking technique.



Particle Swarm Optimization-Based Photovoltaic … 333

5.1 Analysis Discussion

Various PSO algorithms published from the year 2010 to 2020 focused on control
parameter using suitable hardware and simulation platform to improve the PV perfor-
mance. Table 1 indicates performance analysis of PSO approaches on the basis of
various working parameters and Table 2 based on contribution made by them and
implementation of hardware and software simulation. Some researchers had focused
on rearrangement of PV module configuration while others on proper selection of
PSO parameters to extract the maximum power under partial shading conditions.
Performance analysis reveals that with the achievement of less tracking time and
reduced steady-state oscillations, tracking efficiency decreased somehow.

PV electrical wiring-based PSO technique requires only single sensor but suffers
to improve other performance parameters. Most of the PSO algorithms used V&I
sensing parameters and found better improvement if PV performance as compared
to the irradiation and temperature input parameters PSO algorithms. Each algo-
rithm has specific contribution under PSCs of PV system to reduce the temperature
effect on PV cell, reduction in cost of control system, improved convergence rate,
tracking efficiency, reduction in computational complexity, tracking time, system
cost, applicability to large PV system.

6 Conclusions

In this study, relative performance analysis of PSO-based maximum power tracking
algorithms which are presented in the Sect. 4 is worked out. Comparative perfor-
mance analysis is summarized in Tables 1 and 2, and an attempt is made to highlight
performance parameters and contributions of the different PSO approaches fetch the
maximum power from PV system. It is observed that PSO is simple to implement
and has an ability to fetch optimal power from PV array with various partly shaded
situations with reduced computational complexity. It also reveals that each approach
has its own uniqueness and significance. This comparative performance analysis will
contribute to help the researchers to locate the research gap and create a scope for
improvement in the performance of PSO method to increase in power dispatch by
any type of PV system subjecting to all type environmental conditions.
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Table 2 Performance analysis of previous works PSO approaches on contribution and implemen-
tation of hardware and simulation

PSO MPPT
algorithm

Ref.
year

Control
parameter

DC–DC
converter

Controller Contribution

Adaptive perceptive
PSO

2010 Duty cycle Buck MSP430FG4618 Applicable to
large-scale PV
system

A novel PSO 2011 Duty cycle Boost DSP TMS320C32 Reduction in
overall the cost
of the control
system

A modified PSO 2012 Duty cycle Buck–boost TMS320F240 DSP High
convergence
speed with high
tracking
efficiency

A modified PSO 2012 Duty cycle Boost DSC
PIC33FJ16GS502

For
centralized-type
PV system
operating under
PSC

A deterministic
PSO

2013 Duty cycle Buck–boost TMS320F240 DSP Improvement in
tracking speed
and efficiency

Improved PSO 2015 Duty cycle Boost PIC181F8720 Reduction in
tracking time
and improved
MPPT algorithm

A modified PSO 2015 Duty cycle Boost Arduino Parameter
initialization and
identifying the
optimal duty
cycle

A Simplified
accelerated PSO

2016 Duty cycle Boost PIC16F877A Computational
need is reduced
hence results in
speedy search
process

A
forward–backward
PSO

2017 Voltage NM Matlab simulation Improved search
process to reduce
tracking time

Electrical
connections of PV
array-based PSO

2018 Current NM Matlab simulation Critical cost
analysis, energy
saved, and
income
generation

(continued)
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Table 2 (continued)

PSO MPPT
algorithm

Ref.
year

Control
parameter

DC–DC
converter

Controller Contribution

An improved PSO 2017 Duty cycle SI-SEPIC OPAL-RT OP5060 For
centralized-type
PV system
operating under
PSC

Optimal
parameters’
selection PSO

2017 Duty cycle Buck Matlab simulation Buck converter
design and
parameter
selection

Irradiation and
Temperature PSO

2016 Duty cycle Boost Dspic4011 Temperature
effect on PV cell

Enhanced leader
PSO

2018 Current NM Matlab simulation Premature
convergence
problem is
alleviated

Modified particle
velocity PSO

2018 Duty cycle Boost TMS320F28069 For tuning of
velocity equation
parameters

High-speed PSO
MPPT

2018 Duty cycle Boost PI All type of PV
array at any type
of weather
situation

Hybrid PSO 2018 Duty cycle Buck–boost TMS320F240 DSP Reduced
unnecessary
movement of
particles

Novel
initialization-based
PSO

2018 Duty cycle Boost Matlab simulation Convergence
rate and solution
accuracy. and
effective
population
initialization

Model-based PSO 2019 Duty cycle Boost Matlab simulation To improve PV
performance
under snow
conditions

Levy flight-based
PSO

2020 Duty cycle Boost Matlab simulation No tuning of
velocity equation
parameters
requires

Variant-based PSO 2020 C1, C2, w NM Matlab simulation Reduction in
computational
complexity and
tracking time
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Electrical Resistivity Investigation
for Dam Site

D. S. Aswar, P. B. Ullagaddi, and S. D. Ambadkar

Abstract The resistivity surveys give the variation of electrical resistivity with the
depth. The vertical electrical resistivity sounding (VES) was carried out at Bhama
Askhed dam site approximately aligned with the dam alignment on downstream to
generate additional data to complement existing geological data. The VES interpre-
tations carried out using resistivity inversion (IR) and inverse slope method (ISM) to
generate resistivity interpretations for part of modelled area. The field resistivity data
is interpreted to obtain the true resistivity and the thickness of the ground layers. The
electrical resistivity (ER) cross sections showing the variation of resistivity with the
depth are also prepared. The findings of resistivity survey have complemented the
available exploration data. The study has also helped to identify the occurrence of
low-resistivity zones, which was missed earlier due to inadequate depth of geolog-
ical investigation. Low-density of dam foundation substratum towards spillway area
where the high seepage has occurred leading to EDA failure has been investigated.

Keywords Geophysical survey · Vertical electrical sounding · Resistivity cross
sections · Resistivity inversion · Inverse slope method

1 Introduction

Geophysical methods may be used as complementary tool for site investigation.
The resistivity method is used to study the horizontal and vertical variations in the
subsurface electrical properties. It can also contribute as a tool to optimize extent of
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investigation required by identifying the locations of anomalies for further investi-
gations. The electrical anomaly of substratum is mainly because of variations in the
rock resistivity. The verified results of geophysical survey can be extended to areas
of spare geological data. Geophysical methods have been extensively used in dam
investigations, as well as in the assessment of existing dam structures.

2 Study Area Bhama Askhed Irrigation Project

The Bhama Askhed Irrigation Project (18° 15′N, 73° 43′E), is situated on the River
Bhama, a right-bank tributary of River Bhima (Krishna Basin), at village Waki,
Taluka- Khed, Pune, Maharashtra (India). The project consists of 51.125 m high and
1425 m long earthen dam with gross storage capacity at FRL of 230.47 MCM and
55.5 m long ogee side spillway. During 2005, heavy seepage accompanied with the
dynamic spillway discharge forces, uplifted and displaces, thirteen concrete panels
(7 × 11 × 0.30 m each) of flip bucket type, energy dissipating assembly (EDA).
The structural failure of the EDA portion has occurred due to excessive seepage and
associated uplift pressure [1, 2]. The discussions here are mostly confined here to
analyse and interpret geological conditions leading to EDA failure.

3 Vertical Electrical Sounding

Proportion of current flowing beneath subsurface depth is a function of current elec-
trode separation AB. High electrode separations is, however, limited by difficulty of
working with lengthy cable and space availability on site [3]. The sounding loca-
tions were chosen considering the availability nearly horizontal, workable space for
electrode spreading. The site topography has limited the depth of geophysical explo-
ration due to limited scope of electrode separation. The tail channel area is with
rocky outcrop and deep-water gullies making it difficult for establishing electrode
contact points. The main purpose of vertical electrical sounding is to deduce the
electrical resistivity variation with depth and thus to interpret the geological subsur-
face characteristics. Considering the advantages and the suitability, theWenner array
was selected for VES [4]. The electrical resistivity survey was carried out with the
standard Wenner electrode array with current electrodes (AB) spacing varying from
1.5 to 200 m. The maximum current electrode separation used was AB = 200 m,
with AB/3= 65m. Electrical resistivity surveywas carried out along four geoelectric
traverses based on available space, as geoelectric profile-I, profile-II, profile-III and
profile-IV to obtain a possible coverage of the study area. Table 1 presents details of
geoelectric traverses conducted during the field survey.

VES was conducted at 25 VES stations (VES_1 to VES_25) distributed along
these traverses (Fig. 1). The profiles were orientation approximately parallel to dam
alignment on downstream, with combined length of 1450 m.
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Table 1 Details of
geoelectric traverses

Traverse lines VES stations Fore bearing Length (m)

Profile-I VES_1 to VES_4 33° 30′ 250

Profile-II VES_5 to VES_14 12° 550

Profile-III VES_15 to VES_20 9° 30′ 350

Profile-IV VES_21 to VES_25 9° 30′ 300

Left Abutment          Right Abutment

Fig. 1 VES stations and geoelectric traverse location

The spacing between the VES stations was 50 m. Number of profiles and number
of VES stations in each profile were selected based on available working space,
accessibility and field conditions.

3.1 Interpretation Methods

VES data yields apparent resistivity for various electrode separations. This data is
used to find true resistivity and depths of subsurface formations. The interpretation
of resistivity sounding data can be done in two stages,

1. Processing the data to get the geoelectric parameters in terms of resistivities and
depths/thicknesses of formations.

2. Geoelectric parameters interpretation for the nature of subsurface formations
based on geological understanding and correlative studies [5].

Qualitative Interpretation. A qualitativemethod indirectly displays the information
of the geological structure and the geological variations over the study area. The
qualitative resistivity interpretation carried out for study consists of observation of
the field sounding curve, isoapparent electrical resistivity maps, apparent resistivity
profiles, pseudo sections and resistivity cross sections.

Quantitative Interpretation. Field resistivity data was interpreted using inverse
slope method (direct method) [5] and automatic iterative inversion approach [6] to
obtain the geoelectrical section parameters, i.e. layer thickness and resistivity values.
The geoelectrical section parameters are obtained by plotting the sounding curves on
natural scale in inverse slopemethod (ISM).Whereas, the sounding curves are plotted
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on double logarithmic scale in resistivity inversion technique (IR). The true resistivity
obtained was used to generate iso-resistivity contour, thickness map and resistivity
profiles using SURFER software. The results are interpreted by correlating layer
resistivity and corresponding formation thickness with the nearest borehole data.

Resistivity Interpretation byResistivity Inversion (IR)Method. The vertical elec-
trical resistivity soundings were interpreted using inversion techniques to obtain
true subsurface resistivity, using computer-based inversion using software such
as IPI2Win and EarthImager [7]. The inversion method minimizes the difference
between themodelled andmeasured apparent resistivity. IPI2Win utilizes the geolog-
ical concepts and data along with the resistivity observations, instead of only direct
sounding curves inversion. Thus, providing equivalent resistivity solutions better
suited to both geophysical data (i.e. the least-fitting error) and geology.Output consist
of, resistivity curve, resistivity-depth table, pseudo cross-section and resistivity cross-
section. The IPI2Win software suggests a best-fitting model for the initial interpre-
tation for input sounding point data. The degree of uncertainty of the computed
model parameters and its fit with standard curve are expressed in terms of fitting root
mean square (RMS) error. A number of inversions reproduce the layer resistivity and
the corresponding layer thickness until the model parameters of the VES curve are
resolved with the fitting error. Model trial involves altering the number of layers by
means of splitting or joining them and changing the properties of the layers. Layer
boundary elevations are shown and calculated relative to surface elevations. Fix flags
allow the user to fix parameters for the inversion calculations. The nature and distri-
bution of different lithologic layers evidence by depth wise variation of resistivity
values. The simulated results of the 25 VES stations have disclosed the existence of
4–6 geoelectric layers.

Resistivity Interpretations by Inverse Slope Method (ISM). ISM was used for
quantitative interpretation of the vertical electrical sounding using Wenner configu-
ration. It gives reasonably dependable depth calculations undermost of the conditions
[5, 8]. The inverse of apparent resistance obtained (1/R) is plotted against theWenner
electrode separation ‘a = AB/3’ on a natural graph to detect layers at locations under
consideration. Near surface, very thin layers are suppressed in inverse slope method;
on the other hand, the effect of thinner deep layer is brought out clearly with ISM.
With the adequate data density, ISM is able to use linear plotting to trace even thin
layers buried at great depths. The ISM has enabled to distinguish distinct sublayers.
A single lithological layer identified using the inversion technique could be separated
into two or more sub layers by the ISM. This provided an additional advantage to
use ISM in this case study.
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Fig. 2 Resistivity sounding
curves (Profile-IV)

1 10 100

3.2 Geophysical Investigation Analysis—Sounding Curves
Interpretations

The apparent resistivity, ‘ρa’ values were plotted against the electrode spacing (a =
AB/3) on a double-logarithmic scale to obtain the resistivity sounding curve [9]. Fig. 2
represents such resistivity sounding curves for geoelectric traverse line along Profile-
IV.

Observations from these sounding curves reveals that the profile-IV showing
resistivity anomalies with depth. These low-resistivity zones in profile-IV towards
spillway section around 40 m may be corresponding to low-density formations. The
continuous rise in the sounding curve towards high-resistivity values indicates pres-
ence of a massive hard rock. However, the resistivity values decrease around 40 m
for Profile-I and for Profile-IV and at 30 m for Profile-II and for Profile-III. These
descends in resistivity values correspond to low-resistivityweaker zones at respective
approximate depths. However, all the profiles marked increase in apparent resistivity
values towards the end.

3.3 Isoapparent Resistivity Map

The qualitative interpretation involved isoapparent electrical resistivity maps and
geoelectrical pseudo sections. The apparent resistivity value (ρ1, ρ2, ρ3) of the
individual layer was used for the preparation of isoapparent resistivity maps using
Surfer software. These maps reflect the lateral variation of apparent resistivity over
a horizontal plane at a depth of interest. Assuming the ideal depth of investigation
for the Wenner configuration is approximately equal to the electrode spacing “a” or
1/3 of current electrode spacing (AB), the isoapparent electric resistivity maps were
constructed atAB= 102, 117,135, 150, 168, 183 and 201m. Thesemaps reflected the
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lateral variations of the electric resistivity at an approximate depth of about 30, 35, 40,
45, 50, 55 and 60 m as shown in Fig. 3. The right and left abutment (bank) directions
are assumed as looking towards the dam upstream, i.e. from downstream to upstream.
Typically, all the isoapparent electric resistivity map at approximate depth up to 60m
showing the consistent low-resistivity values even with the increasing depth towards
the northern area (around VES_23 and VES_24) towards the right bank spillway
section. However, the resistivity slightly improves towards extreme Northern area
after the depth of 55 m. These indicates the presence of uniform bedrock towards
the left bank, i.e. Southern part. The apparent resistivity profile, Fig. 4, shows the

Fig. 3 Stacked isoapparent resistivity map
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Fig. 4 Apparent resistivity Profile-VI (VES_21_25)

variation of apparent resistivity over the depth of substratum; the results are similar
to pseudo resistivity cross sections obtained in inversion resistivity method. These
apparent resistivity profiles are qualitatively easy to interpret compared to pseudo
resistivity sections. Based on apparent resistivity, variation over the depth different
lithological zones has been identified. The apparent resistivity profiles along the VES
traverse were plotted to reflect qualitative geologic setting, along these profiles using
Kriging data interpolation.

The obtained apparent resistivity values are low (40–50 � m) at the depth around
35–40 m (VES_22), 55–60 m depth (VES_23) and at depth 35–40 m (VES_24 and
VES_25), at the Northern soundings towards spillway areas. These sounding stations
show consistent low-density, saturated zones at the greater depths preceded by initial
high density, high-resistivity area. Profile-IV is indicating the likely low-density
trends towards spillway area where the high seepage has occurred leading to EDA
failure.

3.4 Interpretations of the Inversion Method

2D electrical resistivity pseudo cross section (apparent resistivity) and resistivity
cross section (true resistivity) were constructed based on VES data (VES_1 to
VES_25) along Profile-I, Profile-II, Profile-III and Profile-IV (Fig. 5.)

These provided a simple image, for qualitative interpretationwith spatial variation
of apparent (pseudo cross section) and true subsurface resistivity information [10].

The detected layers at VES stations show a wide range of resistivity values with
the last (deepest) layer showing very high resistivity normally for all the sounding
points. However, VES stations VES_8 (29.8 � m), VES_9 (37.9 � m), VES_10
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Fig. 5 2D electrical resistivity and geoelectric cross sections along the profiles III and IV

(17.4 � m), VES_19 (7.06 � m), VES_20 (44.7 � m) and VES_25 (23 � m) are
terminating into low-resistivity layers and needs further investigation for verification
of bedrock condition.

3.5 Inverse Slope Method Interpretations

Inverse slope method has enabled in distinguishing the sub layers, which correlate
well with bore logs. The resistivity data was analysed, and ISM interpretations were
carried out for all VES station (VES_1 to VES_25). Both IR and ISM interpretations,
based on their methodological approaches, have given slightly variable results.
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4 Result Comparison for IR and ISM

A. Layer thickness comparison for IR and ISM—In general, there was no specific
trend regarding obtained layer thickness for VES stations using IR and ISM,
however, for most of the cases, ISM is giving greater thickness for top layers
compared to IRmethod. In IRmethod, the lower layers get compressed on loga-
rithmic scale. In general, IR method shows a greater number of high resistivity
low-thickness layers, which is the limitation of this method. On the natural
scale ISM, decompress the layers at greater depth, identifying the better layer
resistivity variation at greater depth as compared to IR method. Thus, giving a
greater number of layers at greater depth.

B. Absolute Resistivity Comparison for IR and ISM—In general, ISM and IR
layer resistivity values show good agreement for top layer. VES_1, VES_18
compares well for both ISM and IR, whereas VES_2, VES_4, VES_6, VES_7,
VES_13, VES_16, VES_17, VES_19, VES_20, VES_21 show appreciable
correlation for top layers. IR method in general is giving very high-resistivity
value for the last layer with infinite thickness. The resistivity results show good
trend correlation for almost for all VES. The ISM for VES locations showing
a greater number of layers that there is larger variation in resistivity values for
stations, VES_11, VES_14, VES_15, VES_22, VES_23 and VES_25.

4.1 Correlation of Subsurface Resistivity with Existing
Borehole Data

There is a considerable overlap of resistivity values between different rock types.
In addition, the resistivity of rocks depends on degree of weathering, fracturing,
porosity, saturation, clay content and resistivity of pore water and the concentration
of dissolved salts. The given rock type can exhibit a large range of resistivity. Identi-
fication of a rock type is difficult based on only resistivity data. Since the resistivity
ranges of different earth materials have overlapping values, the calculated resistivity
values cannot be directly applied to the soil or subsurface rock without correlating
that with the subsurface formations. Correlation studies of resistivity and well data in
nearby area is essential to identify the formation. The interpreted results of the VES
are correlated with the available lithologs of the exploratory boreholes to establish
the correlation between resistivity and available lithological formations [11]. The
interpreted geoelectrical parameters from both IR and ISM results are correlated
with the nearest deepest borehole (Drill Hole -DH) as shown in Fig. 6.

The geoelectrical results obtained by the ISM are in good agreement with the
available descriptive lithological logs (ground truths). The subsurface model derived
by inverse slopemethod is more comparable with borehole data compared to conven-
tional curve matching-based inversion method. However, the reasonable correlation
was not observed for all the boreholes. The reasons may be due to insufficient depth
of these boreholes and the considerable distance from the VES stations. The average
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Fig. 6 Inferred geoelectric and geological sections, Profile-IV (ISM)

distance of the VES stations from boreholes were 285 m, 210 m, 200 m and 77 m
for profiles I, II, III and IV, respectively. It is very likely that the geology may show
changes over such considerable distance separation. Another possible reason may
be difference of ground elevation between boreholes and VES locations due to topo-
graphic relief. The VES locations are on the downstream of the dam alignments
and are on depressed floor elevation particularly for profile-I and profile-II. The
difference between the average elevation of Profile-I, Profile-II and corresponding
borehole location was more than 16.25 m and 8.5 m, respectively.

The ISM results show better correlations with borehole lithologs. Inverse slope
method is found to be more suitable for identifying the deeply located formations.
Hence, interpreted resistivity and thickness values by inverse slope method were
adopted for layer geoelectric properties correlation. The obtained absolute resistivity
from ISM was compared with known resistivity and associated lithology correlation
for Deccan Trap formation [12]. Table 2 represents the correlation of absolute resis-
tivity for theVES-25with the drill holeDH-112S (CH-599m) for identifyingpossible
lithology.

4.2 Isopach and Isoresistivity Distribution

The resistivity values for the individual layer have been used to prepare isoresis-
tivity maps showing distribution of electrical resistivity for each layer. The thickness
isopach map for each layer is also constructed showing individual layer thickness
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Table 2 Correlation of VES-25 with DH-112S/chainage CH-599 m

Borehole Data DH-112-S/-599 Geoelectric interpretation VES-25

Formation Tk. (m) Depth up
to (m)

No. of
layer

Tk. (m) Depth up
to (m)

ρ (� m) Formation

Overburden 2.20 2.20 1 3.5 3.5 12.83 Highly
weathered

Chlorophaeitic
compact
porphyritic
basalt with
plagioclase
phenocrysts

35.05 37.25 2 12.25 15.75 110 Jointed rock

3 26.75 42.5 54 Vesicular,
fracture and
jointed rock

4 3.25 45.75 34 Slightly
weathered

5 12.25 58 48 Vesicular,
fracture
jointed rock

variation. The layer thickness and layer resistivity contours are shown with colour
variation for each layer (Figs. 7 and 8).

True resistivity values for resistivity inversion (IR) and inverse slope method
(ISM). Both the methods have demonstrated high resistivity values for deeper layers.
The resistivity profiles plotted with these high magnitude values for isoresistivity
maps and resistivity profiles suppress and hinder the low-resistivity zones. Also,
for the Deccan Trap, higher resistivity value above 300 �m indicates hard massive
basaltic bedrock.

Considering these aspects, only for representation purpose (in Fig. 9), the high
resistivity values are rationalized to 300 � m and infinite thickness of the deepest
layer rounded to 100 m without losing their significance. These figures have helped
to locate the low-resistivity formations in substratum. Figure 9 shows low-density
formations around 30 m towards spillway section which may be a potential cause
for seepage problem.

4.3 Depth to Competent Bedrock at VES Stations

The resistivity of formation depends upon the characteristic of the element consti-
tuting the given geologic medium. Rock resistivity is affected by the degree of frac-
tures, weathering, porosity and saturation. The resistivity data obtained for both IR
and ISM method was interpreted in terms of bedrock availability. The comparison
of resistivity profiles showing variation of true resistivity with depth for both IR and
ISM. The respective profiles show considerable qualitative agreement. The respec-
tive profiles depict the similar trend of high true resistivity contour closer and their
approximate locations. However, there is quantitative difference for the absolute
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Fig. 7 Stacked layer absolute resistivity contour map (ISM)

layer resistivity and thickness. The differences are mainly due to the high range of
the resistivity values obtained for IR method.

The VES results revealed heterogeneous nature of the subsurface geological
sequence. The geologic sequence beneath the study area is composed of highly
weathered formation, slightly weathered soft rock formations, vesicular, fracture
and jointed rock, fracture and jointed rock, thick jointed rock, massive basalt rock
and highly massive basalt basement. It is also concluded from the study that the
depth to the competent bedrock is relatively variable by both resistivity inversion
and inverse slope method as shown in Fig. 10.

The depth to bedrock by IRmethod is in the range of 13–67m and for ISM is about
30–58m.The ISMgiving approximately 20–21%higher averagedepth to the bedrock
for left abutment and approximately 145% higher depth for right abutment. For the
right abutment (VES_21 to VES_25), resistivity inversion method has given the less
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Fig. 8 Stacked layer thickness contour map (ISM)

depth to bedrock because of occurrence of thin high-resistivity layer at comparatively
shallow depth (8.78 m, 2.17 m, 5.37 m, 2.03 m, 2.08 m, respectively). Thus, it has
failed to consider the average resistivity of layers underneath this thin layer. The
ISM decompresses the layers at greater depth identifying the better layer resistivity
variation at a greater extent as compare to IR. Thus, giving a greater number of layers
at greater depth. In IR method, the lower layers are compressed on logarithmic scale.
Each geoelectric layer obtained by the investigations is not exactly the response from
the individual litho units but the response of equivalent resistivity or the average of



354 D. S. Aswar et al.

Fig. 9 Profile-IV VES 21_25 (ISM)
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Fig. 10 Bedrock level comparison parallel to dam alignment

number of subsurface litho units. The resistivity variation observed in both methods
is justified based on the different approaches of these methods.

It is also deduced that the study area can support low to high engineering structures
as availability of competent bedrock normally around 30–40 m in most of the area
underlain by fresh basement rocks at comparatively shallow depth. The study area
can support engineering structures because of their shallow depths to the underlying
rock after removal of the overburden soil and weathered formations.

The subsurface model derived by inverse slope method (ISM) is more compa-
rable with borehole data compared to conventional curve matching-based resistivity
inversion method (IR). Overall, the vertical electrical sounding (VES) interpreta-
tion by ISM have shown substantial correlation with the geological exploration data.
(Fig. 6). The ISM is found to be more promising for interpretation of intermixed,
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Table 3 Average depth to competent bedrock at VES points

Method Depth to competent bedrock/foundation depth (m)

Left abutment (VES_1
to VES_7)

Middle portion
(VES_8 to VES_20)

Right abutment
(VES_21 to VES_25)

IR method 37 35 19

ISM method 43.8 42.7 45.5

Avg. foundation depth
adopted

7.49 26.71

Table 4 Weaker zones in foundation strata at VES points

VES station Approx. chainage
(m)

Inverse slope method (ISM)

Location Depth to bed rock
(m)

Remark

VES_3 700 Left abutment 39.00 Bedrock followed by
weaker section

VES_18 −42 Middle portion 54.00 Bedrock followed by
weaker section

VES_23 −340 Right abutment 39.50 Fractured Bedrock
followed by weaker
section

composite, non-stratified igneous formations. Table 3 shows the calculated average
depth to competent bedrock at the left abutment, middle portion and right abutment
of dam.

The competent bedrock is available normally around 30– 40 m for most of the
project area, which is underlain by fresh basement rocks. Resistivity survey has ascer-
tained the occurrence of existing weaker zones identified by core logs, and it has also
mapped the weaker zones in foundation strata at greater depth, which were unnoticed
due to insufficient depth of conventional exploration. Also, Table 4 shows the weaker
zones in foundation strata mapped using resistivity method. Towards the left dam
abutment (Irrigation Cum Power Outlet—ICPO section), the resistivity increases
with depth, implying less heterogeneity, thus indicating the consistent geological
formation there. However, more resistivity anomalies were observed towards dam
right abutment (spillway) section. These finding are in consistent with the known site
geology [13]. The result interpretation suggests that the failure at the spillway section
is likely due to seepage through these weaker zones (Figs. 3, 5 and 9). Therefore, it is
recommended that these low-density sections need to be grouted to the appropriate
depths.

VES results are also consistence with geological studies and Central Water and
Power Research Station, Pune findings. Towards spillway location there is low-
resistivity formation (35 � m) at depth of 40–45 m (Fig. 6) (Profile-IV) and Table
2. The results correlated with the geological data established that at the tail channel,
there is an occurrence of red Tachylytic basalt with lava matrix, near to the stilling
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basin area (energy dissipating assembly—EDA portion). The low-density Tachylytic
basalt with lava matrix formation that is sandwich between fractured and jointed
compacted basalt has seepage potential.

4.4 Limitations of Resistivity Methods

Resistivity interpretations may be ambiguous, thus, requiring independent conven-
tional geological controls for verification. At dam valleys, the results of resistivity
surveys are affected by the irregular terrain topography andbydifferences in electrical
properties of dry material at the abutments and the wet material beneath the valley
floor. The basic limitation with all 1-D resistivity inversion methods is that they only
consider vertical variations in the subsurface resistivity. The electrical profiling (EP)
is better than VES method for subsurface geological layers having lateral spatially
variable resistivities [14].

5 Conclusion and Recommendations

The primary objective of the study was to enhance the geological understanding
of site through resistivity study. A definitive conclusion cannot be drawn based on
the resistivity study alone. The findings of resistivity survey complement available
exploration data. After comparing the results, the following inferences can be made,

1. The basic purpose of investigation was to find depth of rock and major features
like fracture at different depths and profile of hard rock. Location of anomalous
foundation features and delineation of boundaries between overburden soil,
weathered zones and fresh rock.

2. Electrical resistivity method when combined and correlated with results of
the site exploration, improve overall geological understanding, subsequently
reducing risk in the overall analysis. The resistivity interpretations are consis-
tent with known site geology. The interpretation has ascertained the weak zones
identified in geological investigation. Hence, the resistivity method can be used
to identify problematic areas that needs careful consideration.

3. The electrical resistivity investigation has revealed the inadequacy of depth of
geological exploration at study site. Electric resistivity survey prior to core
drilling may have helped to plan the further detailed investigation and proper
site selection for spillway location. Dissimilarities between profiles and boring
log data can exist due to the heterogeneity of the site, as well as the resolution
capabilities and data smoothing associated with each method.
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An Extensive Study of SegNet Model in
Automatic Brain Tumor Segmentation
Using Multi-modal MR Scans

Suchismita Das, G. K. Nayak, and Sanjay Saxena

Abstract Glioma is one of the most dangerous types of brain tumor due to its
aggressive and fast-growing nature. Patients suffer from high grade survive very less
time as compare to other tumors. The main aim of this article is the analysis of the
SegNet performance on brain tumor segmentation in comparison to other encoder–
decoder models. SegNet model is implemented through its pooling indices which
takes less memory as compare to other semantic segmentation models. Also, the
preprocessing of medical images is performed to improve the accuracy along with
multi-parametric MRI scans. The experiment was computed on BraTs 2017, and the
model achieves dice score of 0.91 for complete tumor with FLAIR, core 0.92, and
0.86 for core and enhancing, respectively, with T1ce modality and 0.78 for edema
with T2-weighted MRI scan, and it outperforms the state-of-art.

Keywords MRIs · SegNet · Deep learning · AUC · Brain tumor

1 Introduction

Medical imaging and correct lesion segmentation from other brain artifacts in MRI
images of the brain will aid in giving an error-free diagnosis. Lesions have been a
cause of massive structural deformations that have often led to incorrect segmenta-
tion. It is very difficult task of evaluating and extracting correct information from
pathologic seimen due to their subjective and complex nature. From the statis-
tical analysis, 85–90% of all primary central nervous system (CNS) tumors [1] are
accounted by brain tumor. Malignant tumors are divided into two types: primary
tumors originated within the brain, and secondary tumors, spread to brain, originated
from other organs of the body. When it comes to glioblastoma, it is just a mere 7.2%.
The median survival has been observed to be only eight months. Since the tumors
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advance rapidly, it is stated that glioblastoma is the most aggressive and takes lives
quickly. Glioma, which develops from glial cells, is one of the most common malig-
nant tumor types [2]. It is categorized into low-grade glioma (LGG), which grows
slowly, and highly malignant tumors known as high-grade glioma (HGG), which can
be life-threatening. HGG is untreatable in some cases, even with advanced imaging,
radiotherapy, and surgical techniques. HGG segmentation is a challenging task [3,
4] due to cell mutations, irregular growth in multiple tissues, and the complex and
diverse nature of HGG. Treatment is also challenging because tumor characteristics
vary from patient to patient; therefore, it can be difficult to use a large number of
scans and volumes when attempting to visualize and quantify lesions.

High-grade gliomas are still untreatable [2] in few cases even having advanced
imaging, radiotherapy, and surgical methodology. In different imaging techniques,
magnetic resonance imaging (MRI) characteristics are considered one of the
preferred ways to diagnose [5, 6] a brain tumor as it creates a detailed and clear
picture than CT scans. Different contrasts images produced through multimodal
MRI protocols provide complementary information which helps in segmenting the
brain tumor and its surrounding tissues that are playing important role in diagnosis
and treatment of brain tumor. There are mainly three regions in brain tumor such as
necrotic and non-enhancing tumor, peritumoral edema, and enhancing tumor. The
most commonMRI sequences are native or T1-weighted, post-contrast T1-weighted
(T1ce),T2-weighted andfluid-attenuated inversion recovery (FLAIR)volumes.Each
one of these above modalities has a different contrast which helps in segmenting [6]
the sub-tumors through their characteristics.

Routine image acquisitions throughout the course of a patient’s lesion treatment
can overwhelmingly help medical facilitator’s in the best diagnosis, planning, and
treatment of a patient. There are different methods proposed for automatic segmen-
tation of brain tumor using traditional methods as well as machine learning [7, 8]
approaches. As described in [9], neural network, SVM, and clustering algorithms
outperform than the traditional methods such as threshold based, region growing,
and watershed. But, machine learning algorithms are based on selecting the feature
vector which influenced the performance in a greater way. To overcome this, now a
days, deep learning is achieving a great success and researcher’s attention in medical
image segmentation [10, 11] in which the deep features of the images are extracted
automatically through a series of convolutional operations; commonly used CNN
models are modified in different ways to make it flexible for image segmentation
operations.

The U-Net has been widely used architecture [12, 13] in medical image anal-
ysis. The model considers the full feature map during upsampling which makes the
network larger in terms of memory. To make the model memory efficient, the next
deep model known as SegNet encoder–decoder model is explored. In this work, an
automated deep learning-based brain tumor segmentation technique by well-known
SegNet encoding–decoding model [14–16] was implemented.
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2 Literature Survey

Automatic brain tumor segmentation is a complex and challenging task due to the
aggressive and variability characteristics of the tumor. Brain tumor segmentation is
through three generation. There is a numerous research going on cancer detection
by using three generation: traditional methods, machine learning, and deep learning
techniques [17, 18]. Here, some literature based on the brain tumor segmentation
using deep learning is discussed briefly.

Currently, deep learning convolution neural network is attracting the attention
in medical domain due to its automatic extraction of feature from the given input
image. It performs a set of convolutional operations on the input image and finally
produces a feature vector which is responsible to characterize the given image in
different fields of research. Semantic segmentation model SegNet is popularly used
by many researchers due to its memory-efficient algorithm [2, 15]. Hao Dong et al.
[2] proposed deep learning-based U-Net model which is also an encoder–decoder
model but takes more parameters and memory due to the skip connection operation.
They achieved a goodDSC for core and complete, but enhancing result is not so good.
Similarly, SalmaAlqazzaz [14] developed amodel to automatic segment brain tumor
by focusing the most effective features and information extraction from different
MRI scans using 3D dataset. Then, the MRI voxels are classified into tumor and sub-
tumor parts using SegNet model followed by a decision tree (DT). It takes nearly
about 3 days on a single NVIDIA GPU Titan XP and gives better accuracy for core
and enhanced region as compare to the state-of-the-art.

3 Methodology

The main aim of this study is to analyze the SegNet architecture in terms of brain
tumor segmentation. This is achieved in three main steps: a data preprocessing step
to remove biases and do the normalization of the given MRI dataset, a training step
to train the SegNet for all the modalities, and finally computing the performance in
terms of well-known segmentation metrics.

In this study, high-grade gliomaMRI dataset was considered, as low-grade glioma
patients are larger survival rate as compare to HGG. The most commonly used stan-
dard BraTS 2017 and BraTs 2018 dataset were taken for evaluating the results.
Preprocessing is carried out to minimize the different intensity inhomogeneity, arti-
fact such as scanner variability, patient motions. For noise removal, median filter is
applied to all 3DMRImodalities for each patient. The unwanted artifacts are removed
through N4ITK bias field correction [18, 19] to get better accuracy. Intensity normal-
ization is performed and then clipping the images automatically to smaller size. Due
to the suppression of background and focusing on only tumor portion, training time
and memory requirements are decreased along with the class imbalance problem.
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This model is a typical SegNet model [20] which is similar to the encoding–
decoding model depicted in Fig. 1. It consists of five encoding blocks and five
decoding blocks. The first two encoding blocks have two conv. operational layers,
and the next three encoding blocks contain three conv. operational layers. Instead of
the max pooling layer, a custom layer termed as Max-Pooling-WithArgMax is used
which performs typical max pooling on the feature maps with stride of 2 × 2 and
kernel size of 2×2but also stores the indexpositionof themaxpoolingpixels. Instead
of the upsampling layer, a custom layer termed asMax-UpSampling-WithArgMax is
used which uses the corresponding index values stored during encoding to upsample
the feature maps. The final layer of this model is a convolutional layer of kernel size
1× 1 and number of feature maps equal to the number of classes and is followed by
a sigmoid activation function to get a probability feature map. In our methodology,
ReLU is used in intermediate convolutional block, and sigmoid is used in output
layer to do classification. For faster convergence and enhanced performance, the
combined binary cross-entropy and dice loss function are taken as BCE dice loss for
our segmentation task.

Fig. 1 SegNet architecture used in our proposed work
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4 Results and Discussions

In this section, we are going to discuss regarding the dataset used for evaluation,
different model parameters, training details, and segmented results.

4.1 Implementation Details

The SegNet model performance has been examined and evaluated using the BraTS
2017 and BraTs 2018 data [9]. There are total 210 high-grade glioma and 75 low-
grade glioma patient subjects are available in BraTS 2017 dataset. There are total 210
high-grade glioma and 75 low-grade glioma patient subjects are available in BraTS
2017 dataset. Wherever, this study covers only 210 HGG patient dataset counted
by us. Due to low risk and high survive rate of LGG patients as compare to those
with HGG [21], these subjects are not included for the evaluation. The input image
slice is trimmed automatically to 192 × 192 after gone through data preprocessing
steps. The whole dataset of 210 patients is splitted into training and testing as 8:2
ratio. The training image dataset is again divided into training and validation data
randomly. To avoid the over fitting due to less number of images, data augmentation
is applied to the whole training dataset. To achieve an effective and efficient training,
the mini batch size was set to 32 image slices, and fixed number of epochs equals
to 100. In model, the Adam optimization [22, 23] is used with default learning rate
of 0.001. The Adam algorithm is an adaptive learning rates [24] methods which
computes individual learning rates for each parameter. Several evaluation metrics
were used to evaluate the segmented tumor sub-regions with the segmented ground
truth. Dice score compares the overlays between the predicted and the ground truth.
Other metrics include accuracy and IoU which are the standards for classification
tasks are used to get deeper insights about the predictions.

4.2 Experimental Results

The network structure and the number of trainable and non-trainable parameters of
the model are shown in Table 1. In SegNet, a total of 24,957,057 parameters are used;
out of which, 24,942,721 are trainable params, and 14,336 are non-trainable params.
While training through SegNet, its param requires 2.9 GBmemory for a batch size of
32 images which is memory efficient as compare to other encoder–decoder model.
In contrast to memory, SegNet model takes average16.5 h. training time for each
of the modalities. Whereas, SegNet stores only the pooling indices of feature map
during max pooling in turn requires less memory than other model. But, through the
experiment, it is observed that it takes higher computation time to reconstruct the
feature map from pooling indices in decoding phase.
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Table 1 Detailed structure of SegNet and encoder–decoder model

Layer type Output size Filter size No. of parameters (param #, total =
24,957,057
Trainable params: 24,942,721
Non-trainable params: 14,336)

Input layer 192 × 192 × 1 – 0

2 @ (Conv. + BN) 192 × 192 × 64 3 × 3 38,080

max_pooling 96 × 96 × 64 2 × 2 0

2 @ (Conv. + BN) 96 × 96 × 128 3 × 3 222,464

max_pooling 48 × 48 × 128 2 × 2 0

3 @ (Conv. + BN) 48 × 48 × 256 3 × 3 1,478,400

max_pooling 24 × 24 × 256 2 × 2 0

3 @ (Conv. + BN) 24 × 24 × 512 3 × 3 5,905,920

max_pooling 12 × 12 × 512 2 × 2 0

3 @ (Conv. + BN) 12 × 12 × 512 3 × 3 7,085,568

max_pooling 6 × 6 × 512 2 × 2 0

Upsampling layer 6 × 6 × 512 2 × 2 0

3 @ (Conv. + BN) 12 × 12 × 512 3 × 3 7,085,568

Upsampling layer 24 × 24 × 512 2 × 2 0

3 @ (Conv. + BN) 24 × 24 × 256 3 × 3 1,832,064

Upsampling layer 48 × 48 × 256 2 × 2 0

3 @ (Conv. + BN) 48 × 48 × 128 3 × 3 591,744

Upsampling layer 96 × 96 × 128 2 × 2 0

2 @ (Conv. + BN) 96 × 96 × 64 3 × 3 111,232

Upsampling layer 192 × 192x 64 2 × 2 0

2 @ (Conv. + BN) 192 × 192 × 64 3 × 3 74,368

Output layer 192 × 192 × 1 3 × 3 577

The performance of the segmentation is evaluated through most commonly and
useful metrics [25] for image segmentation: sensitivity, specificity, dice score, and
accuracy measurements. The detailed metric for each of the model is shown in Table
2. The above metrics calculate the efficiency of the algorithm regarding correctly
classifying a pixel if it belongs to tumor region. Next, we have considered the error
of prediction, i.e., the analysis is also carried out bymeasuring themean squared error
of the test dataset. In statistics, the mean squared error (MSE) of model measures the
average squared difference. SegNet is having MSE value of 0.021142694 between
the predicted and actual output. The segmentation results are demonstrated in Fig. 2
on different test images. Figure 2 depicted some semantic segmentation results in
visual form using SegNet model.

The SegNet model performance is also demonstrated through the different graphs
representing accuracy, dice, and IOU, versus number for iteration during training.
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Table 2 Performance for each of sub-tumor segmentation, #Acc: Accuracy, #Spe.: Specificity, #
Sen: sensitivity

Complete Core Enhancing Edema

Sen Spe Acc Sen Spe Acc Sen Spe Acc Sen Spe Acc

FLAIR 0.98 0.94 0.98 0.98 0.79 0.98 0.98 0.54 0.97 0.98 0.68 0.97

T1-weight 0.98 0.85 0.97 0.98 0.80 0.98 0.84 0.47 0.70 0.98 0.57 0.96

T1ce 0.98 0.87 0.97 0.99 0.93 0.99 0.99 0.89 0.99 0.98 0.69 0.97

T2-weight 0.99 0.91 0.98 0.99 0.86 0.98 0.99 0.61 0.98 0.98 0.68 0.97

Fig. 2 Segmentation usingSegNetmodel. From leftmost, images are as follows:MRI scans, ground
truth, tumor-flair, tumor-T1, tumor-T1ce, tumor-T2, respectively

Dice score is considered as one of the most common metric to evaluate the perfor-
mance of the segmentation algorithm.Themodel is evaluated here by using validation
dice scorewhich considered to bemaximized during training instead ofmean squared
error. Dice score is measured for individual image and then computed as overall dice
score for a set of validation data as shown in Fig. 3a. Similarly, Fig. 3b–d shows the
accuracy, IoU, and loss of the model during segmentation of the interested region
during training.

The research also demonstrates the performance in terms of receiver operating
characteristic (ROC) curve taken between false positive rate vs. true positive rate
and measures the area under the curve (AUC value) to analyze the performance of
classification of pixel in details. The AUC can be used to compare the performance
of two or more classifiers in absolute term: higher the AUC better the segmenta-
tion/classification. The details of AUC value for each of the sub-tumor segmentation
are shown graphically in Fig. 4. There is a similar trend in AUC values during
segmenting the sub-tumor region sing FLAIR, T1-weighted, T-weighted, and T1ce
modalities. For complete and edema region exaction, FLAIR and T2-weighted are
performing better as compare to T1-weighted and T1ce. Similarly, for core and
enhancing, the performance is better in T1ce as compare to other three modalities.
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Fig. 3 a Dice score versus iteration for sub-tumor segmentation. b Accuracy versus iteration for
sub-tumor segmentation. c IoU versus iteration for sub-tumor segmentation. d Loss versus iteration
for sub-tumor segmentation



An Extensive Study of SegNet Model … 367

0

50

100

150

200

250

300

350

Complete Core Enhancing Edema

R
O

C
 V

al
ue

FLAIR T1-CE T1 T2

Fig. 4 AUC/ROC value for complete, core, enhancing, and edema sub-tumor segmentation

The result also shows the model efficiency in terms of ROC curve (AUC) for sub-
tumor part with respect to the different modalities. The comparison of the proposed
model with other deep learning model is shown in Table 3.

5 Conclusion and Future Scope

In this paper, a SegNetmodel is analyzed in details in the field of brain tumor segmen-
tation. It efficiently and automatically segment a hole tumor along with its sub-tumor
parts. To increase the efficiency of the model, we have used the thresholding in selec-
tion of image slices for training and validation. Our results and analysis show that
our method performs well in segmenting each of the sub-tumors. Due to the pooling
indices used in SegNet, the model becomes memory efficient but takes more compu-
tational time. The edema region is also extracted which is not computed in most
of the research articles and got a satisfactory result in comparison to state-of-the-
art. Along with the model, we compare the different MRI modalities for extracting
different sub-tumor region. Post-contrastT1-weighted (T1ce)MRI scan outperforms
other three in segmenting the core and enhancing tumor region, while T2-weighted
is giving highest accuracy in extracting whole tumor and edema region. The research
can be further extended with performance analysis of SegNet with other encoding
models and can be ensemble to design a memory and computational efficient hybrid
model to get better accuracy.
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Table 3 Comparison of our method and other methods

Author Year Method Metric Dataset Complete Core Enhancing Edema

Yi [26] 2016 3D fully
CNN

DSC BRATS
2015
training
(HGG
+ LGG)

0.89 0.76 0.80 _

Dong [2] 2017 U-Net DSC BRATS
2015
training
datasets
(HGG)

0.88 0.87 0.81 _

Kamnitsas
[27]

2017 3D CNN DSC BRATS
2015
training
(HGG
+ LGG)

0.90 0.76 0.73 _

Xu [13] 2019 LSTM +
U-Net

DSC BRATS
2015
training
(HGG
+ LGG)

0.73 0.62 0.42 _

Alqazzaz
[14]

2019 SegNet +
RF

F1-score BRATS
2017
training
(HGG
+ LGG)

0.85 0.81 0.79 _

Lyksborg
[28]

2015 Ensemble
model

DSC BRATS
2014
training

0.81 0.697 0.681 _

Feng [29] 2020 Ensemble
model

DSC BRATS
2018
training
(HGG
+ LGG)

0.9114 0.8304 0.7946 _

Our model 2021 SegNet DSC BRATS
2017
training
(HGG)

0.85 0.91 0.88 0.83

F1-score 0.92 0.95 0.93 0.84

The result of our proposed method is given in bold to specify it clearly

References

1. Farmanfarma KK,MohammadianM, Shahabinia Z, Hassanipour S, Salehiniya H (2019) Brain
cancer in the world: an epidemiological review. World Cancer Res J 6(5)

2. Das S, Nayak GK, Saba L, Kalra M, Suri JS, Saxena S (2022) An artificial intelligence frame-
work and its bias for brain tumor segmentation: A narrative review. Comput Biol Med, 2022
Feb 19,105273



An Extensive Study of SegNet Model … 369

3. Wadhwa A, Bhardwaj A, Singh Verma V (2019) A review on brain tumor segmentation of
MRI images. Magn Reson Imaging 61:247–259

4. Angulakshmi M, Deepa M (2021) A Review on Deep Learning Architecture and Methods for
MRI Brain Tumour Segmentation. Curr Med Imaging 17(6):695–706

5. Das S, Bose S, Nayak G, Satpathy S, Saxena S (2021) Brain tumor segmentation and overall
survival period prediction in glioblastomamultiformeusing radiomic features.ConcurrComput
Pract Exp e6501

6. Das S, Nayak G, Saxena S, Satpathy S (2021) Effect of learning parameters on the performance
of U-Net model in segmentation of brain tumor. Multimedia Tools Appl 1–19

7. Duraisamy S, Muthukumaravel A. Automated frame work for brain tumor segmentation using
supervised learning method

8. Huang L, Ruan S, Denoeux T (2021) Belief function-based semi-supervised learning for brain
tumor segmentation. In: 2021 IEEE 18th International Symposium on Biomedical Imaging
(ISBI), pp 160–164. IEEE

9. Menze B, Jakab A, Bauer S, Kalpathy-Cramer J, Farahani K, Kirby J, Burren Y, Porz N, Slot-
boom J,Wiest R, Lanczi L (2015) Themultimodal brain tumor image segmentation benchmark
(BRATS). IEEE Trans Med Imaging 34(10):1993–2024

10. Krizhevsky A, Sutskever I, Hinton GE (2012) Imagenet classification with deep convolutional
neural networks. In:Advances inNeural InformationProcessingSystems, vol 25, pp1097–1105

11. Girshick R, Donahue J, Darrell T, Malik J (2014) Rich feature hierarchies for accurate object
detection and semantic segmentation. In: Proceedings of the IEEE conference on computer
vision and pattern recognition, pp 580–587

12. Ronneberger O, Fischer P, Brox T (2015) U-net: convolutional networks for biomedical image
segmentation. In: International conference onmedical image computing and computer-assisted
intervention. Springer, pp 234–241

13. Xu F, Ma H, Sun J, Wu R, Liu X, Kong Y (2019) LSTM multi-modal UNet for brain Tumor
segmentation. In: 2019 IEEE 4th international conference on image, vision and computing
(ICIVC), 2019, pp 236–240. IEEE

14. Alqazzaz S, Sun X, Yang X, Nokes L (2019) Automated brain tumor segmentation on multi-
modal MR image using SegNet. Comput Vis Med 5(2):209–219

15. Padalkar GR, Khambete MB (2018) Analysis of basic-SegNet architecture with variations in
training options. In: International conference on intelligent systems design and applications,
2018. Springer, pp 727–735

16. El Adoui M, Mahmoudi SA, Larhmam MA, Benjelloun M (2019) MRI breast tumor
segmentation using different encoder and decoder CNN architectures. Computers 8(3):52

17. Kaldera H, Gunasekara S, Dissanayake MB (2019) MRI based glioma segmentation using
Deep Learning algorithms. In: 2019 International research conference on smart computing and
systems engineering (SCSE), pp 51–56. IEEE

18. Cong W, Song J, Luan K, Liang H, Wang L, Ma X, Li J (2016) A modified brain MR image
segmentation and bias field estimation model based on local and global information. Computat
Math Methods Med 2016

19. Song S, Zheng Y, He Y (2017) A review of methods for bias correction in medical images.
Biomed Eng Rev 1(1)

20. Badrinarayanan V, Kendall A, Cipolla R (2017) Segnet: a deep convolutional encoder-decoder
architecture for image segmentation. IEEE Trans Pattern Anal Mach Intell 39(12):2481–2495

21. Banerjee S, Mitra S, Masulli F, Rovetta S (2019) Deep radiomics for brain tumor detection and
classification from multi-sequence MRI. arXiv preprint arXiv:1903.09240

22. Xue C, Zhang J, Xing J, Lei Y, Sun Y (2019) Research on edge detection operator of a
convolutional neural network. In: 2019 IEEE 8th Joint international information technology
and artificial intelligence conference (ITAIC), 2019. IEEE, pp 49–53

23. Huang CL, Shih YC, Lai CM, Chung VYY, ZhuWB, YehWC, He X (2019) Optimization of a
convolutional neural network using a hybrid algorithm. In: 2019 International joint conference
on neural networks (IJCNN). IEEE, pp 1–8

http://arxiv.org/abs/1903.09240


370 S. Das et al.

24. Kingma DP, Ba J (2014) Adam: a method for stochastic optimization. arXiv preprint arXiv:
1412.6980

25. Saxena S, Garg A,Mohapatra P (2019) Advanced approaches for medical image segmentation.
In Application of biomedical engineering in neuroscience. Springer, Berlin, pp 153–172

26. Yi D, Zhou M, Chen Z, Gevaert O (2016) 3-D convolutional neural networks for glioblastoma
segmentation. arXiv preprint arXiv:1611.04534

27. KamnitsasK, LedigC,NewcombeVF, Simpson JP,KaneAD,MenonDK,RueckertD,Glocker
B (2017) Efficient multi-scale 3D CNN with fully connected CRF for accurate brain lesion
segmentation. Med Image Anal 36:61–78

28. Lyksborg M, Puonti O, Agn M, Larsen R (2015) An ensemble of 2D convolutional neural
networks for tumor segmentation. In: Scandinavian conference on image analysis, 2015.
Springer, pp 201–211

29. Feng X, Tustison NJ, Patel SH,Meyer CH (2020) Brain tumor segmentation using an ensemble
of 3D U-nets and overall survival prediction using radiomic features. Front Comput Neurosci
14:25

http://arxiv.org/abs/1412.6980
http://arxiv.org/abs/1611.04534


A Parallelized Approach Toward Solving
the Weighted Consensus Model
for Classifying COVID-19 Infection

Nitin Sai Bommi and Sarath Kumar Bommi

Abstract CT scans are proved to be one of the best ways to identify the presence
of COVID-19 and diagnose the patients. To reduce the workload on doctors, many
researchers have come up with automatic classification techniques. However, all the
research was done to improve the proposed model’s accuracy. To improve the relia-
bility and robustness of predictions, recent work [1] focused on allotting weightage
to predictions. This paper aims at improving the performance of the existing one in
both reliability and computational terms. We compare different metrics’ ability to
compute the weights of the base models and show the computational time improve-
ment by parallelism. The proposed approach achieved about 4.2 speedup and an
efficiency of around 60%. The proposed parallelizable approach works best when a
bulk of test samples are to be tested to reduce the total testing time.

Keywords Machine learning ·Weighted consensus model · Parallel computing ·
COVID-19

1 Introduction

Thenovel coronavirus (COVID-19) disease has been labeled apandemicby theWorld
Health Organization (WHO), raising public health concerns worldwide. COVID-19
is a widely distributed and highly infectious virus transferred from infected people
through direct contact and indirectly through the air, surface and surroundings with
which infected people come into contact. Fever, dry cough, headache, weariness, loss
of taste and smell, and dyspnea are all symptoms of viral pneumonia in the lungs.
The fact that the majority of those infected have asymptotic symptoms exacerbates
the transmission of COVID-19. As a result, rapidly detecting the sick person’s symp-
toms is essential. The pandemic scenario is touching billions of people on a social,
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economic, and medical level. It is causing profound changes in social interactions
and educational environments and affecting many people’s lives.

Advanced technology is being sought by the healthcare industry tomonitor, detect,
and diagnose illness and quickly stop the spread of the COVID-19 pandemic. The
two most common types of diagnosis in today’s medical practice are RT-PCR and
CT scans. Even though the vaccination is available, detecting the sickness early
and immediately quarantining the person is critical to preventing the disease from
spreading. The RT-PCR’s sensitivity cannot always be overlooked. As a result, chest
CT scans and X-ray images are used as a substitute technique to diagnose COVID-19
infection because of their great sensitivity.

The objective of the paper is to improve the robustness of the existing model [1]
and to improve the testing time by parallelizing computations. The paper presents a
range of metrics and uses them to calculate the weightage. The computations are also
made quickly by using the idea of matrix multiplication. The paper is organized in
the following manner: Sect. 2 describes the previous work and also the limitations,
Sect. 3 elaborates the proposed methodology, Sect. 4 displays the results and Sect. 5
gives the conclusion and future scope.

2 Literature Survey

TheCOVID-Netmodel [2]was created to detect COVID-19 positive cases from chest
radiography pictures, and it has a sensitivity of 80%. They also introduced COVIDx,
an open-access benchmark dataset comprised of 13,975 CXR images across 13,870
patient cases from five open-access data repositories. Wang et al. [3] analyzed the
radiographic variations in infected patients using CT scans. They created a model
with an accuracy of 89.5% and employed the modified inception transfer learning
technique. Further, the diagnosis is made by the extracted features.

Narin et al. [4] used chest X-ray images to diagnose COVID-19 using DCNN-
based transfer models. They used the Inception-ResNetV2, InceptionV3, and
ResNet50 models for accurate prediction. They employed three binary datasets: X-
ray images of normal (healthy), COVID-19, bacterial, and viral pneumonia patients.
Zhang et al. [5] also developed a novel seven-layered CNN-based creative diagno-
sis model that detects COVID-19 in chest CT scans with a sensitivity of 94.44%, a
specificity of 93.63%, and accuracy of 94.03%.

Hussain et al. [6] proposed the use of plain chest X-ray and CT scan data to train
a new CNN model called CoroDet for automatic detection of COVID-19. CoroDet
was created to be an accurate diagnostic tool for two-class classification (COVID and
Normal), three-class classification (COVID, Normal, and non-COVID pneumonia),
and four-class classification (COVID, Normal, non-COVID viral pneumonia, and
non-COVID bacterial pneumonia). They used 1 class, 2 class, and 3 class classifiers
to attain accuracies of 99.1%, 94.2%, and 91.2%, respectively.

Zhang et al. [7] proposed a new method that combines DenseNet and the opti-
mization of transfer learning setting (OTLS) strategy. Different learning factors were



A Parallelized Approach Toward Solving the Weighted … 373

assigned to three layers: frozen layers, middle layers, and new layers using a compos-
ite learning factor (CLF). The proposed approach had sensitivity, specificity, preci-
sion, and accuracy of 96.35± 1.07, 96.25± 1.16, 96.29± 1.11, and 96.30± 0.56,
respectively.

2.1 Contributions of the Present Work

This paper is an extension to the base paper [1]. The contributions to the base paper
and the previous works are listed below:

– The paper uses different metrics to calculate the weights.
– The paper proposes a parallel computation approach to speed up the execution
time.

3 Methodology

The base paper [1] used basic Machine Learning models. We used the same base
models and a dummy model to strengthen our results. The models are individually
trained on the data and the weightage of each model is considered during the final
prediction. The weightage is calculated by normalizing the accuracies of the base
models on the test data. When working with imbalanced datasets, different assess-
ment measures are frequently required. Unbalanced classification problems often
evaluate classification errors with the minority class as more important than those
with the majority class, in contrast to traditional evaluation metrics that deem all
classes equally relevant. As a result, performance criteria that focus on the minority
class may be required, which is difficult because the minority class is where we lack
the necessary data to train an effective model [8, 9].

This paper presented a range of metrics during normalization and compared them.
The base models are used to calculate different metrics and the values are normalized
as shown below.

modeli denotes the metric value for the i th model

total_value =
k∑

i=1

modeli

weighti =
modeli

total_value

After the weights of different models for a metric were calculated, the base paper
used a sequential approach to calculate the base predictions and weights.We propose
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Fig. 1 Proposed parallelized
approach for base
predictions

a new parallelized approach toward solving the problem. Since the base models
use scikit-learn1 library throughout the experiment, the base predictions cannot be
parallelized.

However, the test data can pass through the five base models in parallel by using
multi-processing. This will allow us to compute the base predictions for each model
on a different processor. The time taken for these base predictions is affected by the
process taking the longest time to predict the test data. We found that the longest
process takes more than thrice the next longest model. So, to improve the time, we
divided the test set into three equal parts and ran the longest model to predict each
test part on three different processors. Figure1 shows how the longest process is
distributed over three different processes. So the time for this phase is the maximum
of all the processes.

For the weightage calculation part, we used matrix multiplications to parallelize
computations. The basic idea is that while finding the dot product of two matrices,
only one row and one column affect the corresponding output value. We formulated
the problem in matrix multiplication and performed dot product over the matrices.
The dimensions of different matrices and the steps are shown below.

ybase =

⎡

⎢⎢⎢⎣

y11 y12 . . . y1k
y21 y22 . . . y2k
... . . .

. . .
...

yn1 yn2 . . . ynk

⎤

⎥⎥⎥⎦

1 https://scikit-learn.org/stable/.

https://scikit-learn.org/stable/
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weights =

⎡

⎢⎢⎢⎣

w1

w2
...

wk

⎤

⎥⎥⎥⎦

yc1 = ybasec1 · weights

yc2 = ybasec2 · weights
...

ycm = ybasecm · weights

yconcat = [yc1 yc2 . . . ycm]

yfinal = max(yconcat)

where,
n is the number of samples,
k is the number of models,
c1 . . . cm are the different classes,
ybase is a matrix of size (n × k) and obtained by individual models’ predictions,
weights is a matrix whose elements are normalized as discussed above,
ybaseci is a matrix derived from ybase whose values are predicted as class ci ,
yconcat is the matrix obtained by stacking ybaseci side-by-side,
yfinal is the maximum of every row of yconcat.

4 Experimentation and Results

4.1 Data Description

To verify our results, we used two benchmark datasets [10, 11]. HUST dataset [10]
was used by the base paper. We followed the same approach for data-preprocessing,
like loading the images as gray scale, resizing the images into (150, 150) pixel and
using min-max normalization to bring the scale of different images between 0 and 1.
We split the dataset in the ratio of 9:1. Some distribution of data is shown in Table 1.
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Table 1 Data statistics of different datasets

Dataset nCT niCT pCT

HUST [10] 9979 5705 4001

Mendeley [11] 2628 – 5427

4.2 Metrics Used

We used a range of different metrics other than accuracy like: f 1-score, precision,
recall (sensitivity) and specificity. The formulas for calculating each of thementioned
metrics are given below.

speedup = timesequential
timeparallel

efficiency = speedup

nprocessors

accuracy = TP+ TN

TP+ TN+ FP+ FN

precision = TP

TP+ FP

recall (sensitivity) = TP

TP+ FN

specificity = TN

TN+ FP

f 1-score = 2 · precision · recall
precision+ recall

where,
TP stands for true-positive,
FP stands for false-positive,
TN stands for true-negative,
FN stands for false-negative.
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4.3 Performance Analysis

We performed all the experiments to note consistent results, including duplicating
the base paper on an i5 octacore 8 GB RAM machine. The time taken by differ-
ent approaches (sequential and parallel) with different weighted metrics on the two
datasets is given in Table 2. The improvement in the time taken between sequential
and parallel approaches is by matrix multiplication. The time taken to predict the
base predictions is the time taken by the longest processor. The time taken to execute
the parallelizable part in the sequential model is approximately 12 s. In contrast, the
proposed method was able to execute it in just 0.00035 s on average with Mendeley
data. Similarly, the sequential approach took around 73 s. In contrast, the parallel
approach took only 0.00098 s on average with HUST data. The k-NN algorithm took
most of the time as it compares the input image to all the training data and selects
the data with a minimum distance metric (879s).

Speedup and Efficiency on HUST Data The k-NN model took 879s to calculate
the base predictions. So it is split into three processes which now take 293s each.
So the time taken for the base predictions phase is 293s. The time taken to compute
weighted prediction is 0.00098s. So the speedup is calculated as:

speedup = 1233.314

293.556
= 4.201

efficiency = 4.201

7
= 0.6

Speedup and Efficiency on Mendeley Data The k-NN model took around 561s
to calculate the base predictions. So it is split into three processes which now take
187s each. So the time taken for the base predictions phase is 187s. The time taken
to compute weighted predictions is 0.00035s. So the speedup is calculated as:

speedup = 764.427

187.415
= 4.079

efficiency = 4.079

7
= 0.583

Since k-NN is distributed among three processes and the remaining base models
are run in single processor each, there are 7 processors in total.

4.4 Comparison of Results

Figure2 shows the confusion matrices for different metric-normalization approaches
on HUST dataset [10]. We see that there are no changes in the confusion matrices
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Table 2 Execution time by the proposed model on the two datasets

Dataset Mode of execution Weighted metric Time taken (in s)

HUST Sequential Accuracy 1233.314

Parallel Accuracy 293.556

Precision 293.556

Recall 293.556

Specificity 293.561

F1-score 294.557

Mendeley Sequential Accuracy 764.427

Parallel Accuracy 187.415

Precision 187.415

Recall 187.415

Specificity 187.416

F1-score 188.015

(a) Accuracy (base paper) (b) Accuracy (c) Precision

(d) Sensitivity (e) Specificity (f) F1-score

Fig. 2 Confusion matrices of different metric-normalization approaches on HUST dataset

as all the models are on par with similar values for all metrics. So the weightage
is almost equally distributed with small absolute changes. Since we used only five
models to dominate a class, the weightage should be high enough. Sowe introduced a
dummymodel that always classifies an image based on the frequency. The confusion
matrices for theHUST andMendeley datasets are shown in Figs. 2 and 3 respectively.
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(a) Accuracy (base paper) (b) Accuracy (c) Precision

(d) Sensitivity (e) Specificity (f) F1-score

Fig. 3 Confusion matrices of different metric-normalization approaches on Mendeley dataset

5 Conclusions and Future Scope

This paper produced an improved approach to reduce the testing time and metric-
normalization comparison to find the best metric to normalize and find the weights.
The proposed method works exceptionally well and fast. However, due to the quality
of the data, all models are trained with high and similar accuracies. If some models
perform poorly on the data, this will show robust and reliable results.

In the future, we want to extend the work with other models with less predicting
time and try to parallelize even more to compute predictions for millions of images
in under 1 s and ease the load on the doctors and prepare for future outcomes.
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An Integrated Approach to Reduce Class
Imbalance

B. Manjula and Shaheen Layaq

Abstract The most challenging task in the software development life cycle is to
defect management as early as possible to increase reliability. Most of the avail-
able defect predicting methods suffer from class imbalance problem. In this paper,
classification is done after resolving the class imbalance by balancing defects and
non-defect records. Our proposed algorithm class imbalance reduction using K-
nearest neighbor (CIRKNN) algorithm is contrast to synthetic minority oversam-
pling technique (SMOTE) which is considered as base and most popular machine
learning algorithm for handling class imbalance problem. The basic concept behind
SMOTE is that it tries to balance the majority and minority classes by picking the
random sample from minority class. But, drawback is that randomly selecting initial
sample may not be appropriate. So, our proposed algorithmCIRKNN integrates both
centroid and K-nearest neighbor (KNN) concepts to balance the datasets. To eval-
uate performance from the repository of PRedict or Models in Software Engineering
(PROMISE), open-source software defective datasets of about forty were collected
and passed to CIRKNN for balancing; after balancing, these were passed to eight
different classifiers, and six measures of performance were also done. By cross-
examining the forty-eight accuracy values generated by CIRKNN and SMOTE, we
observed that thirty-eight values of CIRKNN are showing good and improved perfor-
mance, and ten are showing equal performance. Finally, our algorithm outstands in
overall performance and showed good accuracy than SMOTE.

Keywords Classification · Class imbalance · Oversampling · Software defect
prediction

1 Introduction

Today, thewhole universe ismoving toward digitalization. To performdigital transac-
tion, humans are focusing on software-based system. The accuracy of software-based
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application depends upon its quality [1]. The quality of software application is good if
it contains no defects. If it contains defects, maintaining that defects becomes costly,
waste of time, and it cannot withstand in the market. It is better to use software defect
prediction methods [2] to identify the defects at an early stage and to overcome the
defects in less cost. Machine learning algorithms contain many defects prediction
methods, but most of them suffer with the class imbalance problem. The results
generated by machine learning algorithm in the past do not show good accuracy if
it contains problem of imbalance in a particular class [3]. When a particular class
contains greater observations than that of other class, then class imbalance occurs.
Here, the greater observation class is represented as the majority class, and the lesser
observation class is represented as the minority class. When such imbalance dataset
is passed to classification, we get an inaccurate result, and it may lead to misclassifi-
cation. So, there is a need to balance between two classes, and later classification has
to be done. Figure 1 shows a software application dataset. The software application
dataset consists of non-defect (ND) and defect (D) data samples, and if we observe,
the non-defect samples are more than that of the defect samples. The more count of
the non-defect samples forms the majority class, and less count of the defect samples
forms the minority class.

Now, here our software application dataset is facing an imbalance problem.At this
point if we perform classification on this dataset, wemay lead to wrong classification
as the outcome will be in support of the greater observation class (the non-defect
class). In Fig. 1, it contains less count of the defect samples, but in terms of cost,
there are more valuable. To get accurate result, the imbalance defect and non-defect
data must be balanced, and later classification has to be done to get good accuracy
result.

Fig. 1 Software application dataset
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Thediverse samplingmethods are suggested andused to convert imbalance dataset
to balance dataset. By making dataset as balance, its accuracy will increase.

1.1 Contribution of Research

1. A complete new frameworkwas designed. Firstly, we collected imbalanced data
related to software defect from PROMISE repository.

2. We proposed a new integratedmethod known as class imbalance reduction using
K-nearest neighbor (CIRKNN). In this proposed algorithm, we integrated the
concept of central tendency and K-nearest neighbor. New samples were created
between them till defect and non-defect class are balanced.

3. After making data as balance using integrated method CIRKNN, it is passed to
perform classification, and performance was calculated.

4. The calculated performance of CIRKNN was compared with the SMOTE, and
CIRKNN showed better performance than SMOTE.

2 Associated Work

The class imbalance problem is addressed with many machine learning algorithms
by taking software defect prediction (SDP) as basic application. The class imbalance
in SDP is considered by various methods which are categorized as data based and
algorithm based.

The data-based method modifies observations either by incrementing or decre-
menting. The methods such as oversampling randomly, undersampling randomly,
and SMOTE come under it. The cons of data-based method are losing or replicating
of some important data.

The best algorithm-based methods [4] are ensemble and cost sensitive. Bagging
and boosting come under ensemble methodswhich try to resolve the class imbalance
present in SDP. In cost-sensitive [5] (CS) method, different misclassification costs
are assigned to different classes. In SDP, the defective observations are assigned with
big misclassification cost, and non-defective observations are assigned with small
misclassification cost. By which the defective observations are been identified. The
cost boostingmethod for SDPwas proposed byKhoshgotaar et al. [6]. Cost-sensitive
boosting using neural networks for SDP was proposed by Zheng [7]. Arar and Ayan
[8] studied CS neural network. The two classifiers such as CS feature selection and
CS neural network were present in two stages CS learning for SDP proposed by Liu
et al. [9]. The dictionary learning and random forest [2] were combined with CS by
some researchers. CS was also used in the CPDP scenario [10]. Whatever it might
be setting of cost value for CS is still a big problem. The weighted least squares twin
support vector machine (WLSTSVM) was used to developed SDP system by Omar
and Agarwal [11], where greater value was assigned to defective observation and
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smaller value to class with non-defective observation. The famous KMFOS method
introduced byGong et al. [12] creates different observations in the defective space. In
KMFOS, the ‘K’ number of clusterswas created for defective samples usingK-means
clusteringmethod, and later new observationswere created using interpolation. Eight
different classifiers were used by Sohan et al. [13] to overcome class imbalance
problem in CPDP. Song et al. [14] conducted various experiments and concluded
that for highly imbalanced software defect prediction datasets, imbalanced learning
could be considered. To evaluate the inconsistency between imbalanced dataset and
balanced dataset, Sohan et al. [15] stated that SDP gets affected if there is no balance
between the class with defective and non-defective observations. Whatever might be
CS methods still faced the problem of assigning correct cost and ensemble methods
faced problem with increase of classifiers as complexity increases.

3 CIRKNN: An Integrated Method

Our integrated method CIRKNN can be explained with a proposed framework as
shown in Fig. 2. Here the imbalance dataset is collected first from the real world, and
from which minority data samples are selected and passed to SMOTE and CIRKNN

Fig. 2 Proposed framework
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algorithm. In turn, both algorithms generate balanced dataset which are passed to
eight classification methods, and later performance of both is calculated.

3.1 Imbalance Dataset and Minority Data Samples

Firstly, the imbalanced defective dataset has to be taken. Now, let us denote that
imbalanced defective dataset as IMDS where it consists of set of ‘m’ records which
is shown in Eq. 1.

IMDS = {b1, b2, b3, . . . , bm} (1)

where each bi lies between 1 and m values (1 ≤ i ≤ m). Here, each record represents
the particular component in the application, and it consists of attributes (software
measure) of size ‘n’. To keep count of bugs, an extra attribute bug is used as class
label. If the counter value of bug is greater than zero, it is the defective module, and if
bug value is equal to zero, it is non-defective module. To represent this 0 or 1 value,
a little bit of preprocessing is required. Divide this imbalance defective dataset into
two classes: defective (minority) and non-defective (majority) class. Let us denote
defective class dataset as Dm and non-defective class dataset as DM , respectively.
Now, minority class dataset (Dm) is passed to both SMOTE and CIRKNN algorithm.

3.2 SMOTE Algorithm

SMOTE has shown best performance in balancing the imbalance dataset, and it is
widely used. It selects a random sample from minority class and finds its nearest
neighbor. Then new random observations or synthesized data are created in between
the chosen random observation and its nearest neighbor. An algorithm for SMOTE
process can be explained in Algorithm 1.

Algorithm 1 SMOTE_PROCESS

1. Collect the imbalanced dataset and identify the minority class.
2. A random sample is selected from the minority class, its nearest neighbor is

known, and difference between them is calculated.
3. Generate random number between 0 and 1 and multiply with the difference

which is calculated in step 2.
4. By adding the random number to the feature vector, identify the new point.
5. Repeat steps 3 to 4 for all feature vectors.

Drawbacks of SMOTE are as follows:

1. If random number is not selected properly, the whole accuracy reduces.
2. Space and time complexity is high.
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3. It is sensitive to outliers.
4. As training data size grows, system becomes slower.
5. It does not perform effectively as dimensionality increases.

3.3 CIRKNN Algorithm

The CIRKNN is our proposed integrated algorithm. It takes minority class samples
and calculates the centroid. From that center sample, it calculates the K-nearest
neighbor. The working model of CIRKNN is shown in Fig. 3.

After calculating K-nearest neighbor, it arranges all the KNN in increasing order
and picks first sample with least distance from the centroid. Later, new samples have
been generated in between the centroid and first nearest neighbor by using following
Eq. 2.

(distance from centriod to first Nearest Neighbour)

3 + (random number between 0 and 1) ∗ centroid (2)

After generating new samples, these new samples are adjoinedwithminority class.
Same task is redone for the second nearest neighbor to the centroid, and this process
repeats until the majority and minority class samples are balanced. Here, the biggest
task is selecting of the ‘k’ value for KNN. It has to be selected properly neither too
small nor too big. There is no basic proper method for selecting an exact value for
‘k’. So, a ‘k’ value has to be selected randomly and dependent on the amount of
oversampled (new) data required. In our work, we have taken the ‘k’ value as five,
and it showed good accuracy. An algorithm for CIRKNN process can be explained
in Algorithm 2.

Fig. 3 Demonstration of
proposed CIRKNN method

M 

Minority class Majority class

Centroid 

      Data Points
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3.4 Balance Dataset

From the generated balance dataset, we have considered 20%data records for testing,
and the 80%of left recordswere assumed as training data and passed to the classifiers.

3.5 Classification Algorithms

For testing our work performance, the best eight classifiers have been selected which
are mentioned below.

AdaBoost. AdaBoost (AB) [16] is popularly known as ensemble machine learning
method. To improve performance of low classifiers, it combines all low performing
classifiers into one.

Decision tree. One of the supervised learning techniques is decision tree [17] (DT).
It is a tree structured classifier. It consists of internal nodes, branches, and leaf nodes.
Initially, the root node is considered for classification. The root value is compared
with other values, and branching or jumping is performed. At next round, the values
are compared with sub-node and move further. The process ends when data values
are completed, or it reaches the leaf node of the tree.

Extra Tree. Extremely randomized trees [18] (ET) classifiers are ensemble learning
technique. The multiple-related decision trees present in the forest are aggregated.
From the original training sample, each decision tree is constructed. The construction
processes of the decision tree and random forest are different.

Gradient Boosting. Gradient boosting (GB) [19] uses a weak prediction model to
generate a classification model. It uses stage-wise method to create the final model.
To perform the operation, it requires three things: a loss function to be optimized, for
prediction a weak learner, and to add weak learners to minimize the loss function,
an additive model is required.
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K-Nearest Neighbor (KNN). KNN [20] is a simplest supervised machine learning
technique. Its strong assumption is that all the related observations are very close to
each other. It selects the K-neighbor depending on their distance where K is the user
specified parameter.

LogisticRegression. One of themostly used statistical learning techniques is logistic
regression [21] (LR). It is used when more than one independent variable values are
present. It tries to find the connection between the set of independent variables and
class label.

Naive Bayes Classifiers. Naive Bayes [22] (NB) classification is a machine learning
model which is dependent on the basic model of Bayes formula. Here, it is supposed
that the features are not dependent. It finds the chance of occurring an event A when
an event B has occurred. Naive Bayes can be given by Eq. (3)

p(H |M) = P{M |H}P(H)

P(M)
(3)

where

P(H) is the prior probability of class H.
P(M) is the prior probability of data instance M.

p
(
H/

M

)
is the possibility of H when M stated.

P
(
M/

H

)
is the posterior probability of data instance M on class H.
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Table1 Confusion matrix Predicted negative Predicted positive

Actual negative TN FP

Actual positive FN TP

Random Forest. Random forest [23] (RF) is a well-known machine learning tech-
nique. All the decision trees have been combined and form a random forest. While
splitting a node, it takes only a random subset feature into account. Replacement
sampling is used in the random forest; while testing all the trees, prediction is
considered; later their average is performed; the final prediction has been done.

3.6 Comparison

To evaluate the performance, six classifier measures have been used which are shown
by Eq. 4–9, and matrix of confusion is used shown by Table 1.

Sensitivity or Recall = True positive

True positive + False Negative
(4)

Specificity = True Negative

True Negative + False Positive
(5)

Geometric Mean = √
Sensitivity * Specificity (6)

Precision = True Positive

True Positive + False Positive
(7)

F - Measure = 2* Recall* Precision

Recall + Precision
(8)

Accuracy = True Positive + True Negaive

True Positve + True Negative + False Positive + False Negative
(9)

4 Experimental Results

From the tera-PROMISE repository [24], forty open-source datasets were consid-
ered which were related to software defect prediction, and in which, minority class
percentage was found very less. Each dataset consists of twenty software metrics.
The comparative result analyzing CIRKNN over SMOTE by using six performance
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Table 2 Comparative result of CIRKNN over SMOTE

Classifier Accuracy Precision Recall

SMOTE CTRKNN SMOTE CIRKNN SMOTE CTRKNN

AB 0.83 ± 0.11 0.85 ± 0.10 0.85 ± 0.12 0.87 ± 0.12 0.82 ± 0.12 0.82 ± 0.11

DT 0.82 ± 0.10 0.83 ± O.ll 0.82 ± 0.10 0.82 ± 0.13 0.83 ± 0.12 0.83 ± 0.11

et 0.79 ± 0.12 0.82 ± 0.11 O.77 ± 0.13 0.82 ± 0.12 0.80 ± 0.13 0.84 ± 0.11

CB 0.83 ± 0.12 0.84 ± 0.10 0.83 ± 0.12 0.85 ± 0.11 0.81 ± 0.15 0.83 ± 0.11

KNN 0.81 ± 0.12 0.82 ± 0.12 0.82 ± 0.14 0.85 ± 0.12 0.79 ± 0.15 0.79 ± O.14

LK 0.80 ± 0.11 0.81 ± 0.10 0.80 ± 0.10 0.81 ± 0.11 0.78 ± 0.15 0.80 ± 0.14

NB 0.72 ± 0.12 0.78 ± 0.11 0.80 ± 0.14 0.87 ± 0.11 0.60 ± 0.25 0.65 ± 0.22

RF 0.85 ± 0.10 0.87 ± 0.09 0.89 ± 0.11 0.89 ± 0.10 0.87 ± 0.10 0.86 ± 0.11

Classifier F-measure Specificity Geometric mean

SMOTE CTRKNN SMOTE CIRKNN SMOTE CIRKNN

.AB 0.83 ± 0.11 0.84 ± 0.10 0.86 ± 0.12 0.87 ± 0.11 0.84 ± 0.11 0.85 ± 0.10

DT 0.82 ± 0.10 0.82 ± 0.12 0.81 ± 0.11 0.82 ± 0.12 0.82 ± 0.10 0.83 ± 0.11

ET 0.78 ± 0.12 0.83 ± 0.11 0.78 ± 0.12 0.81 ± 0.13 0.79 ± 0.12 0.82 ± 0.11

CB 0.82 ± 0.13 0.84 ± 0.10 0.85 ± 0.11 0.86 ± 0.11 0.83 ± 0.12 0.84 ± 0.10

KNN 0.80 ± 0.13 0.82 ± 0.12 0.83 ± 0.14 0.86 ± 0.12 0.81 ± 0.12 0.82 ± 0.12

LR 0.80 ± 0.12 0.80 ± 0.11 0.82 ± 0.10 0.82 ± 0.09 0.80 ± 0.11 0.81 ± 0.10

NB 0.66 ± 0.19 0.73 ± 0.18 0.84 ± 0.15 0.91 ± 0.10 0.68 ± 0.16 0.75 ± 0.14

RF 0.85 ± 0.09 0.85 ± 0.09 0.89 ± 0.10 0.90 ± 0.09 0.87 ± 0.08 0.87 ± 0.09

measures with eight classifiers is shown as ‘mean ± standard deviation’, and it is
given in Table 2.

By the cross-examining the values of Table 2, we observed that out of the
forty-eight values, thirty-eight values of CIRKNN are showing good and improved
performance, and ten are showing equal performance. Finally, we can conclude that
CIRKNN shows better accuracy than SMOTE.

5 Conclusion

Our paper has implemented CIRKNN algorithm which tried to reduce imbalance
present in dataset. We have taken SMOTE as our base algorithm, and we had
compared our results of CIRKNN with SMOTE. Basically, SMOTE is a machine
learning andmost popular algorithmused tobalance the imbalancedata. SMOTE tries
to randomly pick a sample data from the minority class, tries to identify the nearest
neighbor, and generates randomly newdata from those two points. But SMOTE accu-
racy may not be accurate or constant because SMOTE accuracy depends on effec-
tively choosing of the initial random sample. Our proposed algorithmovercomes it by
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calculating centroid from the given minority class, and from that center data sample,
it calculates KNN samples and tries to generate randomly new data between the
center sample and nearest neighbor till it balances both defective and non-defective
classes. We did comparative result analyzing of CIRKNN over SMOTE by using
six performance measures, geometric mean, precision, accuracy, recall, specificity,
and F-measure, after passing to eight best machine learning classifiers, extra tree,
random forest, decision tree, K-nearest neighbor, gradient boosting, logistic regres-
sion, Naive Bayes, andAdaBoost. By cross-examining the accuracy values generated
by CIRKNN and SMOTE, we observed that out of the forty-eight values, thirty-
eight values of CIRKNN are showing good and improved performance, and ten are
showing equal performance. Finally, our algorithm outstands in overall performance
and showed good accuracy than SMOTE. For future enhancement, we can combine
our approach with optimal techniques by which it can become more integrated and
more accurate to obtain optimal solution.
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Power Quality Improvement Using PV
Fed Shunt Active Filter with Different
MPPT Algorithm

Pidiyar Dharani Deepika, Pratap Sekhar Puhan,
and Ravikanth Mallajoshula

Abstract PV fed shunt active filter plays an important role in harmonics elimination
in distribution systems. In this paper, a PV fed shunt active filter is designed for power
quality improvement in a distribution system. At first, a nonlinear load is connected
to the system and harmonics are generated. PV fed shunt active filter is using perturb
and observes (P&O) maximum power point tracking (MPPT) and particle swarm
optimization (PSO)-based MPPT techniques that extract the maximum power, and
accordingly, shunt active filter works with PQ-based reference signal and hysteresis-
based switching action techniques. Finally, it is concluded that the performance of
the compensation is improved when PSO-based MPPT tracks the maximum power.
The effectiveness of the techniques is verified through simulations.

Keywords Harmonics · PQ · SAPF · MPPT · PSO · Hysteresis controller

1 Introduction

Harmonic issues in the distribution system are a great concern in the recent age, as
the demand of power electronics-based loads is increased in a vast manner [1–3]. The
power electronics-based loads are nonlinear in nature, and when they are connected
to the system, distorted current signal which constituents fundamental as well as
harmonics components is drawn from the supply, and this current develops a distorted
voltage waveform at the point of common coupling (PCC) where various loads
are connected, and for efficient operation of these loads, pure sinusoidal voltage is
required but unfortunately distorted voltagewill become the inputs to the equipments;
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as a result, the performance of the equipment will be hampered rapidly. It is very
crucial tomaintain the voltage pure sinusoidal at PCC.Once the voltage ismaintained
at PCC, the performance of all the equipments will be improved. As the distorted
voltage is the results of distorted current drawn by the load, so precautionarymeasure
should be taken to compensate or filter out the nonlinear current from the system to
enhance the power quality [4, 5].

Previously, different types of methods were used to mitigate these harmonics, as
the research is going on at a vast rate, many new techniques are also coming up.
İnitially, passive filter is used but the demerits of the passive filter are overcome
by active filters and different configuration of active filters with various control
mechanisms for specific types of problem is introduced [6–8]; if in a system current
related power quality issues are coming, then it is advisable to go for shunt active
filter but if voltage-related power quality issues are there, then it is better to go for
series active filter and so on [9, 10].

The conventional source of energy is the major source in the power system but the
recent development of distributed generation with renewable energy sources stands
one of the best alternative for the conventional source [11]. The combination of
both conventional and nonconventional power systems gives better result in terms
of efficiency, operation and control [11–15]. In this type of arrangement, power
supply can be maintained by the non-conventional source, if problems arise in the
conventional.

In thiswork, PV fed shunt active filter is developedwhosemain aim is to eliminate
the harmonics currents. The shunt active filter efficiently works when the DC link
voltage will maintain the designed constant value, in order to obtain the voltage
constant across the DC link, a PV source is connected; again the PV will work
efficiently, whenmaximum power will be achieved. Basically, the effective operation
of the active power filter depends on the control techniques’ implementation for the
generation of reference current signals and the efficient operation of the PV. Though
different works are reported in this area [4, 5], MPPT with PSO [4–6] is the main
work which is focussed here, and the results are compared with the P&O MPPT.
Finally, the harmonics mitigation rate when these two techniques is implemented to
maintain the voltage constant across the voltage source inverter, during that period
the THD analysis is presented.

The research work is explained fully with six sections. In Sect. 1, a brief introduc-
tion of power quality issues and renewable energy source-based distributed gener-
ation is presented. The working model is described in Sect. 2, Sect. 3 is described
briefly the different control techniques of implementation in the model. Obtained
simulation results and the analysis are analysed in Sect. 5 and finally conclusions in
Sect.6
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Fig. 1 Basic configuration of the system

2 Proposed PV-Based Active Filter System

The proposed working model is presented in Fig. 1. The system is mainly associated
withmainly three parts, three-phase supply, a nonlinear load and a PV fed shunt active
filter. The supply line has one resistor and an inductor. The nonlinear load consists
of diode bridge rectifier along with R-L. The intersection of the designed nonlinear
load is to produce harmonics contents by drawing nonlinear current from the system.
The PV fed shunt active filter consists of IGBT, PV panel, boost converter, DC link
capacitor. The main work of the PV panel is to maintain the DC voltage across
the voltage source converter, because during switching operation there is a chance
of losses and if the constant voltage is not maintained throughout the operation,
it will affect the performance of the active filter results failure of compensation
of harmonics. The maximum power point tracking is achieved through different
techniques. The details of the control techniques implementation are discussed in
the next section briefly.

3 Proposed Control Approach

The efficient operation of the proposed filter depends on how the control technique
is implemented. At first, to keep the voltage across the capacitor constant, proper
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operation of the PV panel should be achieved and it is achieved through two different
MPPT algorithms, and after that, reference signal of the active filter is achieved
through conventional PQ theory is discussed, and finally for switching operation,
hysteresis current controller is used.

3.1 P & O MPPT Approach Towards PV

The conventional P&OMPPT techniques implementation is carried out in the work,
and it is presented in Fig. 2, the corresponding flowchart is shown in Fig. 3, the total
current “I” in the proposed system is taken from [6] and is presented in Eq. 1.

Fig. 2 Proposed circuit of
PV system

Fig. 3 Block diagram of the flowchart
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I = IPhi − I0
[
exp(v + IRsh/nvt )

] − v + Ishi
Rsh

(1)

At first, the popular algorithm P&O used to track maximum power point (MPP)
due to its simplicity [7, 12]. The P&O algorithm is explained in the flowchart as
shown in Fig. 3, [3] in this work, to track the maximum power. As per the work,
IV and PV characteristics are extracted at different irradiation levels 400,600,800
and 1000 W/m2 at 25 °C which is presented in Figs. 4 and 5, respectively. The solar
power increases as radiation increases keeping temperature constant and solar power
decreases as temperature vary keeping radiation constant.

Fig.4 V-I characteristics of solar panel

Fig. 5 PV characteristics of solar panel
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Start

Initialize parameters of PSO
Swarm size, initial position & velocity

All particles
evaluated?

i=1+1

Output the optimal duty
cycle

Convergence
criteria met?

k=k+1

End

Update velocity and position of each particle

i=1

Update personal best data and global best data

Get the Duty cycle according to the position of the particle i

Measure V and I
Calculate P

Fig. 6 Block diagram of the flowchart of PSO-based MPPT

3.2 PSO MPPT Approach Towards PV

The P&O MPPT associates with numerous problems which result in the damage of
PV cell. To overcome these disadvantages, soft computing MPPT technique using
PSO is proposed. By using PSO, the issues of stability and tracking efficiency in the
existing P&O are overcome.

This nature-inspired evolutionary and stochastic optimization were developed in
1995 by JamesKennedy andRussell C. Beernaert, and it is used inmany optimization
problems [4, 5]

The steps required to update the velocity and position of the particle are related
to this problem and are mentioned in 2 and 3
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V k+1
i = wkV k

i + c1r1
(
Pk
best,i − xki

) + c2r2
(
Gk

best,i − xki
)

(2)

xk+1
i = xki + vk+1

i (3)

where
i—variation of the optimization vector.
k—number of iterations.
w—is the inertia weight.
V k
i and xki —velocity and position of the ith variable for kth iteration.

Coefficients c1 and c2—acceleration parameters and their values are usually close
to 2.

The variable Pk
best,i saves the best position reached by the ith particle up to the

exact time of measurement only when the condition declared in Eq. (4) is satisfied

Pk
best,i = xki i f f i t (x

k
i ) ≥ f i t (Pi ) (4)

In MPPT controller, PSO is applied by taking xki as duty cycle of the boost
converter. The velocity is updated by using Eq. (5); for each duty cycle and PV
system, output is selected as fitness function. The PSO MPPT is explained by using
the flowchart as shown in Fig. 6.

V k+1
i = wk ∗ V k

i + c1 ∗ r1 ∗ (Dk
best,i − Dk

i ) + c2 ∗ r2(G
k
best,i − Dk

i ) (5)

3.3 PQ Theory Approach Towards Reference Signal
Generation of the Active Filter

Several control techniques have been used in active filter to generate the reference
current signals [1–3], PQ theory is one of the techniques which is used in this work
for reference current signal generation [7]. In this method, at first three-phase supply
voltage is converted into two-phase using Clarke transformation; similarly, the three-
phase line current also is converted into two-phase using the same transformation;
after that, active power and reactive power are calculated using [10]. The active power
loss component is calculated from the DC voltage error, and reactive power loss also
is calculated from the source voltage using PI controller; after that, reference active
and reactive power are obtained, once active and reactive references are obtained, then
two-phase reference current is obtained using mathematical calculation; after that,
inverse Clarke transformation is implemented to get three-phase reference current.
The mathematical analysis is taken from [7], and the block diagram is presented [10]
(Fig. 7).

The final expression for the reference source current is expressed in terms of
i∗cα, i∗cβ []
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Fig. 7 Block diagram of PQ theory
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(6)

4 Results and Analysis

The results of simulation of PV fed filter can be observed in the following figures.
Proposed filter out the harmonics by using PQ theory which reduces the THD of the
system and improves power quality of the system and also supplies the PV output
power to the load. The PV power with P&O and PSO can be observed from Fig. 8,
and we can conclude from the waveform that MPPT PSO is efficient compared to
P&O, reduces the oscillations, steady-state time and operates efficiently in changing
weather conditions. The convergence time is faster in the case of PSO as compared
to P&O visible from the result as shown in Fig. 8.

From Fig. 9, distortion in the load current waveform due to nonlinear load can
be observed. Due to the nonlinear loads, power quality of the system gets affected.
To reduce the distortion and improve the waveform at t = 0.02, shunt active filter
is activated which reduces the harmonics and improves the current waveform which
can be observed in Fig. 10, and it is coming due to P&OMPPT and in Fig. 11 source
current due to PSO and MPPT technique. The active and reactive power analysis of
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Fig. 8 PV power with P&O and PSO

Fig. 9 Load current

Fig. 10 Source current with P&O MPPT

Fig. 11 Source current with PSO MPPT

both the conditions is shown in Figs. 12 and 13, respectively. From Figs. 12 and 13,
we can observe the active power transferred from source to load got reduced from t
= 2 s to t = 5 s which indicates the active power required for the load is transferred
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Fig. 12 Active power analysis

Fig. 13 Reactive power analysis

Fig. 14 THD analysis without filter

from the PV system, and also, the reactive power is compensated after that the filter
is activated.

The analysis of power quality through total harmonics distortions (THD) is
presented in Figs. 14, 15 and 16. In the presence of nonlinear load, the harmonics
content is 28.33% of fundamental as shown in Fig. 14. The moment filter is activated
with P& O MPPT it comes down to 4.98% of fundamental and when PSO MPPT is
implemented it is 1.18% of fundamental followed in Figs. 15 and 16, respectively
(Table 1).
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Fig. 15 THD analysis filter

Fig. 16 THD analysis filter and PV

Table 1 System behaviour is
analysed with and without
filter and PV

System configuration THD (%)

System with nonlinear load 28.33

System with shunt active filter with existing P&O
MPPT

4.98

System with shunt active filter with PSO MPPT 1.81
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5 Conclusions

The efficient operation of the proposed system for the power quality is verified
through simulation with different loads. System behaviour is analysed before and
after connecting filter and PV. PV fed shunt active power filter not only reduces the
harmonics contents in the signals efficiently but also compensates the reactive power
in an efficient manner. In PV system, MPPT algorithm is implemented to export
the maximum active power to the load as and when required. PSO is verified as
the efficient MPPT compared to the P&O MPPT. THD analysis of source current
without PV gives good results but with PV, the performance is improved by reducing
the harmonics contents which are within the IEEE 519 standard can be observed
from Figs. 15 and 16.

References

1. Panchbhai A, Parmar S, Prajapati N (2017) Shunt active filter for harmonic and reactive power
compensation using p-q theory. IEEE

2. Padamavati K, Sudha K (2019) Optimal sizing and placement of dynamic voltage restorer in
the distribution system using firefly algorithm .Int J Energy Technol Policy 15:48–165

3. ZhouY, LiH (2014)Analysis and suppression of leakage current in cascadedmultilevel inverter
based PV systems. IEEE Trans Power Electron 29:5265–5277

4. Balakrishna A, Babu M, Sreenivas L, Tulsi L (2012) Particle swarm optimization for power
quality improvement based on shunt active power filter. Int J Sci Res 3(1):158–163

5. Abdul Kadir M, Yatim A, Yusuf S (2014) An improved PSO-based MPPT control strategy for
photovoltaic systems. Int J Photo Energy

6. Puhan PS, Ray P, Panda G (2015) A comparative analysis of shunt active power filter and
hybrid active power filter with different control technique applied for harmonic elimination in
a single phase system. Int J Model Identif Control 24:19–28

7. Vavilapalli S, Padmanaban S, Subramaniam U, Mihet-Popa L (2017) Power balancing control
for grid energy storage system in photovoltaic applications—real time digital simulation
implementation. Energies 10:928

8. Baratar D, Buticchi G, Lorenzani E, Concari C (2014) Active common-mode filter for ground
leakage current reduction in grid-connected PV converters operating with arbitrary power
factor. IEEE Trans Ind Electron 61:3940–3950

9. Babes B, Rahmani L, Bouafassa A, Hamouda N (2005) Real time implementation of shunt
active power filter for harmonic suppression and power quality improvement. IEEE Trans Ind
Electron 52

10. Puhan PS. Ray P, Panda G (2018) A comparative analysis of artificial neural network and syn.
detection controller to improve power quality in single phase system. Int J Power Electron
9:385–401

11. Djeghloud H, Bentounsi A, Benalla H (2011) Sub and super-synchronous wind turbine-doubly
fed induction generator system implemented as an active power filter. Int J Power Electron 3(2)

12. Romero-Cadaval E, Spagnuolo G, Franquelo LG, Ramos-Paja C-A, Suntio T, Michael XW
(2013) Grid-connected photovoltaic generation plants. IEEE Ind Electron 7(3):6–20

13. Akagi H, KanazawaY,NabaeA (2008) Instantaneous reactive power compensators comprising
switching devices without energy storage components. IEEE Trans Ind Appl 3:625–630

14. Liu YH, Huang SC, Huang JW, Liang WC (2012) A particle swarm optimization-based
maximum power point tracking algorithm for PV systems operating under partially shaded
conditions. IEEE Trans Energy Convers 27



Power Quality Improvement Using … 405

15. Singh M, Khadkikar V, Chandra A, Verma K (2011) Grid interconnection of renewable energy
sources at the distribution level with power quality improvement features. IEEE Trans Power
Deliver 26(1):307–15



Flood Forecasting Using Hybrid
SVM-GOAModel: A Case Study

Abinash Sahoo and Dillip Kumar Ghose

Abstract A vital necessity in integrated water resources management is flood fore-
casting. Over the last few decades, artificial intelligence (AI) models have signifi-
cantly contributed towards simulating physical flood processes by providing econom-
ical solutions and improved accuracy. In this study, a hybrid prediction model inte-
grating support vector machine with grasshopper optimisation algorithm (SVM-
GOA) is developed and evaluated for its suitability for flood prediction considering
metrological data from Monierkhal station, Assam, India. Estimates provided by
SVM-GOA model are compared with the standalone SVM model based on root
mean square error (RMSE) and Willmott’s Index (WI). Rainfall, water level, and
discharge are important variables for flood estimation and are used as input vari-
ables in the present study. The best performance was found for SVM-GOA model
with RMSE—0.0358, and WI—0.9838. Therefore, results specified that developed
SVM-GOA model can be selected as an efficient technique over SVM for accurate
flood prediction.

Keywords Flood · Monierkhal · SVM-GOA

1 Introduction

Forecastingflood events is an essential constituent of both floodwarning andmanage-
ment. Not only it is an efficient tool for reducing several threats posed by floods on
life, infrastructures, and property, but it can also deliver vital information to decision-
makers for proper water resource management [1–4]. Recently, flood damage has
become evenmore aggravated by rapid economic progress [5]. Several models devel-
oped for flood forecasting mainly apply three approaches in the last decades: statis-
tical, conceptual, or AI. Even though the conceptual process has consistent accuracy
and an apparent physical concept, huge data necessity limits its usage.
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In contrast, the statistical process is simple in formulating and executing.However,
it does not give acceptable results as it is static and lacking in revealing a nonlinear
relationship between specified variables. Compared to conceptual and statistical
approaches, models based on AI, like ANNs, can learn fluctuating relationships
amid input and output without knowing the system’s physical processes. There have
been many applications of statistical, ANN, adaptive neuro-fuzzy inference system
(ANFIS), and SVMmodels in flood forecasting studies [6–10]. Major reason behind
application of SVM model in the present study includes: with an appropriate kernel
function, any complex problem can be solved, and SVM has a good generalisation
ability compared to other neural networkmodels. A new flood forecastingmodel was
established for Wangjiaba station at Huaihe River, China based on boosting learning
algorithms and SVM [11]. Outcomes revealed that proposed SVM ensemble model
effectively improved flood forecasting accurateness. SVM model was applied for
forecasting flash flood in a trivial mountainous watershed at various lead times [12].
ANN, RNN (recurrent neural network), and LSTM (Long Short-Term Memory)
models were proposed for flood forecasting in Da River basin, Vietnam [13]. They
found that LSTM model performed better in flood forecasting at proposed location.
Deep neural network (DNN) was employed for predicting occurrence of flood based
on rainfall intensity and temperature and compared the obtained results with SVM,
K-nearest neighbour (KNN), and Naïve Bayes [14]. Results indicated that DNN
efficiently predicted flood occurrence with highest accuracy.

But, their incapability in producing an obvious model for application by other
investigators is a clear shortcoming. Moreover, their network solutions are easily
stuck in local optima, and optimal structures are difficult to find. To overcome these
shortcomings, optimisation algorithms are applied. Performance ofKNN, radial basis
neural network (RBFN), feed-forward neural network (FFNN), RNN, time-delay
neural network (TDNN), and SVM-GOA models were investigated for monthly
flow prediction [15]. ELM-PSO (extreme learning machine with particle swarm
optimisation) was proposed for flood forecasting at Jenapur gauging station of Brah-
mani River, Odisha [16]. They concluded that proposed model showed promising
results with more reliability and accuracy. PSO, genetic algorithm (GA), krill algo-
rithm (KA), weed algorithm (WA), cat swarm optimisation (CSO), and GOA algo-
rithms were used to improve performance of ANFIS, SVM, and ANN models
in predicting monthly groundwater level [17]. Results revealed that ANFIS-GOA
performed superiorly to other applied models for GWL prediction.

The main contribution of this paper is to assess performance of SVM-GOAmodel
for monthly flood prediction considering historical data from Monierkhal station.
Discharge, water level, and rainfall data of the study area are considered as input
data of proposed model. Application of SVM-GOA in flood forecasting is the novel
aspect of present study.
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2 Study Area

Barak River basin lies between 22° 44′ N to 25° 58′ N and 89°50′ E to 94° 0′ E
and covers almost 1.38% of total geographical area. It is the second largest river in
northeast part of India. Tributaries of this river are mostly rainfed, causing floods
when rain occurs. Barak River travels nearly 102 km in a zigzag way before reaching
Bangladesh by flowing through alluvial plains of Assam. For present study, data from
Monierkhal gauging station located in Cachar district of Assam is collected (Fig. 1).

3 Methodology

3.1 Support Vector Machine

In machine learning, SVM is a well-known powerful tool proposed by Cortes and
Vapnik [18] to solve classification issues. A notable advantage of SVM is that it
works based on structural risk minimisation, which optimises target function while
considering complexity of the structure. It is well known that with the help of kernels,
SVM functions. Among various kernel functions, RBF has proved to be the best and
has further been investigated in hydrological studies, integratedwith a linear function
[19]. The decision function of the SVR model can be written as:

f (x) = w · ∅(x) + b (1)

Here x—input vector;∅(x)—nonlinear mapping function; b and w—constraint
vectors of function. Now, aim of SVM is to discover optimalw, b and certain internal
constraints of ∅(x). By solving the subsequent optimisation problem, optimum
solution of SVM can be found:

min
w,b,ξ,ξ∗

1

2
w2 + C

n∑

i=1

(
ξi + ξ ∗

i

)
(2)

where C—coefficient of positive constant penalty determining penalised loss degree
when a training error takes place and ξ and ξ ∗

i —slack variables (Fig. 2).

3.2 Grasshopper Optimisation Algorithm

GOA algorithm mimicking swarming behaviour of grasshoppers in nature was
proposed [20]. A grasshopper’s flying route in a swarm is influenced by three
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Fig. 1 Location of selected rain-gauge station

Fig. 2 Architecture of SVM network

constituents: gravity (Gi ), wind advection (Ai ), and social interaction (Si ). In
GOA, the main mechanism of search is social interaction. It can be mathematically
expressed as:

Si =
N∑

j=1, j �=1

s
(
di j

)
di j
∧

(3)
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where di j—distance between ith and jth grasshopper, and it is calculated as di j =∣∣x j − xi
∣∣, s—function defining power of societal forces, anddi j

∧

= x j−xi
di j

—unit vector
from ith grasshopper to jth grasshopper.

From Eq. 3, it may be observed that function s is the key constituent of social
interface. ‘s’ describes grasshopper’s movement direction in swarm and is expressed
by:

s(r) = f e
−r
l − e−r (4)

where f—attraction intensity and l—attractive length scale. Interactions between
grasshoppers are efficiently simulated by swarmmodel. But, itmust be accustomed to
designing anoptimisation algorithm.Following equation represents themathematical
model:

xdi = c

⎛

⎝
N∑

j=1, j �=1

c
ubd − lbd

s
s
(∣∣xdj − xdi

∣∣) x j − xi
di j

⎞

⎠ + Td
∧

(5)

where ubd and lbd—upper and lower bounds in dth dimension respectively, Td
∧

—dth
dimension’s value in target (optimal solution obtained up to now), and c—decreasing
coefficient for shrinking comfort area, attraction area, and repulsion area. The main
controlling parameter inGOAalgorithm is parameter c and,which is updated utilising
subsequent expression:

c = cmax − l
cmax − cmin

L
(6)

where L—maximum number of iterations, l—present iteration, cmax = 1, and cmin

= 0.00002. SVM-GOA flowchart is given in Fig. 3.

3.3 Evaluating Constraint

Discharge (Dt), water level (St), and Rainfall (Pt) data of 50 years (1971–2020)
were collected from IMD Pune. 70% of collected data, i.e. 1971–2005, were used
for training while remaining 30%, i.e. 2006–2020, for testing the proposed models.
Following statisticalmeasures are considered for assessing accurateness of predictive
models:

RMSE =
√√√√1

n

n∑

i=1

(Pi − Oi )
2 (7)
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Fig. 3 Flowchart of SVM-GOA algorithm

R2 =
⎛

⎝
∑n

i=1 Pi − Pi )
(
Oi − Oi

)
√∑n

i=1 Pi − Pi )2(Oi − Oi )2

⎞

⎠
2

(8)

WI = 1 −
[ ∑N

k=1(Oi − Pi )
2

∑N
k=1

(∣∣Pi − Oi

∣∣ + ∣∣Oi − Oi

∣∣)2

]
(9)

where Pi = Estimated value; Oi = Measured value; Pi = Mean estimated value; Oi

= Mean measured value. For best performance of the model, value of RMSE must
be smaller and R2 and WI must be higher.
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4 Results and Discussions

In present study, a simple and efficient model is proposed for flood forecasting, and
features of input datasets are also considered since it affects the performance of the
models. Such features comprise quantity and type of input data series. Input scenarios
with different input combinations are presented in Table 1. Table 2 presents perfor-
mance of applied models, which depicts that SVM-GOAIII model with R2—0.9813,
RMSE—0.0358 andWI—0.9838 in testing phase are superior to conventional SVM
models. This is due to the fact that SVM-GOAmodel apprehends short, intermediate,
and long patterns in flow time series.

Scatter plots of observed versus predicted flood discharge for SVM and SVM-
GOA prediction models during testing phase are shown in Fig. 4. It also approves
that SVM-GOA forecasting model has best performance based on coefficient of
determination (R2) value.

Figure 4 gives information concerning graphical performancemeasureswhen data
sets are near to 45° line. Data sets closest to 45° line signify better prediction results.

A clear graphical illustration of how SVM and SVM-GOA models have fore-
casted flood magnitude in training and testing phases is presented in Fig. 5. While
SVM-GOA model predicts maximum flood magnitude of 4736.63 (m3/s) against
actual flood value of 4879.61 (m3/s), SVM forecasts flood value of 4593.17 (m3/s).
Moreover, it is evident that forecasting peak values of flood, SVM-GOA model had
a greater ability than SVM and could give a more precise flood estimation.

A supplementary assessment has been performed for further evaluating perfor-
mance of SVM-GOA model, based on observed and predicted flood values utilising

Table 1 Modelling input
combination structure

Model description Output variable Input
combinationsSVM SVM-GOA

SVMI SVM-GOAI Ft Dt

SVMII SVM-GOAII Ft Dt , St

SVMIII SVM-GOAIII Ft Dt , St , Pt

Table 2 Performance of model

Technique Input R2 RMSE WI R2 RMSE WI

Training phase Testing phase

SVM SVMI 0.9279 0.0812 0.9341 0.9148 0.0864 0.9306

SVMII 0.9314 0.0637 0.9396 0.9235 0.0782 0.9352

SVMIII 0.9386 0.0564 0.9472 0.9293 0.0631 0.9425

SVM-GOA SVM-GOAI 0.9753 0.0502 0.9821 0.9627 0.0549 0.9809

SVM-GOAII 0.9824 0.0391 0.9847 0.9749 0.0473 0.9737

SVM-GOAIII 0.9875 0.0285 0.9896 0.9813 0.0358 0.9838
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Fig. 4 Scatter plot of observed versus forecasted flood during testing phase

(a) 

(b) 

Fig. 5 Time series plot depicting observed versus predicted flood values at Monierkhal station

probability distribution of data in form of a histogram plot (Fig. 6). In summary,
all results obtained above from statistical and graphical representations specify that
SVM-GOA model is a powerful tool for modelling monthly flood during monsoon
season and can yield more consistent performance than SVM. It gives an effective
alternate for flood forecasting.
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Fig. 6 Histogram plots of proposed models for flood forecasting

5 Conclusion and Future Scope

In this study, hybrid SVM-GOAmodel was developed and evaluated for flood predic-
tion using data from Monierkhal station in Cachar district of Assam, India. SVM-
GOAwas also comparedwith a classical SVMmodel. Results indicated better perfor-
mance of hybrid SVM-GOAmodel based on values ofR2, RMSE andWI. Therefore,
it can be concluded that GOA is a powerful add-on tool for increasing forecasting
preciseness of standalone SVM technique applied in flood estimation. Future study
would include exploring the usability of model with more hydro-meteorological
inputs for determining their impact on accurateness of flood estimation and also
involve developing hybridisedmodels that can be utilised forworkingwith prevailing
hydrological models.
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Fractal-Based Soil Assessment to Obtain
Precision Agriculture Using Machine
Learning Approach

Rajalaxmi Padhy, Shubhanshu Biswal, Sanjit Kumar Dash,
and Jibitesh Mishra

Abstract Soil particle composition and its properties are important indicators used
for tracking and evaluating the soil quality and fertility of soil which is an important
aspect in agriculture. Soil fractal dimension is an intrinsic property of soil and repre-
sents a comprehensive index of soil physio-chemical properties. Fractal concepts
can be implemented in soil technology to research and quantify its role in agricul-
ture. In this paper, robust machine learning models are used to find the relation and
importance of soil fractal dimension in agriculture. Linear regression model is used
to predict the relationship between fractal dimension of soil and different soil prop-
erties. Soil quality is calculated for every data point to find the relationship between
soil quality and soil fractal dimension. To achieve this, another linear regression
model is used to predict the relationship between fractal dimension and quality of
soil. The plot was found as a result suggested that soil quality is directly related
to soil fractal dimension. Crop analysis is then performed to find the influence of
soil fractals on agriculture using another linear regression model. The result gave
an overview of the relationship and importance of soil fractals on agriculture. The
change in fractal dimension of soil is found to be directly related to change in soil
properties, and thus, soil fractal dimension is directly related to agriculture. Thus, it
laid a theoretical reason for more investigations on soil fractals which are important
for attaining precision agriculture.

Keywords Fractal dimension · Mass volume fractal model theory ·
Physio-chemical properties · Soil fractal dimension · Regression analysis

1 Introduction

Soils are intricate combinations of minerals, water, air, natural matter and endless
creatures. It is made out of soil debris of different arrangements and measurements
[1, 2]. Soil constructions and its structures are calculated by means of soil molecule
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length dispersion,which randomly impacts soil dampness attributes, ripeness and soil
disintegration [3]. Eventually, many soil researchers have utilized the soil’s physical
properties to find actual properties ofwatermaintenance,mass thickness, porousness,
etc. [4, 5]. Till a definite amount, soil physical properties are imperative records
for the assessment of soil and its relationship with different soil features [6–9]. In
regions with high soil deterioration, costs as a result of precipitation and overflow,
soil physical properties (noticed by means of nutrients) are explicitly taken out or
put away at some stage in soil disintegration procedures [10–15]. The soil fractal
designs of different lands could be different as shown in Fig. 1.

Taking all the factors into account, the research work has been designed accord-
ingly to meet the objectives. The research workmostly lies around soil fractal dimen-
sion, soil properties and agricultural aspects which are related to soil characteristics.
The objective of the paper is to describe and assess the status of the fractal dimensions
of different types of soil and investigate the relationship between soil fractal dimen-
sions and soil properties. Assess the status of soil quality of different soil types and
investigate the relationship between soil fractal dimensions and soil quality. Explore
the possibility of influence of the fractal dimension of soil in agriculture. The rest
of the paper is organized as follows: Sect. 2 presents the review of the existing liter-
ature. Section 3 discusses the system model design used for designing the flow of
procedure. Section 4 explains the dataset analysis. Section 5 includes the results and
discussions which help in quantifying the overall result. Section 6 concludes the
paper and discusses future scope of the research work.

Fig. 1 Soil fractal imaging of different regions
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2 Literature Review

Previous work in this area includes methods to find fractal measurements that rely
on soil mass fractal analysis, soil volume fractal analysis and other methods based
on the physio-chemical properties to get the overview of the relationship of soil mass
fractal measurement with different soil properties. Many researchers have given their
contribution in this field, from which we have taken inspiration and proposed our
novel approach for finding the relationship of soil fractal dimension with different
soil properties and depict an overall influence of soil fractal dimension on quality
and fertility of soil and thus on agriculture. Tyler and wheatcraft [4]: developed a soil
mass distribution technique to assess the shape estimation of physical properties of
soil and progressed the boundaries of shape conduct and applications for soil physical
properties. The outcomes of their result helped in understanding the core knowledge
about the soil particles and how their behaviour changes with the change in soil
fractals. This study helped us understand that soil fractals have a relationshipwith soil
particles distributions which formed the base of our study. Yang et al. [5]: executed
dead shape scaling normal for the depiction of soil physical characteristics of assorted
soil surfaces with reference to the soil mass shape analysis technique. The outcomes
in their examinations established that shape-size investigation modified from sand
to clay content. The study also helped in understanding the behaviour of soil content
and how soil particles content changes with the change in fractal pattern of the soil.
Huang and Zhan [6]: got conclusive evidence that if the clay content will increase
or decrease, shape measurements conjointly will increase or decrease consequently;
however, if the sand content will increase, shape measurements decrease and vice
versa.

3 System Model

In this section, we have proposed our methodology and approach which consists of
three sections, i.e. data preprocessing, model training stage and result overview as
shown in Fig. 2. The aim of the approach is to figure out the overall influence of
soil fractals on agriculture. In the data preprocessing stage, the raw datasets were
filtered and redundant variables and meta-data were removed which were unneces-
sary; afterwards, soil fractal dimension valueswere calculated andmatchedwith their
respective data points. In the model training stage, the datasets were trained using
linear regression analysis to depict the relationship status between the soil properties
and soil fractal dimension. Afterwards, soil quality analysis was done whose results
were used in training the second model to find the relationship of soil fractal dimen-
sion with soil quality. We then performed the crop analysis and with the help of the
previous results, we trained the third model with linear regression again to depict the
influence of soil fractal dimension on agriculture. The results of these models, soil
quality analysis and crop analysis are discussed in the result section.
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Fig. 2 Overview of the model architecture

3.1 Data Preprocessing and Training

The soil testing has been done on the three important soil types for agriculture:
(alluvial, black, red and yellow) as shown in Fig. 3. The average error percentage
added in the dataset was removed to perfectly fit into the model.

We divided the entire dataset into smaller datasets, which describe the relation
of each soil property with fractal dimension. For choosing the best model for the
approach, we took twomodels into consideration, i.e. linear and nonlinear regression.
The nonlinear regression would have generated complex quadratic relations between
the two dependent variables, and there could have been more than one parameter
to analyse the soil properties, but we wanted a simple linear relation between the
two dependent variables so that every soil property could be measured with a single
parameter, i.e. either direct or indirect. For this reason,weperformed linear regression
to train the models.

3.2 Soil Quality Measurement

For finding the influence of physical and chemical properties on soil quality, we
referred to the study [12, 16], where the method of multivariate principal component
analysis (PCA) was used to reduce the size of independent variables and find the
most important attributes according to their influence. We standardized the dataset
and performed PCA for the removal of redundant variables, and we were left with
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Fig. 3 Three different types of soil

five attributes instead of eleven and out of which all five were chemical properties.
It was obtained from the results that chemical properties have more influence on
soil quality than the physical properties and the order of influencing parameter was
obtained as:

Soil Organic Carbon > Bulk density > Saturated Water Content

= pH Value > Total Porosity

Soil organic carbon (SOC) was found out to be the most influencing parameter
while the total porosity was found out to be the least. According to the PCA analysis,
the coefficients of the variables were found out and then combined together to form
the formula for finding standardized soil quality as shown in Eqs. (1) and (2).

Simplifying Eq. (1) gives Eq. (2), from which soil quality can be calculated.

Soil Quality = [0.39001 ∗ (Soil Organic Carbon)

+ 0.28002 ∗ (Bulk Density) + 0.17001 ∗ (pH Value) + 0.17001

∗ (Saturated Water Content) + 0.13002 ∗ (Total Porosity)]/1.140011 (1)

Soil Quality = 0.340012 ∗ (Soil Organic Carbon)

+ 0.250001 ∗ (Bulk Density) + 0.150001 ∗ (pHValue) + 0.150001

∗ (Saturated Water Content) + 0.110002 ∗ (Total Porosity) (2)
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Fig. 4 Line graph representation of fractal dimension and soil quality trend

We then calculated soil quality of each datapoint with the help of Eq. 2. The line
graph trend change of soil quality and fractal dimension is shown in Fig. 4, where the
fractal dimension trend changes from 2.639 to 2.779 and soil quality trend changes
from 11.5704 to 17.2808. The average of soil quality was found out to be 14.046725.
The trailing average in trend was calculated using period as 2. The average change
in soil quality was found out to be more than that of fractal dimension. Afterwards,
with the data of soil quality and fractal dimension, we performed linear regression
to find the relation of soil fractal dimension with soil quality.

4 Dataset Analysis

The dataset used in this paper is taken from various sources, i.e. soil texture fractions
in ‘dergipark.org’, different soil particle size classification in ‘mpdi.com’, soil prop-
erties in ‘plos.org’ and fractal dream dataset in ‘kaggle’. The original dataset has
extra parameters like soil texture and error percentage added with each data point
which was not required for this experiment, so these meta-data were removed from
the dataset to ensure that such meta-data does not affect the training model. The
complete dataset was further divided into two sub-datasets:

I. According to physical properties of soil
The entire dataset has 7 columns and 29 rows where the 6 parameters have
been considered into effect, i.e. gravel content (%), coarse sand content (%),
fine sand content (%), silt content (%), soil fractal dimension. The soil types are
divided into three types, i.e. Type A (Alluvial), Type B (Black), Type C (Red
and Yellow) as shown in Table 1.

II. According to chemical properties of soil
The entire dataset has 8 columns and 29 rows where the 7 parameters have been
considered into effect, i.e. soil organic carbon (g kg−1), bulk density (g cm−3),
saturatedwater content (%), total porosity (%), saturated hydraulic conductivity
(mm min−1), pH value, soil fractal dimension. The soil types are divided into
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Table 1 Different physical properties with soil fractal dimension

Soil Clay Coarse sand Fine sand Slit Gravel D

Type A 13.13 22.8 23.03 23.02 18.02 2.708

Type A 16.54 22.53 15.12 26.46 19.35 2.748

Type A 10.84 24.56 16.76 28.62 19.22 2.687

Type A 9.67 26.12 25.34 18.77 20.11 2.661

Type A 15.09 18.97 18.77 29.6 17.57 2.733

Type A 19.99 16.01 14.54 30.22 19.24 2.779

Type A 15.47 19.94 12.54 36.59 15.47 2.741

Type A 11.92 19.55 18.71 28.14 21.69 2.703

Type A 9.53 22.58 28.95 20.46 18.49 2.658

Type A 17.29 24.4 21.92 25.83 10.56 2.745

Type B 8.99 22.07 21.87 25.7 21.37 2.661

Type B 10.54 23.07 17.83 28.35 20.21 2.683

Type B 19.56 16.61 18.22 32.85 12.76 2.769

Type B 15.1 16 20.14 30.06 18.7 2.736

Type B 9.81 27.78 25.12 16.72 20.57 2.662

Type B 11.2 21.8 23.3 20.47 23.23 2.688

Type B 8.14 28.29 21.62 17.66 24.29 2.639

Type C 18.06 14.76 21.62 37.61 11.03 2.757

Type C 13.29 21.65 20.93 22.55 21.58 2.713

Type C 8.7 32.1 18.52 20.83 19.85 2.649

Type C 12.57 21.32 20.76 27.65 17.7 2.705

Type C 17.98 21.96 15.2 30.13 14.74 2.76

Type C 9.49 32.87 15.55 15.83 26.25 2.666

Type C 8.14 29.54 15.92 16.37 30.03 2.649

Type C 20.22 15.99 18.32 28.09 17.38 2.777

Type C 19.38 19.24 20.35 26.69 14.33 2.764

Type C 10.06 22.76 16.58 25.36 25.24 2.679

Type C 14.55 21.08 16.11 28.58 19.67 2.732

three types, i.e. Type A (Alluvial), Type B (Black), Type C (Red and Yellow)
as shown in Table 2.

5 Result and Discussions

In this section, we have discussed the observations and the results obtained after the
regression analysis. These results have thus helped in understanding the nature and
relationship of the soil properties and soil fractal dimension with each other. The soil
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Table 2 Different chemical properties of soil with soil fractal dimension

Soil Carbon Soil density PH value Water
content

Total
porosity

Conductivity D

Type A 8.86 1.44 5.09 30.34 45.72 1.80 2.708

Type A 11.69 1.33 4.94 34.28 49.77 0.79 2.748

Type A 10.25 1.40 5.02 27.09 47.22 1.40 2.687

Type A 4.50 1.38 4.97 25.53 47.92 2.15 2.661

Type A 12.49 1.41 5.22 33.15 46.67 1.01 2.733

Type A 14.76 1.25 5.11 33.83 52.37 0.72 2.779

Type A 9.06 1.48 4.94 30.13 44.02 0.69 2.741

Type A 8.68 1.47 5.06 28.98 44.53 1.57 2.703

Type A 8.52 1.43 4.90 29.18 45.99 1.46 2.658

Type A 12.65 1.38 4.99 34.42 48.06 0.92 2.745

Type B 3.94 1.47 5.11 28.52 44.52 2.16 2.661

Type B 5.10 1.37 5.06 31.24 48.16 1.30 2.683

Type B 14.26 1.35 4.97 38.03 49.04 0.69 2.769

Type B 10.14 1.37 5.24 31.20 48.38 1.35 2.736

Type B 4.58 1.32 4.92 23.95 50.13 2.16 2.662

Type B 6.81 1.36 4.97 24.32 48.54 1.83 2.688

Type B 5.54 1.31 5.01 23.95 50.74 1.69 2.639

Type C 15.79 1.42 4.83 38.14 46.47 0.67 2.757

Type C 11.11 1.36 4.78 25.05 48.50 1.20 2.713

Type C 7.12 1.43 5.04 26.32 45.89 2.60 2.649

Type C 6.88 1.40 4.90 31.95 47.18 1.06 2.705

Type C 11.38 1.51 5.08 34.41 42.92 1.09 2.76

Type C 4.94 1.48 4.99 26.12 44.13 1.82 2.666

Type C 6.71 1.49 5.04 24.65 43.94 2.33 2.649

Type C 13.71 1.53 5.34 33.33 42.24 0.47 2.777

Type C 15.92 1.46 5.03 33.97 45.02 0.70 2.764

Type C 8.29 1.37 4.88 30.32 48.29 1.72 2.679

Type C 10.69 1.39 5.07 38.86 47.7 1.10 2.732

quality analysis and crop analysis results have helped in understanding the overall
influence of soil fractal dimension on agriculture which is discussed below.
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5.1 Relationship Analysis of Soil Fractal Dimension
with Soil Physical Properties

After performing linear regression analysis between fractal dimension and physical
properties of soil, we found out two trends, i.e. direct or indirect relation. We found
out that the gravel content and coarse sand content have a strong indirect relationship
with soil fractal dimension with R2 score of 0.504 and 0.634 as shown in Figs. 5 and
6, respectively, while fine sand content has a partially strong indirect relationship
with soil fractal dimension with a R2 score of 0.217 as shown in Fig. 7. The results
suggest that gravel content and coarse sand content have more indirect influence on
fractal dimension than fine sand content.

Fig. 5 Gravel content (%) versus soil fractal dimension

Fig. 6 Coarse sand content (%) versus soil fractal dimension
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Fig. 7 Fine sand content (%) versus soil fractal dimension

We found that the clay content has a very strong direct relationship with soil
fractal dimension with a R2 score of 95.021 as shown in Fig. 8, while silt content
has a partially strong direct relationship with soil fractal dimension with a R2 score
of 58.8 as shown in Fig. 9. The results suggest that clay content has more direct
influence on fractal dimension than silt content.

The result suggests that the increase in quantity of clay and silt will increase the
soil fractal dimension while the increase in quantity of gravel, fine sand and coarse
sand will decrease the fractal dimension. We know that the clay content improves
the soil texture while sand content reduces the quality of soil texture, so we can
say that soil texture and its quality have a relationship with soil fractals and higher
the fractal dimension better will be the soil texture and lower the fractal dimension,

Fig. 8 Clay content (%) versus soil fractal dimension
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Fig. 9 Silt content (%) versus soil fractal dimension

worse will be the soil texture. Hence, soil texture improves with the increase in soil
fractal dimension and soil productivity is directly linked with soil texture, so soil
productivity will also increase with the increase in soil fractal dimension.

5.2 Relationship Analysis of Soil Fractal Dimension
with Soil Chemical Properties

After performing linear regression analysis between fractal dimension and chemical
properties of soil, we found out two trends, i.e. direct or indirect relation. We found
out that the soil organic carbon content and saturated water content have a strong
direct relationship with soil fractal dimension with a R2 score of 0.787 and 0.649 as
shown in Figs. 10 and 11, while the pH value has a partially strong direct relationship
with soil fractal dimension with a R2 score of 0.068. The results suggest that soil
organic carbon content and saturated water content have more direct influence on
fractal dimension than pH value (Fig. 12).

The saturated hydraulic conductivity has a strong indirect relationship with soil
fractal dimension with a R2 score of 0.798 as shown in Fig. 13. The result suggests
that the saturated hydraulic conductivity has an indirect influence on the fractal
dimension of soil. The bulk density and total porosity have neither strong direct
or indirect relationship with soil fractal dimension as shown in Figs. 14 and 15,
respectively. The result suggests that these properties have not a direct or indirect
influence on soil fractal dimension.

The result suggests that the increase in soil organic carbon and saturated water
content will increase the fractal dimension of soil while increase in soil hydraulic
conductivity will decrease the soil fractal dimension. As the soil organic carbon
is an organic matter and we know that organic matter and water content increase
the soil quality and fertility, so we can conclude that increase or decrease in soil
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Fig. 10 Soil organic carbon (g kg−1) versus soil fractal dimension

Fig. 11 Saturated water content (%) versus soil fractal dimension

Fig. 12 pH value versus soil fractal dimension
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Fig. 13 Saturated hydraulic conductivity (mm min−1) versus soil fractal dimension

Fig. 14 Total porosity (%) versus soil fractal dimension

fractal dimension will increase or decrease the soil fertility and vice versa. From
both the results obtained (physical and chemical properties), we can say that soil
fractal dimension has a strong relationship with the soil quality.

5.3 Relationship Analysis of Soil Fractal Dimension
with Soil Quality

After performing soil quality analysis, we found out that soil quality is influenced by
the physio-chemical properties and chemical properties have more influence on soil
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Fig. 15 Bulk density (g cm−3) versus soil fractal dimension

quality than the physical properties. We also found that these properties have a link
with soil fractal dimension. After performing linear regression analysis between soil
quality and fractal dimension, we found that the fractal dimension of soil is directly
related with the soil quality and has a very strong relationship with a R2 score of
0.823 as shown in Fig. 15. Result suggests that the increase or decrease in fractal
dimension of soil will affect the quality of soil accordingly and increase or decrease
in soil quality will directly affect the soil fractal dimension. As agriculture is fully
dependent on soil quality, we discovered that soil quality is dependent on fractal
dimension, so we can say that agriculture is likewise dependent on fractal dimension
of soil. That is, for acquiring precision agriculture, fractal dimension performs an
essential function (Fig. 16).

Fig. 16 Soil quality versus fractal dimension
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5.4 Association of Fractal Dimension with Agriculture

Different types of soil have different chemical compositions and properties. Thus,
a variety of crops grow on different soils. For agriculture, three main soil types are
important: (i) alluvial soils (ii) black soils (iii) red and yellow soils.

So, we had performed this experiment considering these three soil types only.
Crops suitable for these soil types:

(i) Alluvial soil: Rice, wheat, sugarcane, tobacco, cotton, jute, maize, oilseeds,
vegetables and fruits.

(ii) Black soil: Cotton, wheat, jowar, linseed, virginia, tobacco, castar, sunflower,
millets, rice, sugarcane, vegetables and fruits.

(iii) Red and Yellow soil: Cotton, wheat, rice, beans, millets, tobacco, pulses,
oilseeds, potatoes and fruits.

Fractal dimension range of these soil types is:
Alluvial: 2.649–2.779, Black: 2.5831–2.8230, Red and Yellow: 2.693–2.713.
Fractal dimensions of these soil types are quite similar as we can see that the

alluvial soil fractal dimension range lies within the black soil. Red and yellow soil
fractal dimension range is also quite close to the black soil. It gives a very clear idea
that fractal dimension of soil is closely related to the type of crop we want to grow.

As chemical properties of soil have more influence than its physical properties
on soil quality. And SOC being the most contributing property, it was taken into
consideration for the experiment. We then calculated the change in soil organic
carbon and change in fractal dimension of each datapoint with the help of Table 2.
The line graph trend of change in soil organic carbon and change in fractal dimension
is shown in Fig. 17, where the change in fractal dimension trend changes from 0.013
to 0.128 and the change in soil organic carbon trend changes from 0.16 to 10.25. The
average change in soil organic carbon was found out to be 4.2211 that can be seen as

Fig. 17 Change in fractal dimension and change in soil organic carbon trend
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Fig. 18 Change in SOC versus change in fractal dimension

the trend line for soil quality lies around this value. The trailing average in trend was
calculated using period as 2. The average change in soil organic carbon was found
out to be more than that of change in fractal dimension.

Afterwards, regression analysiswas performed to determine the relationship status
between change in soil fractal dimension values and the change in chemical property
(SOC). From the result, it was found that the change in soil fractal dimension has a
direct and strong relationship with the change in SOC property with a R2 score of
0.678 as shown in Fig. 18. With the result obtained from the experiment, we can say
that the relation the soil property holds with the soil fractal dimension, whether direct
or indirect, the change in that property will bring out the same change in the fractal
dimension or vice versa accordingly. It suggests that the change in physio-chemical
properties of the soil could also change the soil fractal dimension and vice versa. So,
if a particular type of crop is to be grown on a particular soil, its fractal dimension
could be shifted accordingly by changing the chemical or physical composition of the
soil. As chemical properties have more influence on soil quality, and out of which
soil organic property is most influencing and the other properties follow as such;
accordingly, their quantitywill differ in bringing a similar amount of change in fractal
dimension. The results we got will help in understanding the impact and influence
of soil fractals on agriculture and will help in obtaining precision agriculture.

6 Conclusion

The different soil types showed a huge impact on soil properties. If the soil texture
improves the soil fractal dimension also improves. The increase in quantity of clay
and silt will increase the soil fractal dimension while the increase in quantity of
gravel, fine sand and coarse sand will decrease the fractal dimension. As the clay
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content improves the soil texture while sand reduces the quality of soil texture, it can
be said that higher the fractal dimension higher will be the soil texture quality and
higher will be its productivity. The increase in soil organic carbon and saturatedwater
content will increase the fractal dimension of soil while increase in soil hydraulic
conductivity will decrease the soil fractal dimension. The increase or decrease in
soil fractal dimension will increase or decrease the soil fertility and vice versa. Soil
chemical properties have more influence on soil quality than the physical properties.
Soil organic carbonwas found out to be themost influencing parameterwhile the total
porosity is the least influencing parameter in soil quality. The increase or decrease
in fractal dimension of soil will increase or decrease the quality of soil, respectively,
and vice versa. The relation the soil property holds with the soil fractal dimension,
whether direct or indirect, the change in that property will bring out the same change
in the fractal dimension or vice versa accordingly. It suggests that the change in
physio-chemical properties of the soil could also change the soil fractal dimension
and vice versa. So, if a particular type of crop is to be grown on a particular soil, its
fractal dimension could be shifted accordingly by changing the chemical or physical
composition of the soil. The results we got will help in understanding the impact
and influence of soil fractals on agriculture and will help in obtaining precision
agriculture.
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Predictive Models for Load Reduction
in Wireless Sensor Networks

Arun Avinash Chauhan and Siba K. Udgata

Abstract In this paper, we propose techniques for load reduction inWireless Sensor
Networks (WSNs) that work by understanding the nature of data. These techniques
analyse time series data to understand patterns in the data and create simple or
complex predictionmodels. Thesemodels are adaptive in nature, and are present both
at the sensor nodes and the sink node. These models predict data whenever the sensor
nodes measure data. Data transmission from sensor nodes to sink node occurs only
when themeasurements donot agreewithmodel predictions. This reduces the amount
of data transmitted across the network, leading to reduced communication and energy
consumption. The prediction models are developed before sensor node deployment,
and once steady-state operation starts, the prediction models are recreated at the
sink node whenever their performance degrades. The sink node then sends updated
model parameters to the corresponding sensor node whose model performance has
degraded. Simulation results indicate a reduction of up to 88% in data transmitted
from sensor nodes across the network, proving the efficacy of predictive models in
reducing the amount of data sent, thereby saving transmission energy and improving
network lifetime.

Keywords Load reduction · Wireless sensor networks · Predictive modelling ·
Machine learning

1 Introduction

The usual procedure to load reduction in WSNs is data reduction by aggregation.
Simply put, aggregation can be defined as the ability to summarize information
[1]. Most of these approaches take advantage of data similarity to aggregate data
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when data from disparate sources is routed over the network through a common
routing path. This is called in-network aggregation. Two data packets of similar
nature arriving at a sensor node in the network can be aggregated as one outgoing
packet. Consequently, these procedures apply methods to overlap the paths or routes
traversed by data from sensor nodes to the sink node. Sensor nodes on the overlapping
paths that route data to the sink aggregate data fromvarious sensor nodes.On the other
hand, our proposed predictive modelling-based approach works at the source of the
data—the sensor nodes that sense and send data. This way, rather than creating data
packets and aggregating it over the network, we lessen the number of data packets
being created and decrease the network load at the source. This is done with the
help of predictive models present at the individual sensor nodes and the sink node.
These models take advantage of the temporal redundancy in sensor node data and
inherent reproducible characteristics of the time series data being measured. To this
purpose, we create prediction models which helps let us know if the data measured at
an individual node is expected or unexpected. These models reside at the individual
sensor nodes (one model for each sensor node) and the sink node (multiple models,
each corresponding to one sensor node in the network) and will help reduce the data
sent by only sending data when the data measured is unexpected. The sink node has
a copy of the model corresponding to each sensor node and refers its copy of the
model to recreate the expected data, thus reducing the amount of transmitted data. In
our previous work [2], we showcased a sink-driven predictive modelling approach
to leverage the energy and processing capabilities of the sink node. In this work,
we extend the predictive models suggested in [2], and provide comparative results
across multiple predictive models, validating our work on two real-world datasets.
The paper is organized as follows: In Sect. 2, we give a background on load reduction
and related work, Sect. 3 presents the methodology employed by us, Sect. 4 presents
the results of our work, before Sect. 5 concludes this paper and provides pointers for
future work.

2 Background

Prediction-based data aggregation is usually categorized into three types: Stochas-
tic approaches, time series forecasting, and algorithmic approaches [3]. Stochastic
approaches employ probabilistic and statistical properties of the sensed data to find
a model. Time series-based approaches adopt time series models which, although
simple, have good accuracy in many practical applications. Algorithmic approaches
employ heuristics to exploit the behavioural characteristics of sensing data to predict
aggregate data [4]. Our technique is a time series-based approach.

One of the first attempts to use time series-based prediction model to aggregate
data was by [5]. They proposed using the ARIMAmodel for data aggregation of time
series data. ARIMA models are present at sensor nodes and CHs and whenever the
predictions do not match the measurements, updated model params are sent to the
CHs. Reference [6] further used ARMA in conjunction with compressive sensing



Predictive Models for Load Reduction in Wireless Sensor Networks 437

based on discrete cosine transform to make predictive models, with the assumption
that the data is piecewise linear. Additional work on static prediction models which
are present at sensor nodes and are used to aggregate data is presented in [7]. Other
times, several simple techniques are used for modelling [8]. Here, five different
data prediction models—ARMA, AR, MA, nonlinear regression, and exponential
smoothing are used. The prediction accuracy of the five models is compared and
the best model is chosen. Recently, [9] created a static but powerful model based on
1-D CNN and Bi-LSTM which picked features based on measurement correlation
and modelled the data. Among recent studies, [10] provide a comprehensive com-
parison of machine learning algorithms used for predictive modelling in temperature
prediction. 36 machine learning algorithms are compared for accuracy. Apart from
learning that extraTrees work best for (indoor) temperature prediction, we come to
find validation to what we observed during literature review. That is, the horizon
or forecast period is usually less, up to 3h, and that the prediction models are not
dynamic.

We proposed a localized load reduction technique which uses predictive models.
However, our models are adaptive in nature, and model recreation happens at the
sink node [2]. Sink node transmits the models to sensor nodes whenever the models
are updated. The entire operation is sink node driven. In this manner, we harness
the greater processing and battery capabilities of the sink node, and save processing
and transmission energy of the individual sensor nodes. Additionally, our forecast
horizon (one year) is much longer than any existing in the literature. Here we extend
our work by showcasing multiple models, ranging from simple averaging-based
models to complex TBATS model, with a quick comparative study. Results show
that our models predict data with sufficient accuracy and a reduction of up to 88%
in payload data transmission of sensor nodes.

3 Methodology

3.1 Sensor Environment

Weconsider sensor nodes to be either randomly scattered or placed in a predetermined
fashion over an area of interest. The nature of deployment does not matter since our
techniques work at the source sensor nodes and destination sink node. We work with
the following assumption:

– The underlying network is robust in that it handles packet loss.

The major components involved in the operation are sensor nodes, the sink node,
and the temporal models—that are housed in at each of the sensor nodes and sink
node. The WSN is configured as a time-driven or periodic WSN. In a PWSN, sensor
nodes transmitmeasured data once every period. This period can be broken down into
a certain number of slots, where a measurement is made once every slot. Generally,
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Fig. 1 System model

at the end of a period, a set of measurements is transmitted to the sink. Figure1
showcases our approach. Predictive models are housed at the sensor nodes (left of
image) and sinknode (right of image). Thewhole idea or philosophy is to approximate
the monitoring area at the sink node using predictive models. The approximated area
is represented by the dotted rectangle. Without predictive models, there would have
been major data transfer (shown as a solid arrow). Sink-driven predictive modelling
instead leads to a much-reduced data usage (represented by a double-headed arrow).
Unexpected data is sent from sensor nodes and updated model parameters are sent
back from the sink node whenever the predictive model performance deteriorates at
any sensor node.

The data measured by the sensor nodes comes from two real-world data sets,
namely the five cities data set [11], and the SML2010 data set [12]. The five cities data
set consist of outdoormeteorological datameasurements fromfiveChinese cities over
a period of six years (2010–2015). It consists of 16 features and 264,270 instances.
TheSML2010data set consists of indoormeteorological datameasurements recorded
over 40 days at SML house at the Universidad CEU Cardenal Herrera (CEU-UCH).
It consists of 24 features and 4137 instances.

3.2 Load Reduction

Load reduction and reconstruction Our technique consists of two interworking
aspects. At one end, a predictive model at each sensor node predicts the observation
once every time slot, while the sensor measures the observation in that time slot.
When the period elapses, the sensor node sends the measurements to the sink node
only if the measurements and predictions mismatch. At the other end, there is a
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Fig. 2 Operation in a nutshell

sink node that contains predictive models corresponding to each sensor node in the
network. Once every slot, these models make predictions of observations at each of
the sensor nodes in the network. At the end of the time period, if a sink node does not
receive any data packet from any sensor node, it understands that the predictivemodel
for that sensor node did not encounter any mismatch and is working as expected.
Occasionally, the predictive models do not predict accurately and the sensor nodes
send data packets in those instances. Should any sensor node(s) send data packets for
a predefined number of consecutive time periods, the sink node updates the model
corresponding to that sensor node. The algorithms involved are mentioned in [2].
Figure2 depicts the steps involved in a nutshell.

Predictive model The predictive models play a primary role in data reduction. It is
a mathematical model that predicts or estimates the value of data at any particular
time interval. The attribute whose value is to be predicted is called the dependent
variable and the attributes used in the model as inputs are called the independent
variables. A model makes a prediction of a new observation based on what it learns
from hundreds, thousands and sometimes evenmillions of prior observations in time.
This is called historical or training data that is used to train themodel. The data is time
series data. Time series data is data that is usually recorded or measured at regular
intervals of time. Themeasured data is chronologically ordered. The predictivemodel
is also called temporal model when it has time as one of its independent variables.
Time series data is analysed to understand underlying patterns and structure in data.
This analysis helps understand what external parameters does the data depend upon
and the characteristics of data. The usual components of time series data are trend,
seasonality and remainder. Once the data is analysed, we build a mathematical model
that helps predict the data.

Data preprocessing and transformation Time series data is firstly preprocessed.
This involves using correlation to understand which attributes need to be used in
our models. Once we identify the attributes needed, we check for NA or missing
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values in these attributes and replace them with the last occurring value. We then
check for anomalies and the values using the Twitter Anomaly Detection toolkit [13]
and replace the anomalies with last proper value. Once the data is preprocessed, we
divide the data into training data and test data. To divide the data, we determine the
frequency of the data, and use twice the frequency value as the number of records
in the training set. When that is not sufficient to train the model, we pick half the
amount of data as training data, and the other half as the test data. In some scenar-
ios, we need to transform data before modelling. Data that is not stationary needs
to be transformed to make it stationary. Stationary data is time series data whose
properties do not change with time. Presence of trend and seasonality in time series
data makes the data nonstationary. Stationarity of the data is tested using unit tests
like the Kwiatkowski–Phillips–Schmidt–Shin (KPSS) test. The data is then trans-
formed to make the data stationary. These transformations are necessary in models
like ARIMAwhich do not use trend and seasonality. On the other hand, models based
on exponential smoothing use trend and seasonality. The two popular transforms are
log transform and differencing data.

Simple models, Holt-Winters and TBATS In [2], for predictive modelling, we
proposed decomposition of time series data and applyingM5P regression tree for the
respective components. In this paper, we went ahead and compared the performance
of M5P regression tree against a few other techniques, namely—a simple averages
and weighted averages-based technique, then Holt-Winters and ETS, and finally
TBATS.

Simple model: averages and weighted averages A simple functional model when we
have history data available is averaging andweighted averaging. A prediction ismade
on the basis of averaging of the values of previous observations made at the same
point in time, every season, or period in the past. For instance, in five cities dataset,
which has annual seasonality, the prediction of temperature on current day (date)
is the average of previous years’ measurements of temperature taken on the same
date. To accommodate long-term changes, we can also choose weighted averaging
where we give higher weight to temperature measurements/observations from the
most recent observation made at the same time/date in all previous periods/seasons
in history data. The weights decrease as the observations are further away from
most recent observation. In case the data has multiple seasonalities, for instance,
the five cities dataset has both a daily and an annual seasonality, we give higher
weight to the observation corresponding to the smaller seasonality (day) and lesser
weight to the observation corresponding to the larger seasonality (annual). In other
words, the temperature at the same time yesterday will have a greater weight than the
temperature measurement from the same time a year back. Results of this approach
are surprisingly good considering the minimalist nature of the model. Based on the
nature of the data being modelled, this model can be used in data forecasting when
one needs an approximate prediction and the underlying WSN application does not
have hard quality and accuracy bounds.

Holt-Winters and ETS For one-step forecasting, ETS performs better than some
advanced machine learning methods like Long Short Term Memory (LSTM) and
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Recurrent Neural Networks (RNNs) [14]. It is this finding that makes us explore and
use simpler forecasting techniques like ETS and Holt-Winters in an iterative manner
to enable long-term forecasting over a yearly prediction horizon. Holt-Winters is
also known as Triple Exponential Smoothing because it uses exponential smoothing
on the three components of the time series, i.e. seasonality, trend, and remainder.
Determining the right frequency/seasonality of the data is crucial for Holt-Winters
or ETS-based forecasting. Holt-Winters, although a simple technique, is surprisingly
powerful. Before applying Holt-Winters or ETS, we first check if the training data
needs to be differenced first. Once the data is differenced, it is converted to a time
series object. The time series object is then passed as a parameter to the Holt-Winters
function hw() or the ETS function ets() to create the model. Once the model is
created, steady-state operation commences. The model is referred to iteratively, at
every time slot, to make a one-step prediction. If the training data was differenced,
every prediction is readjusted to account for the initial differencing.

TBATS An advanced forecasting model called TBATS developed by [15] uses com-
bination of Fourier terms with an exponential smoothing state space model and a
Box–Cox transformation. TBATS is usually applied for time series with complex
seasonality. Complex seasonality is when the time series data has multiple overlap-
ping seasonalities or high-frequency data. The complex seasonality in the data is suc-
cinctly captured using Fourier terms. This usage of Fourier terms also helps TBATS
overcome the shortcomings of Holt-Winters and ETS which cannot handle high sea-
sonality values. SML2010 dataset, for instance, has a high seasonality/frequency of
96 and cannot be accommodated by Holt Winters and ETS.

Sliding training data window Iterative or one-step modelling-based approaches
use a sliding training data window. If the data packets are sent consecutively for a
threshold number of times, the model is retrained using the sliding window at the
sink. This sliding window initially would have consisted of the actual training data.
Over time the sliding window slides right to accommodate incoming measurements
at the sink node or predictionsmade by themodel at the sink node. The oldest training
data values drop off the left side of the sliding window. The sliding training window
enables for adaptive modelling and long-term forecasts of up to a year and beyond,
if need be.

4 Results and Discussion

4.1 Implementation

Wetested our hypothesis usingRStudio [16]which is an integrated development envi-
ronment for R. The creation of the temporal models, the simulation WSN involving
transfer of reduced data across the network, and the update of the models from sink
node to sensor nodes were all coded with the help of R script files in RStudio. The



442 A. A. Chauhan and S. K. Udgata

data in the simulation is transmitted using IEEE 802.15.4 packets [17]. There are
four types of frames defined but we concern ourselves only with the data frame. The
data frame consists of a header of 24 bytes and a payload section which can be of
variable length to a maximum of 104 bytes.

4.2 Results and Discussion

We evaluated our predictive models using R-squared value, Root Mean Square Error
(RMSE) and Mean Average Error (MAE). RMSE is calculated using the following
Eq.1.

RMSE =
√
1

n
�n

i=1

(di − fi
σi

)2
(1)

One can observe that the equation is similar to Euclidean distance equation—and
can be thought of as the distance between vector of predicted values and vector of
observations. In terms of a benchmark to compare the performance of our models,
[18] report a 1-day out RMSE of approximately 2.8 ◦C. R-squared, on the other
hand, tells us how much the linear predictive model explains the response variable
variation, in terms of percentage. Values of R-squared lie between 0 and 100%, or
0.00–1.00. 0.00 indicates that the model does not explain any of the variability in the
predictions, whereas 1.00 indicates the model explains all variability. A good model
has a value closer to 1.00. Mean Absolute Error (MAE) is the mean of the absolute
error, where the absolute error is the difference between the measured value and true
value. MAE is calculated using the following Eq.2

MAE =
(1
n

) n∑
i=1

|yi − xi | (2)

Tables 1 and 2 tabulate the performance of the three models compared against the
M5P regression tree-based model. It can be seen that when the horizon increases,
the performance of the M5P regression tree-based model goes down, especially in
the case of five cities dataset which has higher data variance (63.26) when compared
to the SML2010 dataset (8.14). Iterative modelling approaches which use a sliding
training data perform best in both datasets. Surprisingly, the simple model performs
reasonably well and when the data to be modelled does not vary much, the simple
model can be used as a predictive model. Note that Holt-Winters and ETS cannot be
applied to SML2010 dataset because it has a data frequency of 96, and Holt-Winters
and ETS cannot handle high-frequency data.

The saving in the amount of data transmitted depends on the difference threshold
set to determine a mismatch. In the case of SML2010 dataset, for a difference thresh-
old of 1.5, we had a saving of 75.97%, for a difference threshold of 2, the savings
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Table 1 Performance of some of the techniques on five cities dataset

Technique Horizon Correlation RMSE R-squared MAE

M5P 24 0.9621909 4.3796231 0.9258113 3.7691047

M5P 8760 0.0655896 11.3418243 0.004302 9.1736524

Simple model 8760 0.8947466 3.7211379 0.8005715 2.8806317

Applying TBATS 8760 0.8977154 6.5705631 0.8058929 5.6817308

Holt-Winters (Iterative) 8760 0.9608393 2.2361231 0.923122 1.6254993

ETS (Iterative) 8760 0.9607005 2.2365952 0.9229454 1.6291573

TBATS (Iterative) 8760 0.960025 2.259002 0.921648 1.647230

Table 2 Performance of some of the techniques on SML2010 dataset

Technique Horizon Correlation RMSE R-squared MAE

M5P 96 0.9671215 1.8547682 0.9353241 1.5892308

M5P 1344 0.544716 2.2380737 0.2967155 1.7636186

Simple model 1344 0.9717119 1.4921725 0.9442241 1.2950554

Applying TBATS 1344 0.7757708 3.0613081 0.6018203 2.6959502

Holt-Winters (Iterative) 1344 NA NA NA NA

ETS (Iterative) 1344 NA NA NA NA

TBATS (Iterative) 1344 0.8600512 1.4595792 0.7396881 1.0916691

went up to 83.33% and for a difference threshold of 2.5, the saving in the amount
of data transmitted between sensor nodes and sink node was 87.43%. In the case of
five cities dataset, for a difference threshold of 1.5, we had a saving of 60%, for a
threshold of 2, a saving of 69.1%, and for a threshold value of 2.5, we had a saving
of 75.83% in the amount of data transmitted from sensor nodes to the sink node.

5 Conclusions

In this paper, we built upon the idea of using adaptive time series predictionmodels to
predict data and reduce transmissions proposedbyus in [2].We implemented a sliding
training data window to iterate one-step forecast and achieve adaptive, accurate long-
term forecasts.All of this is sink driven, thus leveraging greater energy and processing
capabilities at the sink node.We explored threemore types of predictive models to go
along with M5P regression tree model in our earlier work. We were able to achieve
long-term forecasting, in some cases up to an year, and consequent load reduction.
Over this period, we were able to reduce the payload data transmissions from the
sensor nodes to the sink node by up to 88%. This translates to reduced transmission
energy and reduced energy utilization at individual sensor nodes.
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Smart Wheelchair Using Brain Waves
Through Machine Learning

Jenamani Chandrakanta Badajena, Srinivas Sethi, Amrit Dash,
Priyanka Rout, and Ramesh K. Sahoo

Abstract Maneuvering a mechanical wheelchair is a difficult task for a paralyzed
person. Hence, there is a need for designing a wheelchair that is intelligent and
provides easy maneuverability for persons who are not capable of handling the
manual maneuvering process. Our proposed system is designed to receive, process,
and classify electroencephalographic signals before controlling the wheelchair. This
paper is based on an analysis of the cognitive function of the human brain, and its
deployment through machine learning algorithms. It has been analyzed that machine
learning algorithms improve the accuracy of electroencephalograph (EEG) response
data. We have captured brain signals using the NeuroMAX-32 instrument from
human beings under various stimuli conditions and tried to classify data using naive
Bayes, support vector machine (SVM), and decision tree (J48). Attention and medi-
tation level of person has been obtained from EEG response data, and it will be used
to move, control, and stop the wheelchair using microcontroller.

Keywords Machine learning · EEG sensor · Brain wave · Smart wheelchair ·
Naïve Bayes · Support vector machine · Decision tree

1 Introduction

Attention can be considered as a focal point to capture the brainwaves of a person that
can further be used to process and analyze signals for utilization in the implementation
of autonomous smart wheelchairs [1–3], where the human makes decisions and the
smart control technology helps in the automation ofmotion. The primary contribution
of this research is fourfold: The first fold is to observe the brain activity. The second is
to create a firmly established environment with different situations. The third is to be
evaluated through amachine learning algorithm, and the fourth is to deploy the idea in
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the smart wheelchair to perform the task. Brain waves control an autonomous smart
wheelchair, in which the human makes decisions to move the wheelchair (forward,
backward, right, left, and stop) with smart controls and automates the motion. The
advancements in a smart wheelchair are equipped with environmental sensors, HD
camera, 3D scanner, Bluetooth device, and a computer-based system as the main
processing unit and place a strong emphasis on computer cluster architecture. Besides
their disability, intelligence technique is added to thewheelchair platformaround user
control.

The goal of our study is to develop a BCI framework that may be extended to offer
more natural and involving control. This involves the creation, testing, evaluation,
and deployment of a new data analysis method for the study of human cognitive
function along with the psychological and behavioral effects of a BCI system on the
cognitive capacity of a human user. In this section, we have discussed the architecture
of the model and working process of the model and the method of collection of data
and analysis and implementation in machine learning and how to convert it into the
command of a motor in the wheelchair. Furthermore, the accuracy of various data
methods has been examined.

2 Background

Soleymani [4] proposed synchronized stimuli videos about unusual degrees of
freedom. The author discovered two concepts for continuous emotion [5]: “long
short-term memory recurrent neural network” (LSTM-RNN) and CCRF. They
studied contamination and the effects of facial muscles using EEG signals. The
authors have taken facial expressions to carry out the complementary observation
of that EEG signal. The previous frame was used to track the supervised descent
method while using the landmark (SDM). A conditional random field (CRF) had
been used to build a probability-based model to classify sequential data and segment
support. The concentration of the signal in the EEG [6] is used as the control signal
for the wheelchair, and the signal is sent to the STM32 [7] to allow forward move-
ment of the wheelchair. The emotion reflection in real time was collected and inter-
preted using a brain–computer interface (BCI) [8]. Negative and positive emotions
were used to classify EEG data using k-NN [9] algorithm and multilayer perception
neural network (MLPNN) [9]. The classifier algorithm sets up the channel selection.
Individual participants used the EEG channel to perform various classifications.
The resulting feature vector is being used to classify related negative and positive
emotions using a related classifier.

k-NN classifier along with a new object was selected for feature extraction and
distance calculation using Euclidean distance, Minkowski distance, and Hamming
code. In all of the preceding research, the authors analyzed their observations in the
context of an advertisement, a short film, or a non-biased situation.
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Table 1 Comparison of
various types of classified
signals [6, 9]

Signal Frequency
(range) (Hz)

Amplitude (µV) Originate lobe

Alpha 8–13 30–50 P-lobe/O-lobe

Beta 14–30 5–20 F-lobe/P-lobe

Theta 4–7 Less than 30 P-lobe/T-lobe

Delta 0.5–3 100–200 F-lobe/T-lobe

Gamma 31–50 5–10 F-lobe/T-lobe

Table 1 contains the various types of EEG signals with their respective frequency
range and amplitude. These signals have been used further in developing and simu-
lating the proposed BCI framework to capture perceptual and sensitive information
from the temporal lobe, frontal lobe, parietal lobe, and occipital lobe [9].

3 Methodology

An experimental protocol was designed to capture participants’ attention and medi-
tation level which is shown in Figs. 1 and 2. Wheelchair will be moved, controlled,
and stopped as per attention and mediation level of person. Attention and mediation
level of person will be obtained from EEG response data received from brain using
the NeuroMAX-32 instrument. The duration of the experiment is 900 s including
preparation and rest. The experiment is based on visual movements tests and facial
expression tests. These two factors were chosen because they have a great influ-
ence on participants’ selective attention and meditation-related area. The experiment
was conducted to study the paired habituation of children and adults and when the
external force or anybody pinched the body that reflects in the attention and some
change in facial expression which reflects the motion of a person getting hike. When
the external force was applied to the human body, it was raised till the human body
gets calm. When the human body gets relaxed and the mind is in a stable state, at

Fig. 1 Architecture of model
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Fig. 2 Working process

that time the meditation of the human body gets hiked, and like this, the other lobes
get hiked, and after some moment, it is normalized.

3.1 Architecture for Proposed Model

As per Fig. 1, the data was collected by the EEG machine (NeuroMax-32) from
hundred participants and analyzed through machine learning algorithms, viz. SVM,
decision tree (J48), and naive Bayes classifier. It, in turn, gives the command to the
motor of the wheelchair, and according to command data, the wheelchair starts to
work and the process will continue symmetrically.

3.2 Functionality of Smart Wheelchair

As per Fig. 2, the data has been collected from the human brain using EEG machine
and analyzed and trained through machine learning teachniques. The trained data
send to the microcontroller through Bluetooth of a wheelchair. Then the Microcon-
troller gives the command to the motor of the wheelchair and the wheelchair started
working as per the data given by the Bluetooth.

3.3 Data Collection Framework

In this part, the proposed paradigm for categorizing emotions in various situations
is described.

First, data from EEG signals was obtained from several lobe points of the brain
using the NeuroMax-32 device. After that, the data was preprocessed in anticipation
of extraction in the future. Then, by selecting the proper EEG channel, it generated a
feature vector. The data was then examined and grouped into positive and negative.
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Data collected from various lobes will be paired and analyzed. The right
sides lobes, FP2-F8, F8-T4, T4-T6, T6-O2, and left sides lobes, FP1-F7, F7-
T3, T3-T5, P3-O1 can be paired and analysed for different applications. In this
work, two pairs such as, P3-O1 and T4-T6 provide EEG response data that reflects
meditation and attention level of person, and it is in the range of 0–100.

Digital wavelet transform (DWT) is used to convert the extracted data and EEG
signal. The model’s last job involves categorization and prediction. It has been used
during the analysis phase. Then, accuracy is obtained using the classifier.

3.4 Experimental Setup

The working mechanism of the approach has been expressed in three stages as per
Fig. 3. In the first stage, the NeuroMax-32 channel headset has been used to capture
the brain wave by using 32 electrodes placed in the human skull. It has 32 channel
represented by 32 red and black connecting wires. The connecting wires have two
ends; one end has been connected to the NeuroMax board, and another end has been
connected to the electrodes. Out of 32, 16 electrodes are placed in right side of brain
represented by red color wire and another 16 electrode are placed in left side of the
brain represented by black color wire.

In the second stage, EEG signals will be received from brain by EEG headset
through electrodes placed on the head and it will be sent to the NeuroMax board
which in turn sent the captured signals to the connected computer through USB
serial cable. The EEG signals are captured by NeuroMax software running in the
computer, and output is represented in the graphical view.

Fig. 3 Experimental setup
for the proposed model
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In the third stage, the data in the graphical view is converted into an excel format
that has been used for analysis in the proposed work.

3.5 Data Analysis and Modeling

The final step to control the wheelchair on the decision of the appropriate movement
of a person is classification; this can be done with the implementation of machine
learning algorithm, which is an application of AI. Machine learning models and
applications can be categorized into supervised learning, unsupervised learning, and
reinforcement learning.

In supervised learning, input data (X) and output data (Y ) are a function of Y
= f (X). This has been resolved through the use of classification and regression.
Regression problems occur when output data is used instead of a real or continuous
value. Classification problems occur when data is output on a category basis. Deci-
sion tables, like decision tree classification models, are primarily used for machine
learning algorithms.

WhereW1 andW2 are the weight factor given to attention label AL andmeditation
label ML, respectively. We have given 70% focus to the attention level, and that is
why we considerW1 = 0.7, and whereas 30% focus is given to meditation level, and
that is why we considerW2 = 0.3 collectively to define the status of the person using
attention and meditation using Eqs. 1 and 2.

AL data obtained from T4-T6 lobe points (set of lobes considered for attention).
ML data obtained from P3-O1 lobe points (set of lobes considered for meditation)

Att_med = AL ∗ W1 + ML ∗ W2 (1)

Att_medstatus =
⎧
⎨

⎩

low forAtt_med < 35
medium for 35 < Att_med < 55
high forAtt_med > 55

(2)

In Eq. 1, Att_med represents mental status of person based on his attention and
mediation level, and further, it has been categorized into low, medium, and high as
reflected in Eq. 2. As per this, mental status of person speed of wheelchair will be
controlled. Further, it can also control, stop, and move wheelchair. In this work, the
wheelchair will stop when Att_medstatus is low, it will move slowly in medium status,
and it will move in a steady way for high status. For this, we have studied the data
using various machine learning approaches to judge the accuracy of model.

Processes to be followed

P1: Calculate the prior probability based on the given class labels.
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P2: Find the likelihood probability for each class individually.

P3: Calculate the posterior probability using the naive Bayes formula.

P4: Find the class with the highest probability and label it as the probability class.

3.6 Machine Learning Algorithm Used for Classification

Machine learning can be helpful in the prediction of outcomes based on the inputs
collected from various previous data without the need for explicit programming.
It comprises sets of algorithms that can take data as input and can automatically
improve user experience.

3.6.1 Naive Bayes Algorithm

Naive Bayes is a collection of “probabilistic classifiers” based on Bayes’ theorem
with a high amount of statistical data independence between features or elements
taken for classification.

3.6.2 SVM

A support vector machine (SVM) is a learning algorithm based on a supervised
learning method that can be helpful for data analysis, pattern recognition, and regres-
sion analysis. It is a classifier for the separation of the hyperplane. SVM is a non-
probabilistic binary linear classifier. It is a supervised learning method associated
with other learning algorithms. It can also be used as a discriminative classifier
defined by separating hyperplane. It plays a significant role in the categorization
between text and hypertext by accepting two possible classes from the input.

3.6.3 Decision Tree (J48)

Adecision tree is another popular machine learning tool that uses a non-backtracking
or greedy approach. The decision trees are constructed in a top-down or bottom-up
manner. Initially, training is conducted with a set of tuples along with their associated
class labels which are further recursively partitioned into smaller subsets.
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3.7 Performance Evaluation Parameter

True positive (TP) rate, false positive (FP) rate, recall, precision, F-measure, mean
absolute error (MAE), root mean squared error (RMSE), relative absolute error
(RAE), and root relative squared error (RRSE) are the various parameters used for
evaluation of machine learning algorithms used for classification in the proposed
work.

For any potential parameter value chosen to differentiate between two classes or
different cases, certain data will be correctly classified as positive (TP= true positive
fraction) and some may be erroneously classified as negative (FN = false negative
fraction).

The FP rate is calculated as FP/FP + TN, where FP stands for false positives and
TN for true negatives (the total number of negatives is FP + TN). It is the chance
that a false alarm will be triggered; a positive result will be returned when the true
value is negative.

Recall = TPR

FN + TPR
(3)

Precision = TPR

FPR + TPR
(4)

F Measure = 2 ∗ Precision ∗ Recall

Precision + Recall
(5)

Precision, recall, and F-measure have been determined as per Eqs. (3), (4), and (5).
In statistical analysis of binary classification, the F-score or F-measure is a measure
of a test’s accuracy. An F-score can have a maximum value of 1.0, signifying perfect
precision and recall, and a minimum value of zero if the precision or recall is both
zero. Correctly classified instances are used for the compilation of true positive and
true negative occurrences (TP + TN). For both false negative and false positive
classifications (FP + FN), the same incorrectly classified instances were used.

The graph for performance evaluation that can be helpful in the classification of
performance from the application of multiple classifiers is termed receiver operating
characteristic (ROC). This is helpful in the demonstration of the relationship between
the rates of true positives and false positives. ROC is a machine learning prediction
concept that represents a diagonal approach. There are various parameters associated
with the performance evaluation namely, mean absolute error (MAE), root mean
square error (RSME), and relative absolute error (RAE). The MAE quantifies the
average measurement of erroneous items in a given set of values where values are
the distribution of probabilistic data items. The standard deviation or the root mean
square error (RSME) provided information about the deviation of individual data
items from the mean or in others words it gives a mathematical idea about how
close the data points are toward the mean. Relative absolute error (RAE) is a method
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for calculating the accuracy of an analytical model. RAE is an abbreviation for the
absolute rate.

4 Result and Discussion

In NeuroMax-32, the lobe points T4, T6, P3, and O1 are primarily taken as emotion
and sentimental analysis. The data has been analyzed and computed using these lobe
points. The data was gathered from various nerves of the brain from data pair points
T4-T6 and P3-O1. As a result, the data amalgamation technique can be a suitable
mechanism for more accurate analysis. The data amalgamation was performed with
the T4-T6 pair of points and the P3-O1 pair of points. Multiple paired lobes points
are calculated from the 32 port NMX32 device. P3, O1, T4, and T6 are primarily
designed to assess emotion and sentiment. The data has been analyzed using these
four lobes as a starting point. The data aggregation has been computed from these
two pairs, as shown in Figs. 4 and 5. In these graphs, at the time of pinching on the
skin of the person or heating to the skin of a person, the emotion may be observed
through the segments of entire result.

As per Fig. 4, it has been observed that the resultant data is unstable due to outside
activities on the human body, till the human body gets calm. From 185 to 227 of
X-axis showing more value as a person gets pinched which reflects the emotion of
a person getting hiked. Like this, the other points get hiked and normalized, and so
on. The process will continue till the human body gets some external forces.

As per Fig. 5, it has been observed that the data becomes hike because the external
force was applied on the human body and then it raised till the human body gets calm.
Like in 1981–2080, the human body gets relaxed with the concentrated assignment.
So, the meditation of the human body gets hiked. Like this, the other points get hiked
and normalized, and so on.
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In Fig. 6, it is shown that the range of data in all methods is mostly medium-range
data which was collected when the input body in a normal position, when the input
body gets hurt by some external body or pinched by someone or surprised or scared
the data level in all methods became high, and when the input body gets calm or
sleepy the mind was in peace the data level becomes low.

In Fig. 7, we observed the kappa statistic, mean absolute error, and root mean
squared error for naïve Bayes, SVM, and decision tree (J48) and we find that naïve
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Fig. 7 Error detection

Bayes is more kappa statistic value than SVM and decision tree. And, also we find
that SVM has very little error in comparison with naïve Bayes and decision tree.

In Fig. 8, we have analyzed the TP rate, FP rate, precision, recall, F-measure,
MCC, ROC, and PRC area and we find that in SVM all the classes are the same
except the FP rate. In SVM, the FP rate is zero and the decision tree is almost the
same in all parameters expect FP rate; the FP rate is zero here. And, in the naïve
Bayes, all the parameters are less than one.

As per Fig. 9, we can say that the accuracy level of SVM is higher in comparison
with naïve Bayes and decision tree. The accuracy level in SVM is 99.96%,whereas in
decision tree it is 99.80% and in Naïve Bayes it is 94.72%. The incorrectly classified
instance is closer to 0 in both SVM and decision tree and a little in naïve Bayes, and
also, we find that in SVMwe get very less error in comparison with the decision tree
and naïve Bayes.
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5 Conclusion

We have tried to develop a smart wheelchair that can work on behalf of an incapac-
itated human being by the methods discussed in this work. We have used various
machine learning algorithms to design an artificial intelligence-based experience for
people on wheelchairs. For the same, we have captured EEG response data from
human brain using NeuroMax-32 headset attached with the skull to detect brain
waves. Further, attention and meditation level has been measured using T4-T6 and
P3-O1 lobe points of EEG response data. It has been used to determine mental status
of person that will be used to move, control, and stop the wheel chair. In the future,
we will try to move the wheelchair on left and right side using eye movement.
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Wi-Fi Signal-Based Through-Wall
Sensing for Human Presence and Fall
Detection Using ESP32 Module

Sahoo Ajit Kumar, K. Akhil, and Siba K. Udgata

Abstract Device-free Wi-Fi sensing has gained much attention due to its simplic-
ity, low cost, and it requires no additional hardware. The main advantages of Wi-Fi
sensing are, it is unobtrusive, can operate through walls, work without lighting, is
ubiquitous, and does not require users to carry any additionalwearable devices. These
Wi-Fi signals can be exploited to detect the event and recognize various human activi-
ties. This paper proposes a device-freeWi-Fi sensing system to track human presence
and fall activity detection across the wall using the Channel State Information (CSI)
values extracted from the received Wi-Fi signals. The received signal characteris-
tics changes with the presence of the human beings, and their activities influence
the signal propagation, resulting from reflection and scattering. The activities can
be recognized by analyzing the CSI values corresponding to different subcarriers
of the received signal. CSI values contain fine grain information such as ampli-
tude and phase to achieve better sensing accuracy with a unique pattern that can be
observed corresponding to each activity. We developed the transmitter and receiver
hardware modules together with the necessary software for capturing the CSI from
Wi-Fi signals using low-power and low-cost ESP32 module. Multiple experiments
are conducted for human presence and fall detection activities in indoor environ-
ments. The proposed model finds the best time window size to detect the activities
instead of considering the usual fixed time window size. This helped to increase the
detection accuracy. The results show the effectiveness of the proposed method with
accurate event detection.
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1 Introduction

Recent progress inWi-Fi technology has established the use ofWi-Fi signals to sense
the state of a person, such as sitting, standing, falling, walking, movement of body
parts, and so on [1].Wi-Fi signals often propagate through the direct path andmultiple
paths via reflection and scattering in indoor environments. The advantages of Wi-Fi
sensing are: (1) it works with existing Wi-Fi infrastructures, as Wi-Fi devices are
present almost everywhere and (2) noninvasive sensing can accomplish the sensing
tasks without user awareness, and inconvenience [7]. The signal propagation paths
can be broadly categorized into two folds: (1) Line-of-Sight (LoS) and (2) Non-Line-
of-Sight (NLoS) as shown in Fig. 1. In the case of LoS, signals propagate through a
direct path between the transmitter and the receiver. In the case of NLoS, the signal
propagation may deteriorate as the signal travels through multipath reflections from
transmitter to receiver [5].

Device-free Wi-Fi sensing is typically based on signals, namely RSS and CSI.
RSS is MAC layer information that represents the strength of the received signal and
is only a superimposition of multipath signals. It represents coarse-grain information
that can be used for localization or to calculate the distance between the access point
and receiver. RSS is susceptible to multipath effects and unable to resolve multipath
propagation, which leads to unpredictable fluctuations, resulting low accuracy in
sensing tasks [6]. To overcome the limitations of RSS based sensing, the CSI fea-
ture of Wi-Fi is adopted. Multiple-Input Multiple-Output (MIMO) and Orthogonal
Frequency-DivisionMultiplexing (OFDM) provide channel state information, which
represents the amplitude attenuation and phase shift of each subcarrier [12]. This CSI
is the physical layer information of Wi-Fi and is more granular and stable than RSS.
It can provide more fine grained information of the signal as it carries both amplitude
and phase information across subcarriers [13]. CSI iswidely used forwireless sensing
purposes as it effectively manages the multipath effects at the subcarrier level. CSI
contains the channel properties of a communication link such as channel frequency

Tx Rx

LOS

NLOS

NLOS NLOS

Fig. 1 A scenario of LoS and NLoS of Wi-Fi signal propagation
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response of subcarriers and characterizes how the signal transmission between the
transmitter and receiver [10]. CSI reveals the combined effect of scattering, fading,
distance attenuation, environmental attenuation, time delay, amplitude attenuation,
and phase shift of multiple paths on each communication subcarrier [16].

This work develops and demonstrates through-wall experiments of human pres-
ence and fall detection from CSI data gathered using the low-cost, low-powered
ESP32 Wi-Fi module. We conducted experiments in the laboratory for human pres-
ence and fall detection with one wall between the transmitter and receiver Wi-Fi
module. We have also conducted experiments for the same events within two walls
by keeping the transmitter and receiver outside the walls. Repeated experiments are
conducted to verify the effectiveness of the Wi-Fi sensing and to check the accuracy
of event detection.

The remainder of this paper is organized as follows. Section2 reviews the related
works on CSI-based activity monitoring. Section3 describes the theory of CSI and
extraction of CSI data from the ESP32 Wi-Fi module. Experimental procedure,
results, and analysis are presented in Sect. 4. Analysis of experimental CSI data to
detect human presence and fall activity described in Sect. 5. Conclusions and future
works are outlined in Sect. 6.

2 Related Works

This section describes the related works on CSI-based Wi-Fi sensing for human
activity detection and monitoring. Ahmed et al. [1] presented a survey on machine
learning approaches for device-free human gesture recognition using CSI metric of
Wi-Fi devices. Atif et al. [2] presented ESP32 based Wi-ESP CSI tool for CSI mea-
surements as well as the processing and its applications in device-freeWi-Fi sensing.
Fang et al. [5] presented non-line-of-sight human presence detection from CSI mea-
surements using commodityWi-Fi devices. Hao et al. [7] proposed a complex human
motion recognition method, namely, CSI-HC based on CSI and the average accu-
racy of the motion recognition in indoor environment up to 85.4%. Hernandez and
Bulut [8] developed a smart phone based application to collect, process, and ana-
lyze the CSI data received from ESP32 device. Through-wall experiment of human
presence as well as their moving directions using CSI data of ESP32 Wi-Fi device
demonstrated by Hernandez and Bulut [9]. Liu et al. [11] presented a comprehen-
sive review ofWi-Fi signals, theoretical models, signal preprocessing, segmentation,
feature extraction, human activity monitoring and recognition, and applications. In
depth survey on signal processing, algorithms, applications, and performance of Wi-
Fi sensing as well as basic concepts, advantages, limitations are presented by Ma et
al. [13]. Yang et al. [17] proposed a framework to improve human activity recogni-
tion based on different signal enhancement approaches. Human presence detection
and event classification using support vector machine with 95.3% accuracy for event
classification and 93.3% accuracy for human presence detection is presented by Li
et al. [10]. Wang et al. [14] discussed a comprehensive overview of the working



462 S. Ajit Kumar et al.

principle and system architecture of device-free Wi-Fi sensing and its applications,
challenges, and opportunities. Ma [12] presented a convolutional neural networks
based approach for sign language recognition (SignFi) using CSI. Wang et al. [15]
classify and analyzeWi-Fi CSI-based behavior recognition. A comprehensive survey
of deep learning based wireless sensing systems for human detection is discussed by
Zhang et al. [18].

3 Channel State Information

In this section, we present the basic concepts of channel state information. In Wi-
Fi communication, channel state information represents the channel quality of a
communication link. The OFDM of IEEE 802.11n standard provide the amplitude
and phase difference information of different subcarriers in the form of CSI matrix.
In the physical layer, OFDM divides the spectrum band into different frequency
sub-bands called subcarriers [12, 17]. Since every subcarrier is independent of each
other, the multipath effects are different for every subcarrier, which causes changes
in the amplitude and phase. CSI also captures the various environmental changes.
Therefore, any movement or changes in the environment can be detected by different
subcarriers [13]. As a result, CSI can distinguish and identify different granularities
of actions or movements accurately.

Multipath propagation also leads to constructive and destructive interference,
frequency-selective fading, and shadowing. This multipath propagation can be
depicted by Channel Frequency Response (CFR) in the frequency domain and Chan-
nel Impulse Response (CIR) in the time domain. CFR can be obtained by performing
Fourier Transformation (FFT) on CIR. In the time domain, the CFR, h(τ ) of Wi-Fi
channel can be modeled as:

h(τ ) =
L∑

i=1

aie
jφi δ(τ − τi ) (1)

where ai and φi represents the amplitude and phase shift of the i th path prospectively,
τi is the time delay on i th path, L is the total number of multipaths, and δ(τ ) is the
Dirichlet impulse function.

In the frequency domain, the channel response is modeled as CFR and can be
stated as:

y = Hx + N (2)

where x and y are the transmitted and received signal vectors, respectively. H is the
channel state information matrix. N is the additive white Gaussian noise vector.
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Based on the drivers used in the Wi-Fi devices, the CSI will be split into different
subcarriers. The matrix H can be expressed as Eq.3.

H = [H1,H2,H3, . . . ,Hn] (3)

where n is the number of subcarriers, in this work, we use the ESP32 Wi-Fi module,
and the number of subcarrier in CSI is 64. HereHi is the vector containing complex
number depicting the amplitude and phase captured for each subcarrier. Hi can be
expressed as (4)

Hi = |Hi |ej sin(θ) (4)

where |Hi | and θ are the amplitude and phase response of the i th subcarrier, respec-
tively.

3.1 ESP32 Wi-Fi Module for CSI Data Collection

This section introduced the key features of the ESP32 module used in this study as
shown in Fig. 2 and its specifications. Espressif IoT development framework (esp-idf)
recently added user-programmed software for ESP32 microcontroller to collect CSI
data [3]. This ESP32 is a low-cost, low-power device with both Wi-Fi and Bluetooth
functionalities [4]. The device can support 802.11 b/g/n protocols (802.11n (2.4GHz)
up to 150Mbps) and can be configured to work either Station mode (STA) or Access
Point mode (AP). In STA mode, the ESP32 acts as a Wi-Fi device that can connect
to existingWi-Fi networks, and in AP mode, the ESP32 acts as a host Wi-Fi network
for other devices. The present implementation of ESP32 supports only one antenna
for transmitter (Tx), and receiver (Rx) [8]. The ESP32 has two low-powered Xtensa
32-bit LX6 microprocessors, making it a powerful dual-core (core 0 and core 1)
microcontroller. This device is a single 2.4GHz Wi-Fi and Bluetooth combo chip
designed for Internet of things (IoT) applications. It has 440 kB of ROM and 520 kB
RAM and supports a clock frequency up to 240MHz.

In ESP32, subcarriers CSI channel frequency response is computedwhen a packet
is transmitted from Tx to Rx. The CFR of a subcarrier is of two bytes of character, the
first segment is the imaginary, and the second segment is the real value [2]. ESP32
Wi-Fi supports bandwidths of HT20 and HT40, and the default bandwidth is HT40.
HT20 supports a maximum bandwidth of 72 Mbps, and HT40 supports a bandwidth
of 150 Mbps.
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Fig. 2 ESP32 module used for CSI data collection

4 Experiments

We developed the hardware module using the ESP32 module for both transmitter
and receiver using the IEEE 802.11n 2.4 GHz Wi-Fi communication standard. In
this paper, we used low-cost and low-powered ESP32Wi-Fi modules (cost is around
10 USD) for Wi-Fi sensing experiment. The software module is used for the channel
estimation and extracting the CSI values from the received signal. We conducted
experiments to detect human presence and fall event detection. The experiments are
conducted with the transmitter and receiver placed outside the wall of the lab, and
the human activity (presence and fall) is undertaken in the lab as shown in Fig. 3.
We also conducted the experiments with just one wall between the transmitter and
receiver and nowall within the transmitter and receivermodules. The experiments are
conducted with four different persons doing the activities. Each activity is repeated at
least ten times, and the CSI values are captured for analysis. The capture CSI values
usually contain noise due to environmental and hardware factors, and therefore,
require preprocessing before analysis. There are various filtering techniques to filter
out unwanted noise from the data.

We extracted the CSI features from the received signal, which contains both
the amplitude and phase of the signal in different subcarriers. The CSI values are
extracted as complex numbers, and the amplitude and phase part is separated using
Algorithm 1. We applied different filtering techniques to remove the unwanted noise
and smoothen the amplitude part of CSI data. We tried different filtering techniques
like PCA, local outlier filter, Hampel filter and low pass filters. We implemented the
Butterworth low pass filter as it seems to be working better in this application. The
Butterworth low pass filter filtered out the noise very well compared to other filters.

After the data preprocessing step, we need to analyze the CSI amplitude data
corresponding to frames and subcarriers. The CSI values contain 64 subcarriers,
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and patterns may be detected at any subcarriers. So, each activity is recorded for
around 20s, and about 800 frames are recorded per event. We trimmed some data
frames from the start and end of the recorded measurement data to remove noise in
the measurement setup operations. We adopted the sliding window technique with
different window sizes to find the segment for detecting the event within collected
data frames.

Algorithm 1 Channel state information data extraction algorithm
INPUT: Raw CSI data from the experiment
OUTPUT: Dataset consists of Amplitude (A) and Phase (φ)
n ← number of frames or packets
m ← size of CSI data in each frame
for i = 1 to n do

for j = 1 to m do
if j%2 == 0 then

b ← Imaginary part of the CSI data
else

a ← Real part of the CSI data
end if

end for
end for
for k = 1 to m/2 do

Amplitude A ← √
a2 + b2

Phase φ ← arctan( ba )

end for
Output: Amplitude [ A1,A2, . . .A64] and Phase [ φ1, φ2, . . . φ64]

5 Results and Analysis

Multiple experiments are conducted with no human presence, in the presence of
a human, and with fall activities in LoS and NLoS scenarios. The CSI values are
analyzed varying the window size between 10 and 20 frames to detect the events and
accuracy is noted. We observe that window size 16 gives an optimal performance for
the fall activity detection. Figure4 shows the variations in the average amplitude of
all the CSI subcarrier values corresponding to frames. A similar trend is observed in
the average amplitude when the transmitter is placed without walls, with one wall in
between and two walls separating them. Figure5 shows the amplitude corresponding
to the best subcarrier CSI variation when there is no wall between the transmitter
and receiver. The green zone indicates no human activity/presence in the experiment
zone. It can be observed that there is a significant change in the CSI amplitude
when any activity is performed. Figure6 shows the amplitude variation when the
human presence and there is a fall event. The red colored zone in Fig. 6 shows the
amplitude corresponding to the fall event, and the cyan colored zone shows only
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Fig. 4 Results of experiment with no wall, with one wall and two walls between the transmitter
and receiver

Fig. 5 Results of human activity with no wall between transmitter and receiver
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Fig. 6 Results of the through-wall sensing experiment when there is one wall between the trans-
mitter and receiver

Fig. 7 Results of the through-wall sensing experiment when there are two walls between the
transmitter and receiver

human presence. Thus, the variations in the amplitude can be used to detect the fall
event.When the transmitter and receiver are separatedwith twowalls, and the activity
is conducted within the walls, the amplitude variations are shown in Fig. 7, which is
similar to Fig. 6. The experimental results conclude that there is substantial variation
in the received CSI values corresponding to different human activities, particularly
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fall activity. The results and adjoining graphs show that the human presence and fall
event can be easily detected using the amplitude part of the captured CSI values and
appropriate segmentation techniques based on the sliding window method.

6 Conclusions and Future Scope

In this work, we demonstrate the use of Wi-Fi channel state information to sense
through-wall human presence and fall event detection. We have shown the use of a
low-cost ESP32 module for detecting the human presence and fall event detection.
The preliminary results reported in this paper are pretty encouraging. We observed
a clear variation even in the presence of obstacles like one wall between transmitter
and receiver and two walls between the transmitter and receiver. This experiment
has many potentials as it can detect human activity and fall events in a non-intrusive,
noninvasive, device-free and non-cooperative environment. In the future, we would
like to continue the experiments using low-cost devices like ESP32 to detect many
other activities, gesture recognition, and build an end-to-end system to detect the
events, which will include the use of different machine learning algorithms.
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Design and Modeling of Virtual Robot
for Industrial Application in Smart
Manufacturing Assembly Line

D. Anil Kumar, Kali Charan Rath, Kamalakanta Muduli, and F. Ajesh

Abstract The robot is a machine and is a re-programmable, multi-functional regu-
lator expected for transport various kinds of material, parts, instruments, or thought
contraptions from end to end factor-altered developments for the carrying out of a
grouping of tasks. Mechanical technology is portrayed as the discipline or exam-
ination of the development basically associated with the arrangement, production,
speculation, and utilization of robots. Advanced mechanics are a science utilizing
the proceeding with headways of mechanical design, sensor creation, material
science, advanced calculations, and producing strategies, while various fields add
to the science, the techniques, and the sections, mechanical independence makes the
completed outcome. Robot makers can fabricate robots with more agreeable parts
and mechanical constructions without losing execution, and robots can be utilized
likewise in applicationswith extremely elite prerequisites, just like in smartmanufac-
turing assembly line and machining. This paper presents the proposed and modeling
of an industrial robot modeling in virtual platform to describe the end-effector trajec-
tory through forward kinematics mechanism. Trajectory planning referred as path
motion planning of end-effector. Now, end-effector is visiting through via points. It
is observed from the simulation that the position and velocities are continuous by
following C0 continuity when end-effector passes through via points. Uniqueness of
this work is that the trajectory produces smooth continuous motion while passing
through assigned via points (generated intermediate points through iteration process
algorithm).
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1 Introduction

The last century has seen a sensational change in the idea of work occurring in
assembling enterprises. New systems, innovations, and practices are being presented
on very nearly a consistent schedule, which makes the business among the most
intriguing and testing. Maybe the most effective change has been the progress
to computerization. While robotization has been around since the mid-twentieth
century, it has procured gesture over the once decade or close, filled by the wide
execution of cutting edge mechanics. The assembling business is going through a
change. The assembling business has the chance to essentially reevaluate itself from
effectiveness on the processingplant floor by accepting innovation.As interconnected
and astute assembling is making progress, contending in the realm of Industry 4.0. In
the manufacture of goods, robots and humans work together. The present innovation
with shared advanced mechanics is one of the central participants in Industry 4.0.

The virtual robot is designed with the help of mechanical design software with
proper dimension. Then, based on required degree of freedom, it is allowed for its
smooth movement. The function of robot model is analyzed through virtual robot
simulation platform with input parameter. The forward kinematics was tested in
virtual mode by following DH rule. The transformation matrix of the simulation is
equalwith the analytical calculation value, and the trajectory is validated through end-
effector traced path through polynomial function. Significance of the work is that the
trajectory provides C0 continuity with higher order polynomial up to certain degree
of freedom only. It is observed that the continuity of the trajectory depends upon the
number of intermediate points. As more points are associated in the trajectory, so the
trajectory path traced by end-effector is smooth; otherwise, it follows C1 continuity.

The goal of this paper is to give the peruser general machine in classified structure
and calculation that can be applied together to tackle kinematics issues to a specific
mechanical system according to necessity in sequential construction system. A
simplest mathematical model executed through this paper to help the new researchers
to design robot model. The robot body model is designed through design software.
As per the features availability in the design software, the robot links get linked
through joints with boundary condition values. Then, the simulation is applied to
test the function of virtual robot. Positional change of end-effector and trajectory
gets validated by free online robot simulation software. MATLAB features validate
the interlinked virtual robot to evaluate the coordinate points visited by robot end-
effector. The virtual robot model analysis is a cost-efficient testing process of any
customized robot.

2 Literature Review and Proposed Methodology

The investigation of advanced mechanics offers exactly that chance to amalgamate
space information going frommechanical andmathematics to hardware and software
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engineering [1–3], as robots are mind boggling machines work with numerous layers
of innovation [4–7].

As indicated by a new report, the advancedmechanics industry is ready to develop
at a pace of in excess of 40% in the following decade, which is multiple times the
development figures contrasted with the past couple of many years [8, 9]. Robots
that are used in assembly line are more precision and task demanding [10]. As robot
comes under mature technology, so it leads assembly line automation in various
manufacturing industries in advanced technology [11–13]. It is assessed that with
mechanical progressions, and robots will be a significant main thrust for building a
manageable future [14, 15]. Industrial robots are driven by electronics and automotive
industries to ensure high production at low costs [16, 17]. Indeed, even today, the
term “robot” is utilized equivalently with the most recent popular expressions like
mechanization, man-made consciousness, and large information, imagining a not
so distant future where people and machines consistently collaborate to accomplish
answers for true issues [18]. Use of robot in industry is now financially justified and
has the ability to solve tight labor market [19, 20].

Kinematics centers around body development disregarding the powers or minutes
thatmake that development. The expression “robot kinematics” alludes to the investi-
gation of a robot regulator’s development. For separating the conduct of current regu-
lators, arranging sensible kinematics models for a robot instrument is very significant
[21]. Kinematics of robot provides very accurate calculation, example as, positioning
the gripper as per required position on the space, movement of tool from one point
to the required operation position, and robot end-effector movement through trajec-
tory [22]. Robot kinematics in geometry emphasis that the modeled robot ensures
to provide rotation and translation as well [23]. Cartesian space and quaternion
space are fundamentally two unique spaces utilized in kinematics demonstrating of
controllers specifically [24]. From the study, it has been seen that the more research
have to involve in kinematic analysis of robot. The simplest method is described in
this paper to help new researchers to start work in robotics area.

3 Smart Manufacturing in Car Assembly Line

A smart factory permits the minimization of creation process times, just as its
expenses, as it can adjust and upgrade the cycles as well as putting away and breaking
down a lot of information continuously. Contrasted with people, robots move quicker
and with more noteworthy precision. Diverged from individuals, robots move faster
and with more imperative accuracy. They can assemble parts, embed screws and
sticks, or apportion cements. Today, most robots are utilized in assembling tasks;
the applications can be isolated into three classes: material taking care of, handling
activities, and get together and investigation.

The provisions make robots the ideal associates for specialized or complex item
mechanical production systems. More prominent exactness, expanded creation, and
a pattern toward diminishing expense of the underlying cost are making robots in
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Fig. 1 Layout for car assembly line in smart manufacturing system

assembling substantiallymore alluring.Welding, painting, squeezing, gathering, pick
and spot, palletizing, thing assessment, and testing are on the whole normal activities
for ultramodern robots, which are all upgraded with high steadiness, speed, and
delicacy. Robots that are used in quality control have the ability to check vehicle
bodies for right shape, size, and estimation to ensure that later during creation parts
will fit. General vehicle mechanical creation framework (Fig. 1) in sharp gathering
floor is showed under.

3.1 Virtual Robot and Nomenclature

A robot is a machine worked to complete a perplexing undertaking (or set of errands)
by truly moving and connecting with the workplace. A straightforward robot with
three levels of opportunity can move in three ways: up and down, left and right,
and forward and in reverse. The end-effector associates with the robot’s arm and
capacities as a hand. One of the principle parts of a robot is a fundamental part in
any PC-driven innovation: the focal handling unit (CPU). The CPU goes about as
the “cerebrum” of the robot. As such, a CPU is the robot part that gives input to
outside improvements. The arm is the fundamental segment of the mechanical arm
and comprises of three sections: the shoulder, elbow, and wrist. These are altogether
joints, with the shoulder resting at the foundation of the arm, normally associated
with the regulator, and it can push ahead, in reverse or twist. In like manner use,
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“virtual” represents on the web that is through a PC or gadget. This is used to depict
a correspondence that does not do in an in-person valid climate.

3.2 Design of Robot Manipulator Algorithm

Design of robot manipulator follows the following points:

Step 1: To finish the link coordinate frames, apply the DH rule.

Step 2: The manipulator’s link-joint table is determined.

Step 3: DH transformation matrices are determined.

Step 4: Calculation of the joint coordinates as a function of the point P.

Step 5: Append the device facilities casing to P and address the forward kinematics
to decide the casing’s direction.

Step 6: Estimation for the remainder of the design and change framework of the
controller (Fig. 2).

Design consideration for the model: (a) Three axes creates a spherical wrist on
a six-axis arm, (b) from the central axis to the center of the wrist, the maximum
reach is 880 mm, (c) payloads going from 5 to 2 kg are programming selectable, (d)
estimated arm weight is 80 kg, (e) ± 0.1 mm as for repeatability, (f) straight line
moves at 500 mm/sec with a maximum velocity of 2.5 kg, and (g) straight line moves
at 470 mm/sec with a maximum velocity of 4.0 kg (Table 1).

Fig. 2 Design of robot manipulator

Table 1 Model parameter
value

Joint Angle in degree Joint Angle in degree

waist 320 Wrist bend 200

Shoulder 266 Wrist roll 280

Elbow 284 Tool flange 532
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3.3 Modeling for Forward Kinematics in Robot

Kinematics is the investigation of the connection between a robot’s joint directions
and its spatial format. Forward kinematics utilizes a robot’s kinematic states to select
the end-circumstance effector’s from known traits for joint impediments. The volume
of space that the robot can reach, known as its work area, is defined by the robot’s
components and kinematics circumstances. A kinematic model portrays the devel-
opment of a robot in mathematical construction dismissing the forces that impact
development and stresses over the numerical association between parts. Kinematic
showing of regulators expects a critical part in contemporary robot control. It depicts
the association between robot end-effector position andbearing in space and regulator
joint focuses, as shown in Fig. 3a–c.

Link parameters Joint parameter

Link length Distance between links

Link twist Angle between links

Fig. 3 a Geometry for forward kinematics of a three DoF robot manipulator, b point in space, and
c link and joint mechanism



Design and Modeling of Virtual Robot for Industrial … 477

Fig. 4 I/P and O/P parameter for kinematics mechanism of robot
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From the arm’s foundation to the last moving link, the connection numbering is
displayed as Fig. 4.

Showing the robot’s computation is tended to in kinematics. In most kinematics
models, homogenous transformation is used. Given known joint angles and angular
velocities, forward kinematics refers to the interaction of obtaining end-effector posi-
tion and speed. For example, in the event that the arm’s shoulder and elbow joint
focuses are given in the sagittal plane, the goal is to choose the Cartesian headings
of the wrist/grasp hand.

The kinematic state of manipulator is typically defined with joint angles and
angular velocities.

θ1, θ2 = XEE , yEE (2)

When joint-1 is located at origin, the coordinate of the joint-2 is:

X2 = L1 cos(θ1) (3)

Y2 = L1 sin(θ1) (4)

Now, coordinates of end-effector can be calculated with the help of following
mathematical model.

XEE = X2 + L2 cos(θ1 + θ2) = L1 cos(θ1) + L2 cos(θ1 + θ2) (5)

YEE = Y2 + L2 sin(θ1 + θ2) = L1 sin(θ1) + L2 sin(θ1 + θ2) (6)
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Derivative of the above equations will provide the end-effector velocity

Ẋ EE = −θ̇1L1 sin(θ1) − (

θ̇1 + θ̇2
)

L2 sin(θ1 + θ2) (7)

ẎEE = θ̇1L1 cos(θ1) + (

θ̇1 + θ̇2
)

L2 cos(θ1 + θ2) (8)

3.4 Trajectory Generation and Kinematic Constraints

The approach for generating trajectories is based on satisfying velocity, acceleration,
and jerk restrictions. All through the proposed movement, every constraint should
stay steady. Every hub can have different imperatives in the multidimensional situ-
ation. The joint-space heading time occurs at runtime for all n joints openly and
simultaneously. Way-points, that are a series of points along the path, are commonly
used to illustrate the planned path. Course age is just it is making a bearing inter-
facing no less than two-way centers. Each through point has the chance that the robot
end-effector visits.

Position of end-effector

P(t) = (x(t), y(t), z(t)) (9)

Velocity

V (t) = Ṗ(t) = (

x ′(t), y′(t), z′(t)
)

(10)

Acceleration

a(t) = P̈(t) = (

x ′′(t), y′′(t), z′′(t)
)

(11)

Both the joint space and the functional space can be utilized to create directions.
Two separate control approaches are used to govern trajectory: (a) displacement
control and (b) force control. Controlling the end-effector: Polynomials are one of
the most common types of functions associated (cubic, quintic, sinusoids, clothoids,
etc.). The following are the conditions that must be met:

1. Interpolation, which is the process of moving from one location to another.
2. The path’s initial, final, intermediate, or geometric tangent velocity.
3. Geometric curvature or initial, ultimate, or intermediate velocity
4. Continuity up to Ck .
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4 Forward Kinematic Analysis of Virtual Robot Puma 560

Forward kinematics demonstrates joint situations, for instance the marks of the
revolute joints and joint movements. The purpose is to figure out the end-posture,
effector’s, or its location and orientation. This can be refined utilizing the conclusion
conditions depicted in the stages underneath.

Connect an organize casing to each of the (n + 1) connections of a chronic
controller with n levels of opportunity, with Frame 1 connected to the fixed or base
casing and Frame (n + 1) to the furthest limit of the nth connection. DH boundaries
are clear cut. Homogeneous change grids were determined as T1, T2, T3, …, Ti , …,
Tn . The homogeneous change lattice of the end-effector outline regarding the Frame
1, i.e., T calculated as T = T1, T2, T3, . . . , Ti , . . . , Tn .

The direction of the bodies or interfaces and the places of the starting points of
the casings joined to the connections were gotten as follows:

Q = Q1, Q2, Q3, . . . , Qi , . . . , Qn (12)

P = a1 + Q1a2 + · · · + Qiai + · · · + Qn−1an (13)

whereQi is the symmetrical revolution gridwhich addresses the direction of casing—
(i + 1) concerning the casing—i and vector ai is the vector from the beginning of
frame i to the beginning of edge (i + 1). So for the given sort of joint for example
revolute or diverse one of as far as possible is variable which is known as the joint
variable, but the other three excess cutoff points are unsurprising and are called
interface limits (Figs. 5 and 6).

Output Result

The end-effector positional output for virtual robot PUMA 560. During this simula-
tion, except joint-1 parameter, other joint parameter values were taken as fixed. Only
joint-1 parameter value changed to observe the trajectory of end-effector. Incremental

Fig. 5 Input joint angle range
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Fig. 6 Homogeneous transformation, end-effect frame, and position

position provided through 1 mm and increment in joint angle provided 0.5◦. Coor-
dinate of the end-effector position has been recorded through each increment of 1◦
in θ1 (Fig. 7; Tables 2 and 3).

The homogeneous transformation matrix table at the target position (-457.25,
6.789, and 1038.00) is.

Fig. 7 Trajectory drawn by end-effector C0-continuity
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Table 2 Joint angle parameter

Joint parameter Value in degree Joint parameter Value in degree

θ1 0°–160° θ4 0°

θ2 90° θ5 −270°

θ3 0° θ6 0°

Table 3 Positional coordinate value of end-effector of robot PUMA 560

Joint parameter θ1 (in degree) Coordinate of end-effector

Xi Yi Zi

0° 432 150 1038

1° 429.289 157.53 1038

2° 426.506 164.987 1038

…

139° −424.445 170.23 1038

…

160° −457.25 6.789 1038

0.94 −0.342 0 −457.25

−0.342 −0.94 0 6.789

0 0 −1 1038

0 0 0 1

The connection between the interesting joints of the robot controller and the area
and bearing of the hardware or end-effector is the focal point of forward kinematics.
Forward kinematics, to put it all the more officially, decides the area and bearing of
the end-effector dependent on the properties of the robot’s joint parts. This virtual
assessment portrays a forward kinematic study to decide the general effect of every
single joint variable. The trajectory traced by end-effector follows cubic polynomial
with C◦ continuity.

5 Conclusion

The bend parameterization in time q = q(t) is adequate to work part insightful, i.e.,
qi in the vector q. Yet, a certain meaning of the direction is gotten by tackling the
planned issue with determined limit conditions in a given class of capacities as it
were. The kinematics of a robot relate the joint points of a robot to the arrange
edges of its connections. A robot’s reachable work area is the scope of end-effector
areas it could reach. Forward kinematics figures the arrange outlines comparing to
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robot’s setup. Estimating the situation of an arm’s end-effector is just a question of
understanding the kinematics of the robot and estimating the situation of every single
halfway joint. The investigation of the arrangement of staggered of chance kinematic
chains that shape the creation of mechanized structures is called robot kinematics.
The emphasis on calculation means that the robot’s connections are represented as
rigid bodies, and its joints are required to provide unbiased pivot or interpretation.
Validation of work is proposed through the virtual simulation mode and found that
the end-effector moves in smooth trajectory with C0 continuity.

Further work of this examination centers around effectively applying various
portrayals of position, direction, and their subsidiaries as for time to take care of
different kinematics issues as needed to connect with workplace in industry.
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A Hybrid CNN Real-Time Object
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Approach for Autonomous Vehicles

Sanjoy Choudhury, B. H. Karthik Pai, K. Hemant Kumar Reddy,
and Diptendu S. Roy

Abstract Autonomous Vehicles (AVs) are progressively attaining attention glob-
ally. It consists of clear and transparent potential future in the upcoming genera-
tions and it is estimated that it will intensely differ the transportation as we know
it by today. An automated driving system is a complicated and complex associa-
tion of several constituents. The identification and classification of any object and
traffic road sign is an important job for any autonomous vehicle at the same time
achieving the 100% accuracy is also difficult and complex task. In this paper, we
have put forward the proposal for hybrid CNN deep learning model for real-time
identification and classification of objects and simulation-based results proved that
the modified version CNN model performed very well with accuracy more than
95%.
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1 Introduction

One of the most awaited smart city services are intelligent transportation systems.
Transportation infrastructure with connectivity, autonomy, sensing and the endowing
vehicles are the foundation on which ITSs is built upon in order to guarantee effec-
tive transportation and provide harmless road travel [1]. To facilitate this ITS vision,
furnishing of transportation infrastructure and vehicles along with smart sensor need
to be done which can collect and process bulk of heterogeneous data on individual
passengers, vehicle and its environment. Real time and ultra-low latency collection
[2] of information must be completed so to provision various autonomous features
including self-driving vehicles by ITSs. Certainly, data analytics infrastructure and
reliable communication to process and transmit the data generated by the sensors is
required for managing and monitoring the several ITS operations. However, because
of enormous number of mobile sensors in an ITS, communication of all the mea-
surements of sensors to a cloud that is located remotely by using traditional method
[3] can result in computational overload, communication network congestions and
high delays which is intolerable for any ITS, as any delayed decision in the system
potentially can cause accidents, travel delays and congestions.

1.1 Convolution Neural Networks

From past few decades, several neural network frameworks have been established
to resolve different tasks. The most upfront way to build a neural network is the
Feedforward neural networks in which the data flows from the input neurons in
unidirectional way to the output neurons. The Single Shot MultiBox Detector (SSD)
is one of the famous architectures [4], which act as the basic architecture.

1.2 Convolutional Neural Networks Models

With an aim to understand and sense our world, A convolutional neural network
(CNN) is a form of artificial neural network that is especially intended to analyse
pixel input and is used in image recognition and processing. A neural network is
a hardware and/or software system modelled is one of the most challenging study
topics in today’s smart computing. Many of the latest and efficient research in the
field of green computing is based on the well-known CNNs architectures.

LeNet One of the earliest applications ofConvolutionalNetworkswhichwas
successfully corresponding to computer vision problems is LeNet, it
was introduced in 1990s by Yann LeCun. The LeNet model which is
extensively utilized for classification problems.
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AlexNet In Computer Visions, the actual breakthrough of Convolutional Net-
works was symbolized by AlexNet which was implemented by
Krizhevsky et al. [5]. The basic architecture of AlexNet was much
alike to the LeNet, but it was much bigger and deeper.

GoogLeNet The next ILSVRC 2014 challenge on object detected was achieved
by GoogLeNet, which is an additional remarkable CNN architecture
in terms of inception [3]. It achieved an unbelievable top-5 accu-
racy of 93.33%. Advancement of the Inception Modules is one of its
significant contributions which was motivated to various authors.

VGGNet One of the most homogeneous, deep and simple structures in CNN is
represented by the VGGNet. VGGNet was proposed by Simonyan
and Zisserman in [6]. It achieved the second-best stance in the
ILSVRC 2014 challenge. The main target of VGGNet was to demon-
strate the importance of depth in terms of performance in CNN.

ResNet by Kaiming et al. invented the Residual Network. He won the
ILSVRC2015 award. ResNetmakes use of hefty batch normalization
and thus contains important skip connections features. CNNs consist
of deep architectures which require a plenty of memory causing dif-
ficulties in dealing with GPUs.

The following are some of the study’s major contributions we have put forward
for new directions of smart systems presented in this paper:

1. Three architectures have been defined and used for comparisons including simple,
modified LeNet and VGGNet consisting of 8 layers.

2. We employed theYOLOmodel to enable end-to-end training and real-time speeds
while maintaining high average precision, keeping in mind the key problem of
memory utilization and speed.

3. Computational simulations are conducted and furnished in order to the reliability
and efficacy of the proposed model.

The remainder of this paper is structured in the following manner. In Sect. 2, the
relevant works are discussed. Architectures including simple, modified LeNet and
VGGNet consisting of 8 layers and its implementation as well as it presents the
benefit and usage of YOLO are discussed in Sect. 3. In Sect. 4, extensive experiment
findings are presented accompanied by concluding remarks in Sect. 5.

2 Related Work

The plausible improvement in the safety and performance of vehicle, its adequacy
in traffic [4] along with save in energy [7] have led to significant growth to the
autonomous vehicles and thus most of the technology trends are inclined towards
automotive industry in the past decades. Industry and academia both have already
attracted a significant attention to research in the field of automotive industry. Rang-
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ing from high-density flow of traffic to the highways with high-speed, and in various
urban to suburb scenarios, there must be safe and adequate travelling trajectories, for
which the autonomous vehicles must be spontaneous, precise, stable and computa-
tionally efficient. There are numerous difficulties and ambiguities surrounding the
road and weather circumstances as well as the traffic in real-world also consists of
dynamic. Presently, based upon the presence of two research methods, the research
on autonomous vehicle’s object classification can be carried upon in different ways.
The first type of research includes applications based upon RGB-D. Imran et al.
used Kinect to produce depth image, later combining it with RGB image, and using
four-channel data flow, the convolution network was trained [6, 8].

OverFeat [1] is a Convolutional Neural Network method that does pattern
recognition, detection, and localization all at the same time. Over-
Feat is one of the most effective detection approaches up to date,
having won the ImageNet Large Scale Visual Recognition Chal-
lenge 2013 job of stratification.

VGG16 [8] attempted to overtake OverFeat’s dominance in object catego-
rization and detection by investigating the implications of excessive
layer depth. In the ImageNet ILSVRC 2014 Challenge, layers pro-
posal were created, establishing up to date region models in local-
ization and stratification.

YOLO [9] is a new model that works with images directly and treats object
recognition as regression rather than classification. YOLO has come
together on CNN based object detection model, proposed by Joseph
et al. in 2016 [9]. Benefitting from the unified design, YOLO beats
the other state-of-the-art methods as its detection speed is 10 times
faster [9].

Fast R-CNN [10] aims for predicts the accuracy of depth models while speed-
ing them up. Fast R-CNN assumes on the region models and uses
shared resources per region models and reduced SVD factorizations
to improve speed and model accuracy time.

Hence, by considering the above challenges in mind and the importance of Iden-
tification and classification of any object and traffic road for any autonomous vehicle
at the same time achieving the 100% accuracy is also difficult and complex task.
Our major goal is to offer a hybrid CNN deep learning model for real-time item
recognition and classification utilizing YOLO.

3 System Model and Architecture Design

Our neural network is based on YOLO model. However, in this section, we will
explain the three different CNN architecture which is used for modelling, imple-
mentation and comparisons. Simple CNN architecture is that this architecture only
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Table 1 Modified version of LeNet architecture consisting of 8 layers

S. No. Parameters Description

1 Input Image of 32× 32 size with 1 channel (Grayscale)

2 Layer 1 (Convolutional) 6 filters of 5× 5 size

3 Activation ReLu activation function

4 Pooling 2× 2 filter with stride 2

5 Layer 2 (Convolutional) 16 filters of 5× 5 size

6 Activation ReLu activation function

7 Pooling 2× 2 filter with stride 2

8 Layer 5 (Fully Connected) It should have 120 outputs

9 Activation ReLu activation function

10 Layer 4 (Fully Connected) It should have 43 outputs, Softmax Regression to find
probability of all classes

11 Optimizer Adam Optimizer

12 Loss function Categorical Cross entropy

helps to find digit but not complex patterns. Table1 represents themodified version of
LeNet. Table2 presents the modified version of VGGNet consisting of 8 CONV/FC
layers.

3.1 Problem Formulation

Entire image is used to extract features such that each bounding box can be predicted
by the network. At the same time, it also does prediction of all classes’ all bounding
boxes. In addition to the ability to maintain high average accuracy, the design of
YOLO also enables speed in real-time along with end-to-end training. There is a
division of input image into the grid of S × S, by the system.

1. Confidence Score
The confident score is the measure of confidence of model to contain an object
in the box, as well as if the box that it predicts, is precise enough or not. The
confidence is formally described in Eq.1. There must be a zero-confidence score
in case of absence of any object in that cell. In all other cases, the intersection
over union (IOU) between the ground truth and the predicted box makes up the
confidence score, as represented in Eq.2.

Probability(Object) × (IOU)truthpred (1)
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Table 2 Modified version of VGGNet architecture consisting of 8 layers

S. No. Parameters Description

1 Input Image of 50× 50 size with 3 channels (R, G, B)

2 Layer 1 (Convolutional) The shape of output must be 50× 50× 32

3 Activation ReLu activation function

4 Layer 2 (Convolutional) The shape of output must be 50× 50× 32

5 Activation ReLu activation function

6 Pooling The shape of output must be 25× 25× 32

7 Layer 3 (Convolutional) The shape of output must be 25× 25× 64

8 Activation ReLu activation function

9 Layer 4 (Convolutional) The shape of output must be 25× 25× 64

10 Activation ReLu activation function

11 Pooling The shape of output must be 12× 12× 64

12 Layer 5 (Convolutional) The shape of output must be 25× 25× 128

13 Activation ReLu activation function

14 Layer 6 (Convolutional) The shape of output must be 25× 25× 128

15 Activation ReLu activation function

16 Pooling The shape of output must be 6× 6× 128

17 Flattening Final pooling layer’s output shape must be flattened
such that it’s 1D instead of 3D

18 Layer 7 (Fully Connected) This should have 128 outputs

19 Activation ReLu activation function

20 Layer 8 (Fully Connected) This should have 43 outputs, Softmax Regression to
find probability of all classes

21 Optimizer Adam Optimizer

22 Loss function Categorical Cross entropy

Confidence ScoreC =
{
0, if object = 0
IOU, if object �= 0

(2)

There exist five predictions, namely, x, y, w, h and confidence, for every single
bounding box. With respect to the grid cells’ bounds, the box’s centre is sym-
bolized by the (x, y) coordinates. The prediction of height and width takes place
with respect to the whole image. Lastly, the IOU among the ground truth box and
the predicted box is symbolized by confidence prediction. In accordance with
Eq.3, there is prediction of C conditional class probabilities by every single grid
cell. Regardless of the prediction of B number of boxes, only a single set of class
probabilities per grid cell is chosen.

Probability(Class(i)|Object) (3)
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Often, there is a multiplication of individual box confidence predictions with the
conditional class probabilities, thus resulting into class-specific confidence scores
for each box. There is encoding of both the class’ probability of being present
in the box, as well as the wellness of fitting of object in the predicted box, as
represented in Eq.4.

Pr(Class(i)|Object) × Pr(Object) × (IOU)truthpred
= Pr(Class(i)) × (IOU)truthpred

(4)

2. Linear Activation Function
In accordance with Eq.5, it depicts that the following leaky rectified linear activa-
tion is being used by the final and all other layers of the linear activation function.

�(x) =
{
x, if x > 0
0.1x, otherwise

(5)

3. Loss Function
The various loss functions used are:

(1) Classification loss:
As represented in Eq.6, for each class, each cell’s classification loss is the
squared error of the class conditional probabilities, in case of detection of an
object.

S2∑
i=0

1obji

∑
C∈classes

(pi (c) − p̂i (c)
2) (6)

1obji = 1 if an object emerges in ith cell, otherwise 0.
p̂i (c) implies that the cell i for class c has conditional class probability.

(2) Localization loss:
For the prediction of errors in the boundary box locations and sizes, the
localization loss is used. As represented in Eq.7, the box accountable for
object’s detection, is only counted.

λcoord

S2∑
i=0

B∑
j=0

1obji j

[(
xi − x̂i

)2 + (
yi − ŷi

)2] +

λcoord

S2∑
i=0

B∑
j=0

1obji j

[(√
wi − √

ŵi

)2 +
(√

hi −
√
ĥi

)2
] (7)

1obji j = 1 if object is detected by cell i of the jth bounding box, otherwise 0.
λcoord increases the capacity of the loss in the coordinates of bounding box.
There must not be equal weight assigned by absolute errors in small and
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large boxes, that is, there must not be same 2-pixel error in a large as well as
a small box. So, the model followed by YOLO is to predict the square root
of the bounding box height and width rather than directly taking height and
width into consideration. Additionally, to emphasize more on precision of the
bounding box, the loss is simple multiplied by λcoord = 5.

(3) Confidence loss:
Equation8 represents the formula of confidence loss when there is both con-
ditions of detection as well as non-detection of objects within the box.

Confidence loss =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

S2∑
i=0

B∑
j=0

1obji j (Ci − Ĉi )
2, if object �= 0

λnoobj

S2∑
i=0

B∑
j=0

1noobji j (Ci − Ĉi )
2, if object = 0

(8)

1obji j = 1 if object is detected by the cell i of the jth bounding box, otherwise
0, Ci is the box confidence score of the box j in cell i . λnoobj weights down
the loss when detecting background. 1noobji j is the complement of 1obji j .
Due to absence of objects in most of the boxes, there occurs a class imbalance
problem, under which the model is trained such that there is more frequent
detection of background than the detection of objects, to nullify which, we
reduce the weight by a factor λnoobj = 0.5.

(4) D. Loss:
The final loss is represented by the addition of localization, confidence and
classification losses together as given in Eq.9.

Final Loss = (6) + (7) + (8) (9)

By using Eqs. 5–9 a hybrid architecture is formed which is different from the
standard CCN models.

4 Performance Evaluation

In this section, we present the findings of our simulation-based tests, which can be
used to assess the effectiveness and efficiency of our suggested approach. The KITTI
Object Detection Benchmark 2012 [1] dataset is used in this study.

We used an Amazon AWS g2.2xlarge server running Ubuntu 16.04 for our com-
puting environment; this environment was useful because it is inexpensive, con-
figurable, and includes GPU hardware with pre-configured NVIDIA drivers. An
NVIDIA GT920M graphics card, 1 TB of hard disc capacity, 16 GB of RAM, and a
7-core CPU are among the machine’s features.
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Fig. 1 Summary of modified LeNet model

Figure1 represents the summary of modified LeNet model. It takes an image of
32× 32 size with 1 channel (Grayscale) as an input. The imposition of optimization
procedure is carried by Adam and for loss function, Categorical Cross entropy is
used. It took 50 ms to run each epoch NVidia GT920M graphics card. Training
Accuracy of this architecture was>92% after running 10 epochs. Figure2 represents
the summary of modified VGGNet model consisting of only 8 layers. It takes input
as an image of 50× 50 size with 3 channels (R, G, B). It took 100 ms to run each
epoch NVidia GT920M graphics card. Training Accuracy of this architecture was
>95% after running 20 epochs.

We also compare all the three models described and implemented above in order
to show the performance of each model. A detection method must anticipate at least
30 frames per second, or 0.033s per image, to be deemed real-time. The initial CNN
model predicts at a rate of 0.072s per image on average in ten trials, which is 2×
slower than the minimum rate required for real-time. Table3 shows a comparison
with various approaches. We can see that the improved LeNet takes 0.030s per
image on average, which is still faster than the simple model. Modified VGGNet
outperforms both the models in terms of both the time to predict single image and
training accuracy showing accuracy more than 95% which is 3% more accurate than
the LeNet while using RGB images as input.
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Fig. 2 Summary of modified VGGNet model

Table 3 Comparison between the models

S. No. Model Time to predict single
image (ms)

Training accuracy (%)

1 Simple CNN 70 >5

2 Modified LeNet 30 >92

3 Modified VGGNet 20 >95

4.1 Qualitative Findings

To further understand our model’s performance, we investigate both successful and
unsuccessful examples of detections for qualitative results. A box’s confidence is
simply the maximum score attained by a box.

Figures3, 4 and 5 represents the boxes for which the confidence threshold is less
than or equal to the confidence and thus such boxes are transposed to Non-Maximum
Suppression with the value of 0.1, 0.8 and 0.4. Figure6 represents the detection of
traffic signal and a man with its confidence value. Through experiments we were
able to classify most of the objects correctly.
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Fig. 3 Output when NMS = 0.1

Fig. 4 Output when NMS = 0.8

Fig. 5 Output when NMS = 0.4
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Fig. 6 Output on traffic
signal

5 Conclusions and Future Scope

In this paper, we have put forward the proposal for hybrid CNN deep learning model
for real-time identification and classification of objects that makes an image’s bound-
ing box predictions without even need for expensive preprocessing or expensive
deep evaluations. Three architectures have been defined and used for comparisons
including simple, modified LeNet and VGGNet consisting of 8 layers. Along with
maintaining high average precision, the model of YONO also facilitate real-time
speed and end-to-end training. To make the proposed model more efficient, numer-
ous experiments based upon simulations are conducted. The simulation-based results
proved that the modified version VGGNet for CNNmodel performed very good with
RGB images showing an accuracy more than 95% which is 3% more accurate than
the LeNet while using RGB images as input.
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Abstract The minimum energy consumption issues has now an emerging area of
research in wireless sensor network (WSN). These WSN enable new technological
application like Internet of things (IoT). In this regard, many researchers delivered
various optimization techniques for energy efficiency in WSN. In a wireless sensor
network (WSN), the two most important optimization problems are energy-efficient
clustering and routing techniques. These two are important to attain the energy effi-
ciency and to increase the network lifetime in a wireless sensor network. Clustering
improves scalability and multipath routing by doing optimization makes the WSN
more reliable in nature. These two, i.e. clustering and routing, are considered as
NP-Hard problem. To handle this type of problem, meta-heuristic optimization is
very suitable. In this study, genetic algorithm (GA) is applied in WSNs clustering,
and for efficient shortest path communication, ad hoc on demand multipath distance
vector routing with adaptive grey wolf optimization (AOMDV_AGWO) is used.
The adaptive development of grey wolf optimization technique foresees the optimal
path. Therefore, by using AGWO, a near optimal multipath route is chosen from
the number of path that is created from ad hoc on demand multipath distance vector
(AOMDV) routing protocol. The suggested model undergoes comparison with two
existing routing algorithm, i.e.AODVandAOMDV.The simulation outcomes reveals
that the proposed Protocol AOMDV_AGWO is more energy efficient as compare to
AODV and AOMDV protocol.
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1 Introduction

Wireless sensor network (WSN) is a mesh of sensor nodes controlled in an ad hoc
network. It interacts with the physical world through sensing. Due to its tiny size,
a sensor node faces various challenges in energy resources, computing capacity
and communication. Nowadays, the continuous development in the area of Internet
of things (IoT) by the help of wireless communication along with smart and tiny
sensor plays a key role. The most important challenges and issues in design a WSN
are the energy consumption. Clustering technique is used to control the data traffic
and helps in minimization of energy to increase the reliability of a WSN optimal
multipath routing is used. The routing protocol must be act in such a way that it must
be an effective and efficient to reduce energy at the time of data transmissions as
more energy consumed on that time. Transmission energy directly dependent to the
distance between source and destination.

In recent years, many authors suggested different types of routing approach for
energy consumption efficiency by using various simulations [1–14]. Different clus-
tering techniques, multipath routing with various bio-inspired optimization in recent
days is the efficient techniques that is adopted by most of the researchers. In clus-
tering techniques, whole network is partitioned into different groups of sensors called
cluster. In a cluster, a powerful and efficient node is considered as cluster head (CH).
The CH has the responsibility for data fusion and transmission. In general, all the
source nodes transmit data to CH and cluster head sends the data either directly to
the base station (BS) or through other cluster head until it reaches to the destinations
node. The reason to use clustering technique is to consume less energy and overcome
the hotspot problem. Some of the added parameters that are most relevant to satisfy
the efficient implementation of this type of techniques must have to consider are
discussed below.

1. Increase network lifetime: Energy conservation directly impacts the network
lifetime of a WSN. Proper clustering with perfect CH selection and efficient
multipath routingwith optimization enhances the network lifetime. From sensor
node, hardware architecture to software like clustering and routing protocolmust
sensitive towards energy efficiency.

2. Data fusion: This happens both at CH and BS, if it is an approach is a clustering
one.

3. Latency: In a WSN, data mostly depends on time. Periodic data comes at a
certain time interval, and real-time data is updated in each fraction of time.

4. Load balancing: Selection of proper CH andmultipath routing protocol balances
the network load.

5. Scalability: In a large WSN area to avoid communication overhead, clustering-
based technique is best suit with multipath routing. Again the optimization
techniques help for scalability.
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2 Work Motivations

In a WSN network, practically it is a difficult task to implement optimization tech-
niques. It takes more time to give the accurate output due to upcoming new tech-
nological application and requirement because sensor nodes are limited energy, low
transmission quality, communication within a short range. These different types of
challenges and constraints in a wireless sensor network reduce the performance of
the whole system. Whether it is a theoretical approach or a real-time techniques,
simulation tools act as a good trade-off to measure the performance like efficiency
and accuracy of the system.

In current scenarios, emerging technologies due to their scalability and nonlin-
earity are complex in nature. To get the improved optimal solution and control the
performance for the system modelling, the system requires optimization techniques.
Meta-heuristic optimizations are best suit for this type of modelling. For this types
of optimization approach, developers needs detail knowledge information of the
proposed model.

3 Related Works

In many WSN-related approach, various issues like lower QoS and lower resources
are occurring. Due to this, the performance of thewhole system reduces. These issues
can be resolved by the help of multipath routing techniques. Hossein Jadidoleslamy
[1] authored a hierarchical with multipath-based approach called HMR-WSN. In this
method, the multipath round is considered as super rounds. Time is divided in to a no
of rounds. In every round, CH is selected, and it is informed to the cluster members.

For solving any types of computation, the GA bio-inspired algorithm is used
as it is very suitable for resulting in near optimal solution. A number of different
methodologies have been suggested in [2–5] how GA-based clustering is efficient
for wireless sensor network. Its load balancing nature on sensor nodes enhances the
network lifetime.

In [6], GA is used to enhance next-door neighbour node length on the cheap
energy usage. Here, distance between sensor nodes to the CH and cluster head to
the base station (BS) is regarded as objective function. The node having power this
is certainly residual is considered as CH helping to lessen the transmission length
between CH to BS. The GA reduces the path length and enhance network lifetime
therefore [7]. An improved form of GA is introduced by removing invalid node,
hence increase the overall performance of the system. Hierarchical clustering with
bio-empowered crossbreed optimization are made by various algorithm strategy this
is certainly clustering.

In the proposed approach, [8] described on GA based on the calculation of fitness
function by taking parameters like node distance, number of hop count and remaining
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energy. It is really resulted as energy efficient. The drawback for the suggested
algorithm execution process is slow.

Mekonnen and Rao [9] authored a simulated annealing (SA) with particle swarm
optimization (PSO)-based clustering protocol in WSN by taking polynomial time.
This clustering comprised of two stages, setup phase and steady-state phase. Then,
member nodes have time division multiple access (TDMA) slot allotment policy for
sending the information to its correspondingCH.Besides,CHgathers the information
from its own member’s node and sends to the BS.

Gao et al. [10] presented PSO-based energy-efficient cluster-based routing to
reduce the vitality use of the WSN. The node with greater power that is residual
energy considered as CH during the clustering. After doing the PSO clustering, the
procedure for data transmission ended up being involving between nodes, CH and
BS. The data gathering, circulation and aggregation of CH ended up being necessary
an energy efficiency; this is certainly additional the WSN.

MLHP [11] is a protocol that is crossbreed and categories the entire network into
three spatial levels, considering the length form BS. A GWO-based algorithm can
be used to choose appropriate CHs by showing a probabilistic methods of fitness
function which counts remaining energy and range neighbours into consideration
into the amount this is certainly second level. The CH selection into the amount this
is certainly third level distributed as well as a routing tree was created to provide
information to the BS.

Grey wolf optimizer (GWO) [12] is just one of the present swarm intelligence
algorithms. It is encouraged by the activities of grey wolves, when victim this is
certainly hunting. Compared to various other swam intelligence optimization, this
has a lot smaller number of parameters.Moreover, it finds its search in away that both
exploitation and exploration are attained. The algorithm is written by it the capability
to better approach of local optimum which leads to enhanced convergence [13]. In
[14], for multipath routing protocol optimization, an effective Tunicate swarm grey
wolf optimization (TSGWO) is suggested. In this, the routing path calculated from
taking fitness function as QoS and trust factor. The QoS parameters are energy, delay,
distance and link lifetime. In [15], the author proposed amodified greywolf optimizer
for routing protocol for heterogeneous WSN (HMGWO). In this after initial cluster
formation, each nodes fitness value is evaluated and considered as the initial weights
of GWO. The weights are updated by considering the distance between the wolves.
Further to improve the greywolf optimization, coefficient vector is considered. Some
amount of energy, i.e. consumedby all nodes at the timeof position change and energy
to BS is not considered.

In [16], authors suggested a clustering; this is certainly a new protocol, which
utilizes GWO to pick ideal CHs. Clustering is done at the BS, which means protocol
that is presented centralized. A relay node is selected for every single of these in
order to avoid fast power exhaustion of CHs being not even close to BS. Numerous
clustering protocols separate each round into two stages: (a) cluster setup stage and
(b) steady-state stage. The clusters formation takes place in the setup phase, and in
the steady-state phase, data transmission occurs via CHs. Forming groups presents
a power overhead within the community as it results in usage of a quantity that’s
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sure of as a result of trade of required control packets [17]. This protocol reduces the
overhead by removing the setup stage in certain rounds where in fact the CHs from
earlier rounds are nevertheless good This should continue till at least one of the CHs
has actually consume 50% of their power because the setup that is stand until the
setup stage is performed once another time in the starting of the next iteration to find
new CHs. If not, the community will carry on to function without doing the setup
phase.

In [18], the author proposed a centralized system architecture for IoT application,
i.e. C-RANbased C-IoT. The proposed technique ismore spectrally efficient and also
energy efficient. In [19], the authors evaluated performance analysis RPL protocol.
The protocol 6LoWPAN is used for smart home application. This low power and
short range protocol used for small IoT application. The RPL performs much better
in this environment as against other protocol.

AOMDV may be the most acknowledged multipath on demand routing method,
and it is also the advancement regarding the standard AODV protocol. AOMDV
locates routes which are numerous the sources towards the destination where it
creates the routes that are loop-free and link-disjoint. As compare toAODV,AOMDV
protocol prevents the route finding desired in case of route collapse. AOMDV gener-
ally considers the hop count as a parameter to find out the path being optimized.
The routing table structure of AOMDV [20]. Broadcast hop count can be used as
opposed to the usually made use of hop_count in AODV. A routing table list finds the
next_hop in case any failure; this modification is considerably identifying next_hops
beingmultiple equivalent hopmatters.All next_hops have the same receiver sequence
number. In each round, there is a refreshment of sequence number and the initializa-
tion of the hop count occurs. AOMDV searches the path which are numerous, send
the packet because of the minimum hop count without taking account of energy and
traffic in that route, this is certainly which can be seen as the main downside of this
model.

4 Radio Energy Model

The radio energy of first order radio is referred from [21] which is shown in Fig. 1.
The total energy consumed at transmission time between a transmitter and receiver
to send bits over a distance d is given below

ETX(l, d) = Etx - elec + ETX - amp(l, d) (1)

= {
l × Eelec + l × εfs × d2 if d < d0; (2)

= {
l × Eelec + l × εmp × d4 if d ≥ d0; (3)
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Fig. 1 Radio model

• Eelec denotes the dissipated energy per bit. It mostly considers the parameters like
signal encoding, digital modulation, filtering and transmission of the signal.

• εfs and εmp are the characteristics of the transmitter amplifier, where εfs is destined
for propagation of free space and εmp meant for multipath.

If d0 > d (distance between transmitter and receiver), then free space model (d2

power loss) is implemented.
Else (multipath fading model (d4 power loss) is used).
The amplifier takes responsibility to reverse this loss. To receive l bit of data, the

total energy used and the threshold value is given in (4) and (5), respectively

ERx(l) = Eelec × l (4)

d0 = √
εfs/εmp (5)

5 Projected Methodologies for Clustering

5.1 Genetic Algorithm (GA)

Genetic algorithm is a bio-inspired computational optimization model. For simula-
tion process, it follows biological process and selection. This helps in search for near
optimal solution. In this methods, first it identifies the possible solution from current
pool of population. Each individual is encoded to act as a characteristic entity for
a chromosome. The basic principle GA follows is the survival for the fittest. Once
the initial population generated, genetic operator is used to carry out the crossover
operation. For new solution set, the mutation operator being carried out. The new
population set is now more suitable possible solution as against the previous popula-
tion set. The fitness value of this offspring is more preferable as previous offspring.
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The crossover operator and mutation operator have some specific probability factor.
For this reason, it can be efficiently used to get optimal solution in any computational
model.

5.2 Procedure for GA Clustering

/* for each individual Iteration */

Implement binary encoding for GA procedure

Follow GA methods for selection of CHs in each round, i.e. Koptimal

Step-1 Population initializations.

Step-2 Generates the chromosome record by taking binary encoding.

Step-3 Selection of chromosomes randomly.

Step-4 Evaluate the fitness function utilizing (6).

Step-5 Carry out the crossover and mutation phase to produce next generation of
population.

Step-6 The new generation of population considered as off springs.

Step-7 For the new population, create the new cluster.

Step-8 New cluster head selected by using fitness value.

Step-9 If any round, the fitness value is same for more than one node, then the node
having shortest distance to base station considered as CH.

/*All CHs send the collected information to BS, and then BS gathers all the data,
carry out next phase of work.*/

end of the process

/* stop itteration */

5.3 GA Process

The various steps of GA included in this approach are discussed below.

1. Encoding: In this work, binary encoding technique is applied, which categories
the entire nodes of the network in to two. One is considered as members nodes
and others are considered as cluster head (CH). Member sensor nodes and CH
regarded as gene to generate chromosome. The members node and CH taken as
(0) and (1) for calculation of chromosome creation.
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2. Initializations of population: Initial chromosome created by the input of certain
number of nodes, and it can be increased to some number. For the space
constraint and easy to execute, the chromosomes length should be restricted.

3. Fitness function calculation: In this work, it is the ratio of residual energy to total
energy of the sensor nodes. Mathematically, the equation is defined as below

F1(x) = Er

Ei
(6)

where Er = sensor node residual energy and Ei = sensor node initial energy.
4. Selection process: In this phase from the present population, individuals are

chosen for next generation of population. By doing selection process, better
fit individuals selected for reproduction of next population. Roulette Wheel
selection method is used for chromosome selection method.

5. Crossover operation: In this phase, single point crossover method is used. The
crossover between two individual chromosome having probability specified by
crossover rate.

6. Mutation: In eachbit of chromosome,mutationoperator is applied.Themutation
rate has some probability specification. After the mutation, each bit changes,
i.e. 0 becomes 1 and vice versa. In this work, the chromosome selection, for the
evaluation of CH, the fitness value used the probability function

The probability function that is used for selection of CH based on the fitness value
is evaluated as:

P
(
CHchromosome(i)

) = (Fxi )
∑N

M F(xM)
(7)

6 Proposed Ad Hoc on Demand Multipath Distance Vector
Routing with Adaptive Grey Wolf Optimization
(AOMDV-AGWO) Algorithm

The transmitter broadcasts a path demand (RREQ) to get the path to the receiver node
into the AOMDV routing protocol [16] and multiple number of path created. Among
all the routes, AOMDVchooses the shortest one, i.e. consideringminimumhop count
and does not also thinking about the quality of this selected route. The transferred
data packet from source to destination, when receivedmessage from destination node
returns to the source node. In this regard, more than one number of transmissions
occurs in different preferred routes. So, it hampers the link quality loss. For the
possible loss of connection, source node does not accept any acknowledgement. The
system decides one optimal route. Accordingly in this regard, a meta-heuristic opti-
mization methods based on grey wolf optimization are used. Here in this approach,
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fitness function is used to make it adaptive in nature. The proposed routing algorithm
with optimization technique is called AOMDV_AGWO.

6.1 Adaptive Grey Wolf Optimization (AGWO)

AGWO is influenced because of the food hunting activities of the grey wolf. A wolf
is called subsidiary or as delta sometimes if it does not are parts of the blended crowd
of alpha (α), beta (β) or omega (δ). The adaptive methods implies after enhance wolf
actions and employ Genetic parameters [12].

For resourceful information sending, find the optimality of route from selected
number of routes. Into the targeted node during the selected number of routes, the
information transmission from the source node in the community is done by the
route request message. The route is delivered by the destination node acknowledged
message towards the source node after obtaining the received packet. The remainder
energy regarding the nodes must be well-ordered and route among the list of sender
node and receiver node ought to be shortest to acquire the suitable path.

A number of solutions (Sa) in the search space area are started initially. For route
optimality, node must consume less energy, and there must be a shortest optimal path
exist between sender to receiver. A fitness function for the suggested algorithm is
given below:

Fitness Fuction = min

{
s∑

i=1

Distance(n,mi+1)

}

(8)

6.1.1 Updating of AGWO Process

1. For different route initialization of grey wolf process.
2. Evaluate the fitness function of each route.
3. Categories the route based on the fitness value.
4. Here. Pα , Pβ , Pδrepresents the first, second and third best route, respectively.
5. Upgrade the position vector of the present explores solutions.

P(t + 1) = (P1 + P2 + P3)/3

6. Update the a, A and C parameter.
7. Calculate the location information of the each wolves individually.
8. Crossover and mutation process again updated.
9. The process should continue until an optimal route solution comes out.
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6.1.2 Evaluation of Position Vector

Let us assume for the grey wolves that the wolf alpha considered as top contender for
result. That is well along with beta and delta are best suited because of the awareness;
this is certainly superior the likely region of the prey because of the purpose of hunting
behaviour [18].

P1 = Pα − A1.(Rα), P2 = Hβ − A2.
(
Rβ

)
, P3 = Hδ − A3.(Rδ) (9)

Rα = |C1.Pα − P|, Rβ = ∣∣C1.Pβ − P
∣∣, Rδ = |C1.Pδ − P| (10)

A comment that is last the GWO is the preserving associated with the different
parameters that controls the trade-off among the exploration and exploitation.

A = 2a.r1 − a
C = 2.r2

}
(11)

The major alteration parameters for GWO are “a” and “C”. For adaptation, the
two main parameters are “A” and “C”. In this approach to make the GWO in to
simpler form, minimum numbers of operators to be considered.

6.1.3 Adaptive Process

In this approach, single point crossover operator is applied for optimal solution. The
condition applied for termination is small crossover rate with greater mutation rate.

6.1.4 Crossover and Mutation Process

In this phase, the total population is divided in to two parts: one is crossover, i.e.
exploitation and other is the adaptive mutation, i.e. exploration. Population diversity
plays a major role for evaluation of these division sizes.

7 Performance Evaluation

7.1 Simulation Settings

To check the performance of the model, various parameters are taken for considera-
tion. The MATLAB simulation tool is used. In Table 1, the experiments are carried



Genetic Algorithm-Based Energy-Efficient Clustering … 509

Table 1 Simulation
parameters

Parameter Value

Routing protocol AOMDV, AODV,
AOMDV-AGWO

Simulation tool MATLAB

Node coverage area (x, y) in metre 500 m, 500 m

Sensor nodes (n) 100 Nos

Initial energy in joules 100

MAC Type 802.11

Crossover rate (clustering) 0.5

Mutation rate (clustering) 0.001

Simulation time in second 100

Node mobility in metre/second 10 m/s

Traffic type CBR

Propagation Free space

Antenna Omni

Mobility Random way

out by taking 100 nos of nodes and are distributed randomly in a 500 m × 500 m
WSN area.

7.2 Estimation Metrics

Some suitable metrics are selected to measure the performance of the suggested
protocol. These are described as below:

• Throughput: It is calculated as the total no. of bits effectively delivered at the
receiver node in the WSN. In Fig. 2, the performance of the throughput has been

Fig. 2 Throughput versus
no. of nodes
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Fig. 3 Packet delivery ratio
versus no. of nodes

shown. In this AODV, AOMDV and the proposed protocol (AOMDV-AGWO)
have been analysed. The proposed protocol showing better performance than
other two. It sends the data packet in the best route considering highest level of
energy with shortest source to destination distance.

• Packet Delivery Ratio (PDR): This is a ratio of number of packets received by
the receiver node to the total packets source node sends. In Fig. 3, the mobility
speed of PDR effect according to the figure shown is 10 m/s. If number of nodes
increases in the networks, it increases the traffic, and hence, there is possibility of
congestion. For this reason, packet drop increases and PDR reduces. By using the
fitness function, the PDR of the proposed protocol is best as against other two.

• Routing Overhead Ratio (ROR): For the purpose of route discovery and route
maintenance, the number of packet requirement for broadcasting the delivery of
packets. The number of routing over head packets depends on different parameter
for better performance. These parameters are mostly stability of the network,
routing protocol, size of the network and the topology of the network. AODV
creates one best route and AOMDV creates multiple number of routes. For this
reason, AOMDV requires more routing packets. So AODV has less ROR. In
this proposed model, as fitness function is used so the routing overhead packets
increases. Hence in Fig. 4, it is understand that the proposed model requires more
overhead than other two.

• Energy Consumption: During the simulation time, the total energy consumed
by each nodes in WSN. The main aim of our protocol is to consume less energy.
In Fig. 5, it is clearly showing that the proposed protocol is more energy efficient
than the other two.

It is clear that the proposed protocol performs best in case of packet delivery
ratio, energy consumption and throughput. It shows a poor performance in routing
overhead ratio.
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Fig. 4 Routing overhead
versus no. of nodes

Fig. 5 Energy consumption
versus no. of nodes

8 Conclusions and Future Work

In various study, it is observed that bio-inspired clustering with meta-heuristic multi-
path routing optimization present a scalable routing in a large WSN application. In
this approach, GA-based clustering with adaptive GWO protocol is used to get near
optimal solution. In the present real-world scenario and ever growing challenges, the
proposed model could provide a quick response. The security part of the model is
not considered. In future, work security measure will be considered for various types
attack like wormhole attack, selfish node attack and malicious node attack.
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Power Control of a Variable Speed Wind
Turbine Using RBF Neural Network
Controller

Satyabrata Sahoo

Abstract In this paper, fuzzy logic and radial basis function-oriented (RBF) neural
network controller is implemented and compared for a 2 MW wind turbine which
operates in the region-II wind speed. Here, through the use of collective pitch
angle, generator power is controlled in region-II wind speed zone. The novelty of
this paper is the turbine output power quality that is compared using PI, fuzzy
logic, and RBFNN. The wind turbine and all of its accessories are designed
using MATLAB/SIMULINK, and the control schemes are implemented to get
the desired power output. From the obtained results, it is found that the RBF-
oriented NN controller exhibits an excellent response compared to other existing
technique to prove its superiority. The work is verified through the results of
MATLAB/SIMULINK software.

Keywords Wind turbine · Region-II · Fuzzy logic control · Neural network
control · Radial basis function

1 Introduction

Generation ofwind electrical power is increasing rapidly due to its less environmental
problems and lower cost. Based on world wind energy association, its progress
level is approximately 30% [1]. The wind power generated from the wind turbine is
dependent on third power of wind speed. Because of this, it is treated as a nonlinear
system. In fact, the main goal is to extract the power from the speed of wind. Hence,
to achieve this, a major role is being played by the control system. In Fig. 1, power
operating region of a variable speed variable pitch (VSVP) wind turbine is presented.
Mainly, it consists of two operating regions, i.e., variable speed region and variable
pitch region. The variable speed/first region is in between 4 and 12 m/s of the wind
speed. Similarly, the variable pitch/second region is in between 12 and 27 m/s of the
wind speed. This research manuscript emphasis only on the variable pitch/second
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Fig. 1 Power curve characteristics for WECS

region. As the power output exceeds the turbine generator rated value, here, it is
regulated through generator torque and blade pitch angle.

The VSVP wind turbine systems are preferred due to their better quality power
output, less aerodynamic load, and higher efficiency. In control of wind turbine,
classical control technique like proportional-integral and derivative (PID) control is
widely exercised by separate researchers in papers [2–4]. Because of low cost and
easy application, PID controllers are widely used in industry even today.

It is observed that the conventional control method like PIDs are unsuitable for
handling complex or ill-defined systems. Intelligent systems which combine knowl-
edge, techniques, andmethodologies from various sources are alternative approaches
for resolving the imprecise dynamical behavior of such complex systems. Fuzzy
logic is the one such intelligent technique. In fuzzy logic, alternative approaches like
decision-making processes, qualitative aspects of human reasoning, and alternative to
capture the approximate are created by using fuzzy inference systems. Therefore, by
means of fuzzy logic, human languages are expressed. Also, fuzzy rules are created
by the use of human expertise and experience. Through fuzzy logic controller, rules
are created, and it converts a linguistic control strategy in to an automatic control
strategy.

Hence, application of fuzzy logic control in wind energy conversion technology
problem through turbine pitch angle is a suitable choice [5–7].

In FLC, the rules are heuristic in nature, and the design method depends on the
experience and knowledge of the operator. To tackle this hindrance, an alternative
intelligent technique such as artificial neural network (ANN) is utilized in WECS.
Here, input and output data are used to model the system, even without knowing
about the system. It is because of its learning capability. ANN application in variable
speed wind turbine is listed [8–10]. Though a lot of research papers published in
ANN, still, there is a lot more scope to improve on it.

In this paper, we introduce a fuzzy logic and neural network controller to control
the power of the variable speed and variable pitch wind turbine in the wind speed of
region-II.We use the radial basis function type neural network, to get proper tracking
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output power from the region-II zone. The rest of the paper is organized is as follows.
Section 2 presents the mathematical modeling of wind energy conversion system.
Section 3 presents the details of the control algorithm implementation inwind turbine
to control the power. Sections 4 and 5 present the results analysis and conclusions
of this work, respectively.

2 Modeling of Wind Turbine

The kinetic energy of wind is transformed to mechanical energy through the blades
of the wind turbine. Then, this mechanical energy is converted to electrical energy
through the electric induction generator. The wind power [11, 12] available at the
rotor disk is

Pwind = 0.5ρAv3 (1)

where A is the swept area in m2, ρ is the air density, v is the wind speed in m/s.
Due to the friction, losses are present in amechanical rotational system. A fraction

ofwind power available at the rotor disk is to be converted to rotor turbine power. This
fraction is known as the turbine-efficiency power coefficient Cp, and its magnitude
is never exceeded to 0.593.

Cp = Pt
Pwind

(2)

where Pt is the power available at the rotor turbine. It is expressed as

Pt = PwindCp(λ, θ) (3)

Here, Cp is a function of tip speed ratio and pitch angle θ . The tip speed ratio is
the ratio of blade tip speed to the speed of wind and is expressed as

λ = Rωr

v
(4)

where ωr is the rotor speed in rad/s and R is the radius in m.
The mechanical torque Tm in ‘Nm’ is given by

Tm = Pwind
ωr

= 0.5ρARv3Cq(λ, θ) (5)

where Cq torque coefficient and is expressed as
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Fig. 2 Torque coefficient with lambda and theta for calculation of mechanical torque

Cq(λ, θ) = Cp(λ, θ)

λ
(6)

The electrical power Pe in watt is given by

Pe = Tgωg (7)

where Tg is the generator torque in N/m and generator rotor speed ωg in rad/s and
ωg = ngωr A torque coefficient curve for different tip speed ratio and pitch angle is
shown in Fig. 2.

3 Controller Design

3.1 Fuzzy Logic Controller

Proportional and integral controllers cannot perform well with the control law of
variable speed of wind turbine because of linearization problem and nonlinearity in
power system. These problems can be eradicated by the use of fuzzy control.

In this paper, a fuzzy logic-based controller is used and shown in Fig. 3. Here,
two errors, i.e., e and de are the two inputs to the fuzzy controller design. These
inputs are actually generator power and its speed. The output of the fuzzy controller
is generator torque and desired pitch angle. The fuzzy logic membership functions,
type of membership function, and rules are implemented here from [6].
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Fig. 3 Fuzzy logic controller used in WECS

3.2 RBF Neural Network Controller

Artificial neural network is a part of machine learning or artificial intelligence. With
the availability of suitable database, ANN is able to learn, store, and recall from the
database in an appropriate manner [8]. Radial basis function neural network is one
of the dominant approaches of the ANN. The structure of a RBFN is shown in Fig. 4,
which consists of three layers, i.e., the input layer, hidden layer, and output layer.
By doing so, it makes the modeling competent. Each layer comprises of number of
neurons, and RBF retains as a hidden layer. Hence, the input vectors are directly
processed to the RBF layer, after transformation to a nonlinear activation function
through the neuron [10].

With the availability of different functions, radial basis Gaussian transfer function
is used here. Mathematically,

f (x, b, τ ) = exp
{
−( x−b

τ )
2
}

(8)

Fig. 4 Typical RBFNN structure
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where τ is the variance, x is the input, and b is the center. The output of the network
at time t is given by

y j (t) =
n∑

k=1

ω jk f j (x, b, τ ) (9)

where ω is the weight of the connection string.
For the development of RBF controller, the simulated data are collected by using

conventional controller. The data collected from the conventional controller is opti-
mized by Ziegler–Nichols method. In total, 1000 samples or simulated data are
collected. The control block diagram and convergence curve are shown in Figs. 5
and 6, respectively.
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Fig. 5 Bock diagram of RBFNN controller

Fig. 6 Convergence diagram of RBFNN
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Fig. 7 Pitch angle comparison using up wind speed

4 Results and Analysis

The output results of a variable speed wind energy conversion system with above
rated speed of wind are shown in this section. The simulation program for this is also
carried out through MATLAB/SIMULINK software with PI, fuzzy logic, and RBF
neural network controller.

The aforementioned results of MATLAB are based on two different ranges of
wind speed, i.e., up wind and down wind. The step wind speed is used here to make
the system more robust. The wind speed changes from 15 m/s to 17 m/s at 30 s out
of total 50 s of simulation. From Figs. 7 and 9, it is observed that the pitch angle
control is smoother in case of RBFNN as comparison to PI and fuzzy logic method.
As the deviation is less, the stress on the pitch actuator motor will be less, and so, the
motor life span is increased. Similarly, from Figs. 8 and 10, it is observed that the
output power is smoother in case of RBFNN in comparison to other two methods.
As the oscillation in magnitude of power generation is reduced, harmonics reduced,
and finally, the quality of power is improved. Because of improved power quality,
the magnitude of power generation is also increased. Due to this, the projected power
tariff is also to be reduced for the power consumers.

5 Conclusions and Future Scope

In this paper, the quality of output power from the wind turbine model is studied by
using PI, fuzzy logic, and RBFNN controller. The quality of power in terms of fluctu-
ation is measured here. Alongwith the conventional PI and fuzzy logic controller, the
ANN is used here because of its better learning, storing, and recalling capacity from
the database. The fluctuations of power are higher for the case of generator power
and pitch angle output when used the conventional PI controller. These deviations
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Fig. 8 Output power comparison using up wind speed

Fig. 9 Pitch angle comparison using down wind speed

Fig. 10 Output power comparison using down wind speed
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are reduced for RBFNN and fuzzy logic case. But, the result produced by RBFNN
is the best one.

As the output power fluctuations are reduced, total harmonic distortion is reduced.
So, also, the power quality is improved. Again, as the pitch angle oscillation is
decreased, the longevity of the actuator motor is also enhanced for the wind turbine.

Hence, among PID, fuzzy, and RBFNN controller, the RBFNN controller is veri-
fied to be more applicable and achievable in regulating the power output of a variable
speed wind turbine through control of pitch angle. In future scope, this model is to
be implemented real-time application, and the results are to be verified through
LabVIEW.
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Machine Learning Approach for Change
Detection of Chandaka Wildlife
Sanctuary with the Help of Remote
Sensing Data

Arpita Majhi, Kabir Mohan Sethy, and Mrutyunjaya Panda

Abstract Machine learning is a learning process where computer data analysis can
be modeled without any human interference and carry out certain tasks. Change
detection of forest cover is very vital for the environment and its applications. It
is a method to detect how the area of a particular region changed over different
periods. It can be caused due to various reasons either by natural or manmade events.
It is to evaluate urban growth, deforestation, and other natural calamities. Remote
sensing is a process of collecting field data and other information about an area from
a distance with the help of a satellite. Chandaka Forest is a wildlife sanctuary since
August 1982. It covers an area of 193.39 km2 and is situated in the Khurdha District
adjacent to Bhubaneswar, the capital city of Odisha, India. This paper studied a
part of Chandaka Forest for change detection of forest cover from the year 2004 to
2020 using image processing inMATLABSoftware. Image processing is a process to
study an image to get useful information. Themethods applied in this study are image
preprocessing, Change Detection Algorithm, Threshold-Based image segmentation.
The finding is an increase in deforestation from 2018 to 2020, but in the year 2020
changes increased drastically.

Keywords Remote sensing · Image processing · Forest cover · Change detection ·
MATLAB

1 Introduction

Chandaka Forest is a wildlife sanctuary since August 1982. It covers an area of
193.39 km2 and is situated in the Khurdha District adjacent to Bhubaneswar, the
capital city of Odisha, India. It lies in the Northwest of Bhubaneswar city; it is an
eco-sensitive zone. It contains 11 demarcated protected forest blocks, 7 reserved
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forest blocks, protected forests, private lands, forest lands, government wastelands
under the revenue department. It is located between 850 34′ 42′′ E–850 49′ 27′′ E
longitude and 200 12′ 29′′ N–200 26′ 18′′ N latitudes and is encompassed in Survey
of India toposheet No.73H/11, 12, and 15 [1]. In the year 2006, the area statistics of
forest land use classes of the sanctuary are obtained using digital image processing
technique and geographic Information System [2].

Remote Sensing Technology is important in collecting data for productive
resource direction and helpful in monitoring the environment. It is a process of
collecting field data and other information about an area from a distance with the
help of a satellite. The satellite data helps the researchers create an interest for
detecting changes with that image of the same location at different times. For the
periodic tracking and analysis of changes in period, remote sensing data are proven
best for data collection. Various applications are present to detect the changes in the
images.

Nowadays the improvement in remote sensing technology has increased and high-
resolution satellite images are easily available. Previously thefield data collectionwas
very time-consuming and difficult, now it can be easily accessible by the researchers.
Today satellite data made data collection easier and less time-consuming, with the
help of these data one can accurately detect the changes in the environment. The
motivation in understanding the change detection is to understand the environment
better and the role of human interaction. There are steps like data collection, image
preprocessing, segmentation, classification, and change detection algorithms. The
significance of the study is to compare the deforested area in a different period
using remote sensing data, i.e., satellite images. This paper contains an outline of the
change detection framework, data collection, image preprocessing technique, change
detection method, image segmentation, accuracy, result and discussion, conclusion
and future scope. The aim of the study is to detect the changes in the forest in different
period.

2 Change Detection Framework

Changed detection framework is designed to identify remarkable changes in different
images in different time periods [3]. The changes detected constitute a change map.
The methodologies in the change detection framework are shown in Fig. 1. The
process starts with the collection of images of the same location obtained at different
time periods. The image preprocessing helps in filtration. The change detection is
identifiedwhere image segmentationwill determine the changes in area or no changes
in the area.
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Data Collection

Image Preprocessing

Change Detection 
Algorithm 

Image Segmentation No Change
Detection

Change
Detection

Fig. 1 Change detection framework

2.1 Data Collection

The data collection, i.e., remote sensing image collection of an area for different years
is challenging. The images acquired from the remote sensors are actually diverse in
terms of intensity, color, and wavelength. The information of the image is observed
in terms of pixels. The type sensor determines the resolution of the image obtained
from the satellite. Satellite images are easily available and collected from satellite
sensors like Landsat, Quickbird, and Spot satellites. For the change detection most
commonly and frequently used remote sensors are Landsat imagery.

2.2 Image Preprocessing

Image preprocessing is a method that helps in removing unwanted noises like the
atmospheric inferences of the images. There are various procedures to remove the
noises from the remote sensing images. Researchers find difficulty in differentiating
the change detection with the human eye. Choosing a preprocessing technique is
important for good change detection which increases the accuracy and efficiency.
Radiometric correction caused by the source light and angle of the sensor while
capturing the satellite image is related to intensity variations [4].Component variation
in remote sensing images can happen in the absence of a light source. Intensity
normalization is a preprocessing technique that modifies the histogram that balances
the brightness and contrast of the image by distributing the intensity throughout the
image [5].
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2.3 Change Detection Algorithm

The change detection algorithm is to detect the changes in the environment by
analyzing the satellite data of a particular area. There are different approaches
for analyzing change detection like the Algebra-based approach, Classification-
based approach, Transform-based approach, Advanced model, and GIS. One of the
approaches is Algebra-based change detection where mathematical operations are
applied to each image. It uses the change by threshold selection which helps in
finding out the changes in the area of an image. The distribution of intensity shows
in the histogram which contains a single peak that determines the threshold for
change detection [6]. The objective of those algorithm is to discover the changes in
a particular region at different times.

2.4 Image Segmentation

Image segmentation is a process of dividing the pixels of an image into multiple
clusters/groups. Image partitions have some correlated portions like the image’s color
or texture in each region or cluster. An image is divided into different sets of clusters
in this segmentation process. Some pixel characteristics like color or intensity are
similar in each cluster are similar [7]. In the case of a grayscale image, the brightness
or intensity is used for segmentation. For a clearer visualization, the image pixels
need to be isolated properly in image processing, this is called image segmentation.
Its application is to identify forest cover, urban areas, disaster-prone areas, and so
on.

There are three different approaches

• Find the regions based on the intensity levels.
• Threshold selection is based on the distribution of pixel properties, such as if

intensity value of pixel is greater than threshold then change otherwise no change.
• Finding the regions directly.

Region-based methods are based on dividing the entire image into sub-regions
depending on some rules like all the pixels in one regionmust have the samegraylevel.
A common pattern of intensity values is found in one region or cluster. The cluster
is referred to as the region/group, the regions according to their functional roles are
the goal of the image segmentation.

2.4.1 Threshold-Based Segmentation

Threshold-based segmentation is themethod of image segmentation where the pixels
of an image changes depending on the threshold value, pixel values change to analyze
the results. The color images are 3D arrays because red, green, and blue values are
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needed to be stored. These values are integers from 0 to 255. The color image
is transformed to a grayscale image and further transformed into a binary image.
Segmentation combines thresholding technique with manual selection of threshold
[8]. Clustering is another region-based segmentation technique that presents a clus-
tering algorithm based on optimization [9]. The advantage of this technique results in
good segmentation in less computational time. A parallel image segmentation tech-
nique is proposed in which uses threading (parts of images) and k-means clustering
[10].

2.5 Clustering

Clustering is a data reduction tool that groups the data into clusters or groups that have
certain similarities between data that are easier to manage than big data. Machine
learning, image processing, and data mining are the area where clustering acts as
an important task. The words clustering and classification are two different terms
clustering is an unsupervised learning process, whereas classification is a supervised
learning process. The efficiency of clustering will increase with low inter group or
cluster similarity and high intra group or cluster similarity [11]. K-means is one of
the clustering algorithm. The algorithmwas proposed byMacQueen in the year 1967
[12]. It was introduced to solve various clustering problems. The algorithm aimed at
grouping data into k clusters based on randomly selected initial center points. The
clustering is done by reducing the Euclidean distance between the data items and the
center points. The input is the set of data points from d1 to dn and for k-means we
need to find the number of clusters, where k is taken as the input which tells how
many clusters we need to find out. Let the target object is d, di is the center point of
ith cluster Ci, the function is as follows:

E = d(d, di ) =
k∑

i=1

∑

x∈Ci

|d − di |2

Color-based segmentation using k-means clustering is to segment colors using
the L*a*b* color space and k-means clustering [13]. “Luminosity layer ‘L*’, chro-
maticity layer ‘a*’ showswhere color falls along the red-green axis, and chromaticity
layer ‘b*’ showing where the color falls along the blue-yellow axis” [14, 15]. The
algorithm steps are:

Step 1: Read the image.

Step 2: Convert RGB image to L*a*b color space.

Step 3: Classification using k-means clustering.

Step 4: Display the clustered image.
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The selection of threshold value to determine the change detection in term of
area. In this technique there is a conversion of grayscale map to binary form and the
threshold point will determine the change area or no change area. The selection of
threshold is a very critical, low threshold removes the area to be segmented where
as high threshold falsely segments few areas. Hence, balancing the threshold is
important for better segmentation [16].

3 Accuracy Measurement

The binary maps represent the change detection results; the white pixels give the
changed area whereas the dark pixels give the unchanged areas. The obtained result
is accurately assessed for deciding the result of the considered problem. The main
problem lies in collecting temporal remote sensing data, which causes difficulty in
accuracy assessment. There are several accuracy assessment techniques like error
matrix or the confusion matrix for change detection analysis. The error matrix helps
in better understanding the difference between the ground truth image and the results
obtained as a section of the segmentation procedure. The accuracy parameters are the
Producer’s accuracy and the User’s accuracy [17]. A good change detection obtains,
the overall accuracy value should be higher [18].

4 Discussion and Results

The input of the proposedmodel is taken from a part of ChandakaWildlife Sanctuary,
Odisha. Satellite images of a small part of Chandaka forest are collected fromGoogle
Earth Pro taken from historical imagery. This forest has the study of deforestation
over few years till now. Analysis of the images taken from 4 years of the same region
to measure the change detection. The images taken as dataset has height (rows) of
2782 pixels and width (column) of 4800 pixels. Figure 2 shows the satellite images
of a part of Chandaka forest from different time period (a) year 2014 (b) year 2016
(c) year 2018 (d) year 2020.

The color images are 3D arrays because it stores red, blue, and green values
(RGB) for each pixel that range from 0 to 255. For better visualization the convert the
images into grayscale images. In grayscale images only one value is represented that
is intensity, so the images are stored in 2D arrays. Figure 3 shows the histogram after
intensity adjustment of image of the year 2021. The X axis represents the intensity
values and Y axis represents the pixel count. The image is clustered in a single group
because the brightness and contrast are not spread equally throughout the image.
The function imadjust () will spread the pixel by maintaining the original shape for a
better intensity range. The intensity of the images is examined and adjusted by taking
intensity values and pixel count into the account. The images will be brighter and
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Fig. 2 Satellite images a region of Chandaka forest, a 2014, b 2016, c 2018, d 2020

intensity values will spend out through; contrast will also increase for better image
processing.

Intensity adjustment is done maintaining the original shape. For a brighter change
detection, intensity needs to be adjusted manually. Lower threshold isolates the
deforested areas and falsely segment some areas that are not deforested and high
threshold removes the segmentations by missing some areas that are deforested.
Now a threshold needs to be set, here 173 threshold value is picked for better change
detection.

(I) Intensity value > Threshold, deforested

(II) Intensity value < Threshold, not deforested

The digital image contains the discrete small picture elements called as pixels.
Each pixel of an image contains a value according to the intensity called as digital
number (DN). Figure 4 shows the image of year 2020 and digital number of the
marked location [19]. It is dependent on intensity level which ranges from 0 to 255
and also upon the electromagnetic energy received by the sensor. The size of pixel
affects the reproduction of the details in digitized image. For preservation of details
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Fig. 3 Histogram after intensity adjustment of image of the year 2021

Fig. 4 Image of year 2020 and digital number
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and proper digital representation of scene smaller pixel is essential. Information is
lost, when there is zooming of image beyond a certain limit and there is appear-
ance of pixels only. Using a digital image processing algorithm, the digital numbers
representing their intensity level in an image may be displayed.

In the segmentation process all the images from different time needs to be
processed. Same threshold also segments most of the area but need to be checked
again. Few areas and scale and text also falsely segmented due to brightness of the
image. In this case intensity might not be used for segmentation but color can be used
for segmentation. Then segmentation can be done using the parameter color. HSV
where Hue determines the color, saturation determines the shade and value deter-
mines the brightness. The color is segmented or removed by adjustingHue parameter.
Text and scale in the image are removed using value parameter, then that image is
converted to binary image. Satellite image with the binary image after segmentation
is shown in Fig. 5 from the year 2014 and 2020.

There is a considerable jump between 2018 and 2020, clearly visible from Fig. 6.
The segmented region expanded from the year 2014 to year 2020, but in the year
2020 area increased drastically as shown in Fig. 7. Area of the deforested region is
calculated in pixel and sqm2 presented in Table 1.

Segmentation can be done by k-means using k-means clustering. The clustered
images of year 2020 are shown Fig. 8 in 3 clusters. In Fig. 9, the original image and
segmented image is shown for clear visualization of the segmentation.

Fig. 5 Satellite image with the binary image after segmentation, a 2014, b 2020
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Fig. 6 Bar chart representing segmented images over different years 2014, 2016, 2018, 2020

(a)2014 (b)2016 (c)2018  (d)2020

Fig. 7 Binary images showing segmented areas, a 2014, b 2016, c 2018 and d 2020

Table 1 Area of segmented
regions

Year BW Area in pixel Area in sq. m2

2014 2782 × 4800 899,337 354,684

2016 2782 × 4800 944,269 372,405

2018 2782 × 4800 1,145,369 451,715

2020 2782 × 4800 4,030,245 1,589,464
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Fig. 8 Color segmentation using k-means, a cluster1, b cluster2, c cluster 3

Fig. 9 Image segmentation by k-means
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5 Conclusion and Future Scope

In the above study a clear result comes out as degradation of forest areas in Chandaka
Wildlife Sanctuary in the year 2020 compared to 2014 due to human interaction and
natural calamities. Remote sensing application is very important for satellite image
processing. The challenges can be with the large image size and the noise filtration
on the satellite images. In the future, deep neural network out of various applications
can be implemented for change detection, to improve the change detection accuracy.
A hybrid framework can also improve the accuracy of change detection. For a larger
view of the area, GIS will be implemented for change detection.
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Mental Stress Detection Using GSR
Sensor Data with Filtering Methods

Ramesh K. Sahoo, Alok Ranjan Prusty, Ashima Rout, Binayak Das,
and Padmini Sethi

Abstract Study of the stress level in the human body is vital now a days. It is very
important to assess themental state of the human beingwith significant physiological
changes. Proper and on time diagnose of the stress and anxiety may make one’s
lifestyle happier, healthier, and more productive. Persons, when stay and work far
from their places; undergone many types of life changes and become the victim of
stress, trauma, and anxiety. Hormonal changes in the human body due to stress can
be reflected in terms of physiological and psychological changes. It becomes more
significant to address such situations at remote places by analysing physiological data
and send the same data through heterogeneous wireless communication for further
analysis. In this paper, it has been identified three different activities with varied
positions and sending of galvanic sensing response sensed data to the intended sink
node through the heterogeneous wireless communication medium. Galvanic sensing
response sensed data are different in respect to the contact surface area with the body,
body position, environment, and activities. Proper investigation of sensed data can
give real time solution.
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1 Introduction

Stress is one of our body’s response. Stress is a sensation of inexplicable anxiety,
anguish, and fear from which people are not able to free themselves. Many kinds
of situations or life events can create stress. Stress of human being is the collective
reaction to a stimulus in terms of physiological, cognitive, and behavioural reactions
[1, 2]. When human body meet stress, internal systems of our body produces stress
hormones lead to psychological sweating. Psychological sweating due to emotive
stimuli is more prominent in the body parts like palm, face, and sole [3]. Human
body is distributed with three kinds of sweat glands with distinct function. Eccrine
gland is one of them present on palm. This glands on palm are not susceptible to
heat rather to mental stress and emotional anxiety [4]. Different psychological and
physiological activities that create serious problem and affecting both mental and
physical health of the people [5]. This requires proper analysis and observation of
the stress level. This becomes more essential for the human beings present at the
remote locations.

Stress turns to be mental or physical sickness like extensive anxiety depression
and tiredness. Physiological variations have a keen relationship related with mental
sickness. This may be related with various circumstances and age groups, whichmay
affect the performance, behaviour, thinking ability, responsibility, etc. [6]. Sensing
these variations, it can be possible to shape a system which at times identify stress
in terms of bodily or mental responses of distinguishing patterns through numerous
sensor signals. In these types of variations, stress makes the glands more active. This
is because mind and physical body are interrelated [7, 8]. Physical sickness may turn
to be to mental anxiety that may have negative impact on human health conditions.
Physiological data can be well suited to identify whether a person is under stress or
not. It is possible to forecast enhancingor reducing intensities of stress level once a
person is involved in a some kind of activity. In a experimental sense, the electrical
resistance of the skin may be used to find and observe the level of stress [9]. When
eccrine gland becomes heavy with fluids, the skin with higher conductance value
bring the fluid to the outer surface of the body part in terms of sweat. The conductance
can be constantly recorded by putting the two electrodes on the finger. Galvanic Skin
Response (GSR) [10] is a vital physiological and psychological measure, which can
be used for monitoring the mental and physical stress of a body. Skin conductance
level in GSR keeps track of the changes in sweat gland activity. It is a sign of
physiological or psychological stimulation and electrodermal response.

In this paper, it has been shaped up a prototype using GSR [10] sensors connected
to wireless media to monitor the degree of mental and physical stress in human
body. The communication media are made heterogeneous [11] with the use of Wi-Fi
and GSM shields for communicating between the nodes. The sensed analogue data
converted into text data are sent via wireless setting towards the destination node in
the network. These text data are converted into graphs through graphical interface
and used for analysis at the destination stations. The sensingdata may contain noise
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due to external interference which will be highly required to eliminate. This can be
done by filtering mechanism.

Related work has been discussed in Sect. 2. Themethodology presented in Sect. 3,
followed by result and analysis, conclusion are shown in Sects. 4 and 5, respectively.

2 Related Work

GSR sensor technology is catching popularity and interest amongst the develop-
ment and research community, especially in development of wearable that deals
with human activity and emotion recognition. Various kinds of devices are available
to measure the GSR at the various parts and places of the human body [12]. Elec-
trodermal response of bio-medical system can translate electrical characteristics of
the skin based on physiological and psychological activities of a living human being
through skin conductance response to measure human emotions [13, 14]. Stress can
be induced based on the different activities performed by the body and GSR value
will vary due to this change of the human body activities and movements [15].
Finding appropriate ways to sense GSR bio signals is a substantial contribution for
the science, engineering, and research to keep on working in new and advanced
approaches to expand quality of human life [12].

Activities performed at different levels in daily lifestyle, can also be boosted
with the support of sports and other physical doings [16]. Spontaneous detection
and classification of physiological activity of human being can be very useful to
notify and alert the user about his routing work performed and encourage him for
more active lifestyle [17]. A personalization procedure and an effective decision
tree classifier have been applied on wireless motion detection bands and PDA is
discussed by the author in [18]. This method is outputting an individual’s stress
pattern, relating to the behaviour of the human body under the varieties of conditions
with varied degrees of stress. GSR response is examined to define the stress level of
the body.The informationgathered fromGSRsensor or the speechof a personhelps in
drawing conclusion in deciding the accurate classification techniques, studied in [19].
The stress measurement can be performed using fuzzy logic with two physiological
sensors GSR and Heart Rate (HR) sensor signals are very useful in recognizing the
stress pattern in human beings [20]. Themonitoring of the stress through the different
wireless communication media like; Wi-Fi, Bluetooth, ZigBee, GSM, etc. of human
body in remote places is highly essential now-a-days. Remotely monitoring of dual
parameters such as the heart rate and patient body temperature in wireless sensor
network [21] and mobile-based augmented reality are described in [22]. In [23], the
authors have described the analysis of mental stress using Wi-Fi communication
mode in wireless environment. The data have been captured in remote places and
need to send to the destination station, analysed and again to send the result back to
source point.

All the above studies have used single communication media. Hence, the system
becomes more prone to the failure on communication device, malfunctioning results
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sensed data become unreachable in the network system. So, it would be better to
have the provision of multiple communication media for the network system imple-
mented at remote places. Therefore, it has been proposed the heterogeneous wireless
communicationmedia using two communicationmodules, i.e.Wi-Fi andGSMshield
through a node in the wireless sensor network. İn this kind of environments, more
noise may be occured. To deal with noise, various filtering methods may be used.

3 Methodology

In this section different components that are used for this experiment using
heterogeneous wireless communication media has been presented.

3.1 Data Collection in Wireless Medium

Arduino Uno, Wi-Fi Shield, GSM shield, e-Health Sensor board, and GSR Sensor
are the different components considered for collection and communication of data
in wireless network environment.

The GSR sensing method is one of the most popularly used skin conductance
response method obtained using skin conductivity that can be recorded at fingers
of the palm particularly middle and index. It can also be used at different parts of
the different fingers of the palm. The outcome of the measurement is better when
used at middle parts of middle and index fingers of the palm. The GSR detects and
computes the psychological galvanic skin conductance of the humanbeing. It can also
be considered for research in physiological or emotional arousal. GSR Sensor has
been associated with e-Health board (Shield V2.0) equiped with various sensors [24]
as observed in Fig. 1, enables theArduinoUno [25] tomake different kinds ofmedical
and biometric applications for a living human body. Various health sensors can be
employed for observing and examining various physiological activities performed
by living human body through e-Health board and Arduino Uno microcontroller that
is a microcontroller-based mother board which can be connected to an electronic

Fig. 1 GSR sensor with
e-health sensor board [24]
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Fig. 2 Wi-Fi shield for arduino [25]

device such as laptop, desktop with a USB cable or Wi-Fi. It is powered by AC-
to-DC adapter or a suitable battery to start the Arduino Uno board. Arduino Uno
mother board has UART TTL (5 V) serial pins, which is on digital 0 and 1. The
value 0 is for RX and 1 for TX. The Arduino software enables the sensing data to be
forwarded or received from the Arduino Uno microcontroller over serial monitor. It
is programmable using Arduino sketch to perform sensing task using various sensor
and the result will be displayed on the serial monitor of the system. Sensing data
or information obtained using various sensor can be transmitted wirelessly through
Wi-Fi and/or GSM shields for any real time application.

The connection between Arduino Uno mother board and wireless network has
been established through Arduino Wi-Fi Shield as shown in Fig. 2 by using the
802.11b and 802.11g. An Atmega 32UC3 is used to provide the network accom-
plishment using UDP and TCP protocol. The Arduino Wi-Fi Shield provided with a
slot formicro-SD card, to store sensing data for serving over thewireless network and
it can be well-placed with Arduino Uno and Arduino Mega mother board. Arduino
Uno mother board can be connected with Internet through GPRS wireless network
using Arduino GSM Shield as observed in Fig. 3 and also can use voice calls or
SMS. Radio modem M10 by Quectel has been used by GSM Shield to link with the
board through AT commands. Pin 2 and 3 will be connected with TX pin and RX
pin, respectively, for software serial communication with the M10.
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Fig. 3 GSM shield for arduino [25]

3.2 Experimental Setup

The hardware components such as Arduino, e-Health board, Wi-Fi Shield, GSM
Shield, and GSR Sensor are used for the experimental setup. The experiment runs
through the software components like; Matlab and Arduino IDE. The e-Health board
is linked with Arduino and performed its operation based on embedded Arduino
software in Arduino Uno board. It is communicated to an electronic device such as:
laptop, desktop or server through wireless mode using Wi-Fi shield and GSM shield
for data communication.

The connection between the Arduino Wi-Fi Shield and Arduino Uno board
provides wireless connectivity for the data acquisition node. The received data at
the source node has been linked with SD card available in Arduino Wi-Fi shield for
data storage. Further the Arduino GSM shield is connected with the data acquisi-
tion node, by placing it over Arduino Wi-fi Shield. The node can be shown as per
Fig. 4. Metallic electrodes will be attached at the middle position of the index and
middle finger using velcro. It continuously receives physiological sensor data from
the sensor node which is attached with it. Two kinds of communication media such
as,Wi-Fi andGSMare used to communicate between source and destination nodes in
the wireless sensor network. There may be possibility of intermediate nodes between
source and destination nodes. When Wi-fi network connectivity is not available then
Arduino GSM shield is used to transfer received physiological sensor data to the sink
node in wireless environment.

The sensed data can be continuously added in theSDcard in text format and further
the collected data are to be sent to the sink node through the wireless network via
eitherWi-Fi shield or GSM shield. Further analysis of data received at the destination
node will be done by the specialist doctor or analyzer in the remote locations. The
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Fig. 4 e-Health sensor
platform based on arduino
uno with Wi-Fi and GSM
shield

experimental setup of e-Health Sensor board based on Arduino Uno with Wi-Fi and
GSM shield is presented in Fig. 4 and collection and observing nodes are shown in
Fig. 5.

In the data acquisition node, sensed data has been collected by GSR sensor, and
stored in csv format in text file in the SD Card of Wi-Fi shield. This saved data in
the csv formatted text file can be transferred to any sink node in the wireless sensor
network, where the node can be a laptop, desktop, smart phone, any other remote
device etc., through theWi-Fi shield of the node. IfWi-Fi connectivity is not available
at that place it sends the data using GSM shield of the node. The data stored in text
file can be converted into graphs through the Matlab or KST of Arduino. Matlab is
used to plot the graph in this paper.

Data has been collected from various person for the various kinds of activities
in different emotional behaviour such as exercise, tension, and normal in dissimilar
positions such as: standing, sitting, and lying for a time duration of ten minutes with
115,200 baud rate.

(a) Data acquisi on Node                             (b) Observing Node

Fig. 5 Data acquisition and observing node setup
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4 Experimental Results

The results for different physical positions have been obtained and described in this
part of the paper for various physical positions such as lying, sitting, and standing in
different moods such as normal, tension, and exercise. The data received is further
analysed.

From Fig. 6, it is difficult to analyse the data using raw data. It may include noise
with raw data. So, it is required to eliminate the raw data using different filters.
Here, it is considered low pass filter and sliding average window filter for better
analysis. Between two methods it has been observed that low pass filter provides
better performance as compared to sliding average window. Low pass filters is useful
for outputting a smoother formof a signal, eliminating the small variations. The detail
has been displayed inFig. 7. Figure 8, showsdifferent level of data for differentmoods
at laying position of a body during 10 min. In Fig. 9, it has been observed that the
values are in similar during constant strain of a body at sitting position. The body
generates GSR values without fluctuation at standing position with constant tension

Fig. 6 GSR value versus time in ms for standing position in normal, tension, exercise moods [26]
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Fig. 7 Results with and without filtering the data

Fig. 8 Various form of data at laying position of a body

Fig. 9 Data at sitting position of a body with tension mood from starting to end period of time
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Fig. 10 Data at standing position of a body with tension mood from starting to end period of time

of a body, which is shown in Fig. 10. Particularly the value is negative if the GSR
sensor points are not connected with skin.

All the sensing data (in text) format will be transmitted to the end node via
heterogeneouswirelessmedia linkedwith e-health board and connectedwithArduino
Uno mother board. The received information at the destination point can be analysed
by expert Doctor(s)/analyser(s). The analysed results can be provided to the source
remote location.

5 Conclusion

The objective of this study is to build a prototype to analyse the stress level of human
body in remote locations using heterogeneous wireless communication media. The
heterogeneity is brought into picturewith the use ofWi-Fi plusGSMshield alongwith
e-health sensor platform and connected with Arduino Uno board. The physiological
data are collected usingGSR sensor for distinguished bodily positions such as laying,
sitting, and standingwith changedmental conditions like, normal, tension, and during
the exercise. The above observations presented in this paper may be helpful to study
the state of the mind in terms of different emotions and also the stress level of the
human body in real time. This system can be helpful for the treatment and counselling
of those people who are under any kind of mental stress and they stay away from the
city location, where doctors or health care facilities are not available.

Acknowledgements The authors are thanking to Prof. Srinivas Sethi Principal Investigator, of
SERB (DST) sposered Project to carry out this work related to Stress Analysis in wireless sensor
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Enhancing the Automated Diagnosis
System of Soft Tissue Tumors
with Machine Learning Techniques
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and H. Muthukrishnan

Abstract In our body structure, Soft Tissue Tumor (STT) is the form of tumor
that might be found in tissues coupled with body cells. These tumor cells have
light frequency and maintains great diversity within the body and when observed
in Magnetic Resonance Imaging (MRI), appeared as heterogeneous because of
this nature. When diagnosis takes place, the confusion arises with other diseases
such as lymphadenopathy, struma nodosa, fibroadenoma mammae, which leads to
some harmful effects when patients undergoing medical treatment. To classify these
tumors, many researchers have come up with different machine learning prototypes
to address the misdiagnosis problem. Evaluation of many such tumors mostly not
considered about the data size and the heterogeneity. Hence, an approach is proposed
based on machine learning which combines the data preprocessing for transforma-
tion of features, resampling techniques for eliminating the bias, instability deviation
and classifier test performance based on decision tree (DT) in addition to support
vector machine (SVM) techniques. The test results produced a better improvement
when compared to the previous works like SVM, KNN and improves the accuracy
rate by 90.4% in J48.
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1 Introduction

The expression “delicate tissues” alludes to tissues that help, associate, or encompass
different designs and organs in the body like fat, muscles, veins, profound cutaneous
tissues and nerves and also tissues encompassing the body joining’s. According to
the type proposes, they are touchy tissues which are influenced by a few diseases,
include growths that can grow anyplace in the human body. The harmful sorts of
these cancers, otherwise called Soft Tissue Sarcomas (STS), are gathered on the
grounds that they share numerous minuscule components, show similar side effects,
and are comparatively treated [1].

However, compelling determination of Soft TissuesTumors (STT) is as yet amajor
test attributable to the trouble in identifying these malignancies. A few procedures
have in thiswaybeen created to reinforce the identification of such diseases, including
Magnetic Resonance Imaging (MRI) examination. X-ray is presently viewed as the
standard indicative instrument for the recognition and arrangement of STT with
all around described organic properties, for example, cell beginnings and growth
examples used to recognize cancers [2].

X-ray can be utilized to break down textural attributes or other less described
cancer qualities (normal MRI signal force, state of growth limits) for a very long
time: simplicity of calculation textural attributes, (2) wide range connection of
textural qualities to growth pathology and (3) heartiness to changes in MRI procure-
ment boundaries, for example, changes in the cancer picture and defilement of the
MRI picture because of field heterogeneity. Thus there is an expanding utilization
of machine learning calculations to break down MRI pictures all adequately and
consequently identify malignant growths. It has turned into a fundamental device
for present day medication today and has been fortified by prescient programmed
learning calculations that work on the indicative exhibition of existing master frame-
works. Among these numerous applications, we have fostered an AI-based strategy
for the auto identification and determination of cancers like STT [3].

2 Related Works

The size and the cancers can shift incredibly starting with one patient then onto
the next. Moreover, the unpredictable, non-uniform growth, which represent a crit-
ical test, particularly when conventional analysis techniques rely upon clear cancer
limits. Furthermore, complex MRI information for cancers from clinical investiga-
tions or manufactured data sets are hard for doctors to decipher. The MRI gadgets
and conventions utilized for imaging estimating can change starting with one sweep
then onto the next, forcing power inclination and different minor departure from each
unique picture cut in the dataset [4].

TheSTT (delicate tissue growth) dataset involves attributes, including names,with
mathematical and five absolute credits as summed up. The dataset contains invalid
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credits that require uncommon preprocessing before order with ML calculations.
The STT dataset comprises of information from the investigation of patients, among
which patients were chosen. Using this dataset, the recognizable proof of the tissue
growth can be effectively distinguished [5].

Rustam et al. [6], has proposed the series that contains distributions on hypothesis,
applications, and plan strategies for Intelligent Systems and Intelligent Computing.
For all intents and purposes all disciplines like designing, inherent sciences, PC
and data science, ICT, financial aspects, business, online business, climate, medical
service and life science are used to categorize the patient records.

Stephane et al., has proposed to represent another information displaying approach
for five normal arrangement calculations to streamline. A bank tended to, informa-
tion on its customers, items and social-monetary properties including the impacts
of the monetary emergency. A unique arrangement of the 150 components has been
investigated and the 21 provisions are held for the proposed approach including
mark. This paper presents another displaying approach that pre-processed indepen-
dently each kind of provisions and standardize them to advance forecast execution.
The outcomes acquired for five most realized AI strategies are: Logistic regression
(LR), Naïve Bayes (NB), decision trees (DT), support vector machines (SVM) and
artificial neural network (ANN) which further developed exhibitions for this load of
calculations as far as exactness and f-measure [7].

Zahras et al. [8] has proposed a significant part in assisting clinical staffs with
tackling those clinical issues. Delicate tissue growths are cancers in the muscu-
loskeletal framework that include delicate. Zhang et al. [9], has proposed the Tumor
orders which are turned into a fundamental piece of present day oncology and,
for pathologists, they give rules which work with indicative and prognostic repro-
ducibility. Apparently the four most huge applied advances are: (i) the conventional
acknowledgment with morphological harmless sores; (ii) the overall acknowledg-
ment that most sarcomas can be definitively sub classified and that representing
close to 5% of grown-up delicate tissue sarcomas; and (iii) the expanding increase
that not exclusively known fromwhich cell type(s)most delicate tissue cancers begin.

Komura et al. [10], has proposed the various level association of chromatin is
known to connect with assorted cell capacities; nonetheless, the exact components
and the 3-D design still need not set in stone. With ongoing advances in high-
throughput cutting edge sequencing (NGS) procedures, genome-wide profiling of
chromatin structures is made believable. Paper additionally addresses the natural
importance of chromatin association and how the mix with different procedures
uncovers the hidden components. This paper highlights the fundamental upgrades
of as of now accessible techniques to propel comprehension of chromatin pecking
order. The survey unites the examinations of both higher and essential request chro-
matin designs, and fills in as a guide when picking fitting trial and computational
techniques for evaluating chromatin hierarchy.
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3 Support Vector Machine (SVM)

In AI, SVM are directed for the related calculation of learning calculations that
examine the information for arrangement and setback the examination. SVMs are
the most powerful forecast method, being founded onmeasurable learning structures
or VC hypothesis. Non-probabilistic two fold straight classifier SVMmaps preparing
guides to focuses in space in order to boost the width of the hole between the two
classifications.

4 Proposed Methodology

In software engineering, a pre-processor (or pre-compiler) is a program thatmeasures
its feedback information to deliver yield that is utilized as contribution to another
program. Information preprocessing can allude to control or dropping of information
before it is utilized to guarantee or upgrade execution, and is a significant stage
in the information mining measure [11]. The expression “trash in, trash out” is
especially relevant to information mining and AI projects. The strategies used for the
information gathering are frequently approximately can controlled, coming about in
an range esteems, unthinkable information mixes and missing qualities. Information
planning and sifting steps can take impressive measure of preparing time. Instances
of information preprocessing incorporate cleaning, occasion choice, standardization,
one hot encoding, change, highlight extraction and determination and so forth.

The result of information preprocessing is the last preparing set. Information
preprocessing may influence the manner by which results of the last information
handling can be deciphered. This viewpoint ought to be painstakingly viewed aswhen
translation of the outcomes is a central issue, such in the multivariate handling of
compound information (chemometrics). STT are harmful cancers that create inside
tissues like muscles, fat, stringy tissues, nerves and veins. More importantly, the
conflicting MRI pictures make it hard for doctors to decide a successful treatment.
Furthermore, STT can undoubtedly be mistaken for different infections, for example
lymphadenopathy, and strumanodosa. This symptomatic disappointment fundamen-
tally affects the patient treatment measure. As indicated by the hypothesis refer-
enced by the Karanian et al. [12], there are four classifications of connections-based
growth development harmless injuries, cancers with neighborhood potential. At the
point when a sub-atomic inconsistency of a substance had been distinguished, the
meaning and that element, which is both histological and sub-atomic is acquired.
Based on the current test, in this way, how to successfully utilize the attributes of
these oddities for better designated treatment for soft tissue tumors.

The J48 calculation is amanagedML technique utilized for information grouping.
Themain role of utilizing the SVM calculation is to precisely order the imperceptible
information by limiting the misclassification utilizing a choice capacity. It is finished
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via preparing the SVM calculation on the preparation information and afterward
utilizing the prepared to foresee the yield class new information.

Algorithm 1 J48 Algorithm

{
Calculate infor_gain and entrophy (AI);

}
9. T_A = test attribute;

M.T_A = highest infor_gain attribute;
If (M.T_A == continuous)
{ threshold to be calculated;}

10. For(each T splitting )
If(T==0)
{child node of M=leaf node;}
Else
{child node of M=dtree_T;}
Calculate classification error rate(M);
Return M;

11. End

1. Start
2. Create a Root Node M
3. IF(category(T==C)
4. {
5. Leaf_node=M;
6. Mark M as C_class;
7. Return M;

}
8. For i= 1 to M

A SVM-based methodology was used to characterize STT (SOFT TISSUE
TUMOR) and also non-STT growths. SVM calculation utilizes a few boundaries, for
example, the kernel.J48 calculation gives preferred exactness over the SVM and in
blunder rate is low. The J48 calculation is utilized to order various applications and
perform precise after effects of the characterization. J48 calculation is one of themost
mind-blowingAI calculations to analyze the information completely and persistently
as shown in algorithm1. At the point when it is utilized for example, it consumes
more memory space and exhausts the exhibition and exactness in arranging clinical
information. Our proposed strategy is to quantify the further developed presentation
and produce higher pace of precision.
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A SVM-based methodology was applied to characterize STT (SOFT TISSUE
TUMOR) and non-STT growths. For doing SVM calculation utilizes a few bound-
aries, for example, the kernel.J48 calculation gives preferred exactness over the SVM
and in blunder rate is low. The J48 calculation is utilized to order various applications
and perform precise after effects of the characterization. J48 calculation is one of
the most mind-blowing AI calculations to analyze the information completely and
persistently. At the point when it is utilized for example, it consumes more memory
space and exhausts the exhibition and exactness in arranging clinical information.
Our proposed strategy is to quantify the further developed presentation and produce
higher pace of precision.

5 Data Preprocessing

The preprocessing step changes various sorts of elements into a particular configura-
tion diminishing the preparing time and further developing the arrangement execution
while staying entirely stable against factors scales by managing each trait indepen-
dently. To plainly show these various advances, let us consider an illustration of
occasions which contains some normal provisions accessible in significant client
datasets.

6 Gray Image

After the preprocessing step, the information picture is changed over into the dim
scale picture to get themost elevated level of distinguished ability of the tissue cancer.
Gray Level Co-eventMatrices (GLCM) is one of the earliest texture analysis strategy
utilized for content extracted from the image. The gray image was investigated prop-
erly with the context of image retrieval with pixels. The overall flow of the work is
shown in Fig. 1.

7 Results Drawn

7.1 Experimental Setup

In the past segment, we examined the presentation of the model by looking at
SVM and the J48-DT algorithms. In this part, the outcomes and the calculations are
compared to bring the performance of the past work. In existing works, the calcula-
tions make a worldwide conversation of the contribution of existing work contrasted
with the best in class programmed similar review of performance consequences of



Enhancing the Automated Diagnosis System … 555

Fig. 1 The overall flow of the process

two models considered here with more establishedML calculations, gives less preci-
sion. It could be evidenced that SVM and DT extraordinarily surpass the algorithm
and better performance of different models for the three measures (accuracy, AUC
and f1-measure).
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Fig. 2 Performance accuracy

7.2 Performance Accuracy

After gray image texture analysis, feature transformation is applied to convert the
categorical data in terms of numerical values. Order precision is just the pace of right
arrangements, either for a free test set or utilizing some variety of the cross-approval.
A specific exactnessmight appear to be acceptable from the beginning, another cancer
classifier model that consistently predicts harmless would accomplish precisely the
same precision as such, this model is nomore excellent than one that has zero percent
capacity to portion the tissue growth. The accuracy rate for SVM is 85%, KNN is
90% and J48 is 92%. As shown in Fig. 2.

7.3 Error Rate

In advanced transmission of tumors, the quantity of the touch blunders is the quantity
of got pieces of an information stream over a correspondence channel that have been
modified because of clamor, obstruction, twisting or spot synchronization mistakes.
The piece blunder rate (BER) is the quantity of touch mistakes was calculated on
unit time. The error rate achieved for SVM is 14%, KNN is 9% and J48 is 7% is
clearly given in Fig. 3.
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Fig. 3 Error rate

8 Conclusion

High accuracy estimations advanced by ML calculations can help applications in
many clinical field. These devices have made it conceivable to work on the presenta-
tion of PC helped indicative frameworks essentially as of late, and their reconciliation
keeps on giving a test to current well-being foundations. In the wake of incorporating
another information preprocessing strategy, two best classifiers considered, specifi-
cally SVM and J48 algorithms. This examination showed that regardless of whether
the DT calculation is somewhat more productive than the SVM calculation, the
J48 model is substantially more delicate to the quantity of factors than the SVM
model. The execution of a PC supported symptomatic framework dependent on our
model could likewise end up being more proficient and viable than the analysis
completed altogether by a visual appraisal done by a radiologist and best in class
models frequently investigated from test pictures. In future, error rate will be zero on
reinforcing and ceaselessly working on our model by joining powerless calculations
to adjust it to the programmed analysis of different sorts of infections like glaucoma.
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AMoth Flame Optimization for Failure
Aware Controller Placement in
Software-Defined Networks

Sagarika Mohanty , Bibhudatta Sahoo, Srinivas Sethi,
Hemant Kumar Apat, and Khushboo Kanodia

Abstract Software-defined networking (SDN) is an upcoming network model that
emphasizes the separation of the control plane and the data plane, resulting in more
flexibility, programmability, and network management. The problem of placement
of controllers deals with the count of controllers that are needed and their location
in the network to maintain the network structure. In a large network where multi-
ple controllers are needed, the quantity and position of the controllers have a major
impact on SDN’s performance and reliability. The network performance degrades
significantly in case of controller failure. To avoid this situation, planning is required.
Amoth flame optimization algorithm is proposed for controller placement with plan-
ning, CPWP_MFO and comparedwith a genetic algorithmCPWP_GA. The aim is to
place m controllers in the network to reduce the worst-case and average propagation
latency considering controller failure and capacity constraint. The simulation results
show that CPWP_MFO yields better results than CPWP_GA.
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1 Introduction

Software-defined networking (SDN) is an upcoming network paradigm that sepa-
rates the control and data planes to allow for more flexible network management and
innovation. In SDN, the forwarding devices form the infrastructure layer, the control
functionality presents in the controllers form the control layer and business applica-
tions constitute the application or management layer [1]. Placing a single controller
in a network is advantageous and gives a global view of the system. But this raises
issues such as scalability and single controller failure. Thus, multiple controllers are
required. Finding an ideal controller number and their placement is known as the
controller placement problem (CPP) [2].

Placement problem is a NP-hard problem since placing m-controllers among n
possible locations

(N
m

)
where m < n [3]. The performance will be affected by ran-

domly placing controllers in the network. In a network like SDN, failure can occur
due to various reasons such as controller failure, link failure, or both. In case of
controller failure, the switches are unplugged from their primary or initial controller
and need administrator’s intervention to be allocated to a different active controller
with sufficient controller capacity. The outcome will be sudden increase in latency
and consumption time. This requires proper planning. For every switch if there is the
availability of a primary and a backup controller then in case of failure the switch
will be automatically reallocated to its backup controller without administrator’s
interference. This paper follows this approach of Killi and Rao [4] where the prob-
lem is described as a mixed-integer linear program with worst-case latency as a
performance measure. We have extended their work of controller placement with
planning (CPWP) in this study and considered average and worst-case latency as our
main objectives. Due to the large size and the complexity of the network, a heuris-
tic algorithm is proposed considering single controller failure at a time. The main
contributions are summarized below:

– A moth flame optimization algorithm is proposed for controller placement with
planning (CPWP_MFO) considering single controller failure.

– CPWP_MFO is compared with the genetic algorithm (CPWP_GA).
– The objective is to placem controllers in the ideal location to reduce the worst-case
and average propagation delay. This includes the delay from a switch to its primary
controller and from the primary controller to its closest controller on occurrence
of controller failure considering controller’s capacity.

– CPWP is compared with capacitated controller placement (CCP).
– Three network datasets from topology zoo are considered for evaluation.

The proposed CPWP_MFO avoids the local optima problem unlike CPWP_GA
and has high exploration and exploitation which outperform other algorithms such
as CPWP_GA as shown from the results.

The remainder of the article is organized as follows. The next section entails an
outline of the relevant work. Section3 contains the problem formulation. Section4
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describes the methodology and description of CPWP_MFO and CPWP_GA.break
Section5 contains the analysis and results. Finally, the article’s summary and possible
future studies are described.

2 Related Work

Various researchwork considered failure while considering placement of controllers.
In [4], authors illustrated a MILP approach for resilient placement of controllers that
plans ahead for controller failure to escape from disconnection, repeated interference
of network operators and rapid increase in latency. The aim of the paper is to reduce
the worst-case delay on occurrence of controller failure. It evaluates its performance
on various topologies and found that the suggested approach performs better. Hock
et al. [5] proposed a framework for the resilient placement of controllers. They
suggested that more than 20% of nodes present in the network topology need to
be controller for uninterrupted connection in node or link failure environment. The
authors of [6] proposed a clique-basedmethod for resilient placement of controller. Its
suggested approach minimizes the cost and provides high performance. The authors
also claim that failure of the controller would affect the entire system. So, planning
is required beforehand to handle the failure cases. In [7], authors described two
methods for reliable placement of controller in case of node and link failure. The
first one is to connect the switch with two controllers, one as the primary and second
as a backup controller. The second method is that a switch is connected to each
controller through two disjoint paths. The authors of [8] suggested a distributed
network for reliable placement of the controller. The system is divided into various
subnets, and each subnet load is calculated based on the total number of nodes, its
degree and packet loss rate. In [9], authors described heuristic methods for reliable
controller placement considering the total average latency as ametric. They illustrated
varna-based optimization and compared it with jaya, teacher learning-based, and
particle swarm optimization. In [10], the authors examined propagation delay, hop
count, and link utilization while allocating switches to controllers. They generalized
a flow setup time model and discussed control latency in transmission of packets. In
[11], the authors illustrated the problem of failures in SDN and addressed a primary
backup controller mapping solution to reduce the controllers count and remapping
to minimize the cost function. They develop heuristic algorithms for large networks.
[12] Petale et al. illustrated a technique for controller placement in which the network
will regain its normal state in reduced time during failure. The goal is to reduce the
worst-case delaywhile placementwithmaximumutilization of resources formultiple
link failure. [13] Aravind et al. presented simulated annealing algorithm to minimize
the worst-case delay from the switch to its backup controller.

While developing solution for failure aware placement of controllers most of the
literature work did not consider the load of the switches and the controller capacity.
Many literature considered this as ILPproblem.Very few researchworks are available
where metaheuristic approaches are adopted for failure aware CPP.
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3 Problem Formulation

The network graph is symbolized as G = (V, L). V = Z ∪ X are the nodes of the
network. Z = {z1, z2, . . . , zn} be the set of switches, X = {x1, x2, . . . , xm} be the
set of controllers and L = {l1, l2, . . . , le} are the set of links.

Let P = 2|V | − 1 describes all possible placement of controllers. Let d(zi , x j ) be
the minimum distance or shortest communication path from switch zi to controller
x j . The load of switch zi is ρi and μ j be the capacity of controller x j . A binary
variable Bi jk is fixed as 1 when switch zi is assigned to primary controller x j and
backup controller xk ; otherwise, it is set as 0. Propagation latency is divided into
two types: the average switch to controller delay is the average packet communica-
tion delay between switch and controller λsc−avgL(P) and the worst-case switch to
controller delay is the maximum transmission delay between switch and controller
λsc−worst L(P). These are calculated as,

λsc−avgL(P) = 1

|V |
∑

i∈Z

∑

j.k∈X
{d(zi , x j ) + d(x j , xk)}Bi jk (1)

λsc−worst L(P) = max
i∈Z min

j,k∈P
{d(zi , x j ) + d(x j , xk)}Bi jk (2)

The aim is to reduce the average and worst-case delay which includes the delay
from a switch to its primary controller and then to its backup controller in case of
failure subject to some constraints.

minimize λsc−avgL(P) (3)

minimize λsc−worst L(P) (4)

Subject to, ∑

x j∈P

A j = m (5)

∑

x j ,xk∈P

Bi jk = 1 ∀zi ∈ Z (6)

∑

z∈Z
ρi Bi jk ≤ μ j A j ∀x ∈ P (7)

A j , Bi jk ∈ {0, 1}, ∀zi ∈ Z ,∀x j , xk ∈ P (8)

A j is set to 1 when a controller is placed at x j . In the network, there are a total of
m controllers (5). Bi jk is set as 1 when switch zi is allocated to primary controller



A Moth Flame Optimization for Failure Aware Controller … 563

x j and backup controller xk (6). The sum of the switches load should not exceed the
controller’s capacity as captured by (7). The binary variables are described in (8).

In CPWP as in Eqs. (1) and (2), there is the availability of a primary and backup
controller for every switch. But in capacitated controller placement (CCP), detached
switches of the inactive controller are allocated to the next active controller with
enough controller capacity, thereby increasing latency.

4 Algorithm Description

4.1 Moth Flame Optimization for CPWP (CPWP_MFO)

CPWP_MFO is based on moth navigation [14]. Moths are the candidate solutions,
and its variables are moth positions and flames are the best position of moths. A
logarithmic spiral is selected as the prominent update characteristics of moths. A
spiral function is used to update the moth’s position in relation to the flame.

mothPosp = S(mothPosp, f lameNoq) (9)

S, the logarithmic spiral function is denoted as,

S(mothPosp, f lameNoq) = DTpe
lra cos(2πr) + f lameNoq (10)

The distance from the pth moth for the qth flame is represented by DTp, whereas
l is a constant that represents the logarithmic spiral shape and a random variable ra
is between [−1, 1].

DT is calculated as,

DTp = | f lameNoq − mothPosp| (11)

It can sometimes reduce the exploitation capacity when updating the position
of moths in n locations to find the optimal option. For this goal, a mechanism is
proposed.

f lameNo = round
(
f lmax − i ter × f lmax − 1

miter

)
(12)

where i ter stands for the current iteration and f lmax is the total number of flames.
miter denotes the total iterations.

The shortest path matrix sr tMat , population size popSize, and maximum itera-
tions miter are the input parameters to the CPWP_MFO. sr tMat is computed from
the topology’s latitude and longitude information. Individual moths represent one
kind of placement. EachmothPos is specified as am-dimensional vector, with each
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Algorithm 1 CPWP_MFO
Input: sr tMat, popSize,m,miter
Output: λsc−avgl , σbpos
1: sr tMat ← shortest path matri x
2: popSize ← total number of moth posi tions
3: m ← problem dimension
4: miter ← total i terations
5: for i ter ← 1 to popSize do
6: mothPosi ← generate random moth posi tion
7: end for
8: for i ter = 1 to miter do
9: mothScore ← Fitness (sr tMat,mothPos)
10: for i ter ← 1 to popSize do
11: f lameNoq ← update f lame

posi tions using Eq. (13)
12: end for
13: if i ter == 1 then
14: bFlame ← sort (mothPos)
15: bScore ← f i tness (mothScore)
16: else
17: bFlame ← sort (mothPos, bFlame)
18: bScore ← sort (mothScore, bScore)
19: end if
20: for i = 1 to popSize do
21: for j = 1 to k do
22: update ra
23: update DT as per Eq. (13)

according to the corresponding moth
24: update mothPos(p, q) as per

Eqs. (12) and (14)
25: end for
26: end for
27: end for
28: σbpos ← bFlame
29: λsc−avgl ← bScore
30: return λsc−avgl , σbpos

dimension representing one of the controllers’ location, given the number of con-
trollers as m. Switches are allocated to each controller as per sr tMat . Fitness for
each moth is calculated using Eqs. (1) and (2). The program will run for the max-
imum number of times in order to obtain the optimal position σbpos and the lowest
latency λsc−avgl and λsc−worstl considering one failure.

4.2 Genetic Algorithm for CPWP (CPWP_GA)

The input parameters to the CPW P_GA are same as CPWP_MFO. The population
are randomly generated, and each chromosome’s fitness function is calculated using
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Eqs. (1) and (2). Here elitismmethod is used for selection. A single point crossover is
performed on the selected twomembers. Thenmutation is donewith 0.01 probability.
The programwill run for themaximumnumber of times in order to obtain the optimal
position σbpos and the lowest latency λsc−avgl and λsc−worstl considering one failure.

5 Result and Analysis

For implementation, three networks of different sizes are considered from the topol-
ogy zoo [15]. The various networks are TataNID (143 nodes and 194 links), IRIS (51
nodes and 104 links), and AT&T (25 nodes and 56 links). MATLABR2014a is used
to find the sr tMat from the information available in GraphML of the network using
Haversine formula. This will give the shortest distance between two nodes. Rest of
the programs is written in Python. Simulation parameters are fixed for implementa-
tion after running the programs a couple of times. The controller’s capacity is fixed
as 7.8 × 106 packets/second. 100 kilo requests per second are set as the demand of a
switch. The population size is different for the three networks. maxitr is set as 100.
The aim is to reduce the worst-case and average propagation delay which includes
the delay from switch to its primary controller and from the primary controller to its
backup controller considering controller failure.

5.1 Performance of CPWP_MFO and CPWP_GA Against
Objective Function

The performance of CPWP_GA and CPWP_MFO is compared for different m val-
ues on three networks, AT & T, IRIS, and TataNID as Figs. 1 and 2. The average and
worst-case propagation delay is computed as per Eqs. (1) and (2). Generally, switch
to controller latency decreases along with increasing controller number. CPWP fol-
lows the same procedure and minimizing latency by allocating switches from their
failed primary controller to its backup controller. From these figures, it can be easily
observed that the changes in average and worst-case latency are almost linear after
a certain controller number. We have considered the controller range from 2 to 9.
After analyzing the results, it is observed that the performance of CPWP_MFO is
better and provides good results as compared to CPWP_GA.

5.2 Comparison

Controller placement with planning for failure (CPWP) plans ahead for controller
failure. Due to certain reason, when failure occurs, the disconnected switches of the
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Fig. 1 Average latency of CPWP_GA and CPWP_MFO in a AT & T, b IRIS and c TATANID
networks

failed controller are assigned automatically to its backup controller. We have com-
pared CPWPwith capacitated controller placement (CCP) in which the disconnected
switches of a failed controller are allocated to another nearest active controller by
the network operator. This work is similar to the paper of Killi and Rao [4]. They
have considered worst-case latency as their objective but we have considered both
worst-case and average case latency as shown in Fig. 3. This latency increases drasti-
cally in CCP with failure as planning has not been done beforehand. On the contrary,
as planning for failure is done in CPWP the increase in latency is not very signifi-
cant. However, for failure-free case in CCP the latency is lower compared to CPWP.
CPWP_GA and CPWP_MFO provide good results when compared to CPWP for
both average and worst-case latency. In AT & T network for 4 controllers, average
latency is around 6 ms in CPWP, whereas it is around 5.6 ms in CPWP_MFO.
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Fig. 2 Worst-case latency of CPWP_GA and CPWP_MFO in a AT & T, b IRIS, and c TATANID
networks

Fig. 3 Comparison of average and worst-case latency of CCP and CPWP with and without failure
in AT & T network
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6 Conclusions

In this study, the problem of controller placement in SDN is addressed that mitigate
sudden increase in latency on occurrence of controller failure. The aim is to reduce the
average andworst-case propagation delay which includes the delay from switch to its
primary controller and from the primary controller (failed one) to its closest controller
considering the load and controller capacity. For this, the metaheuristic solution
CPWP_MFO is proposed and compared with CPWP_GA. Then evaluated on three
networks of topology zoo. From the results, it can be shown that the CPWP_MFO
yield better result than CPWP_GA for both worst-case and average case latency. In
comparison, CPWP is compared with CCP without and with failure for both average
and worst-case latency in AT & T network. Due to proper planning in CPWP, there
is no drastic increase in latency on occurrence of controller failure. We intend to
investigate controller failure in the future research at more than one level considering
load balancing of controllers.
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Smart Weather Prediction Using
Machine Learning

Suvendra Kumar Jayasingh, Jibendu Kumar Mantri, and Sipali Pradhan

Abstract Prediction of weather is a challenging task for all researchers of weather
and the meteorological department. Many techniques are evolved in time for the
prediction of weather since last many years. The advancement of science and tech-
nology has helped the researchers to perform the prediction of weather simply and
with less error rates. The soft computing techniques are the new technologies in
computer sciencewhich are capable ofmaking theweather predictionwith promising
output and less error rates. Weather prediction is done traditionally by use of many
historical data in many models of physics. This prediction of weather is unsteady
due to the change in weather condition. Because of change of weather system, the
prediction is unstable. In this paper, we present different machine learning models
that will make use of the historical data to train the models and then the model will be
used to predict the weather whose accuracy is better than the traditional models. The
evaluation of the models on the basis of accuracy shows that the models outperform
and can be used as state-of-art technique to predict the weather in smarter way in
less time.

Keywords Random forest · Decision tree · Support vector machine · Gradient
boosting

1 Introduction

Climate modelling and weather prediction is the application of science and tech-
nology to predict the state of the atmosphere for a given location is a challenging
task for the researchers in thismodern age. The use ofmachine learning for prediction
of weather uses the dataset of 21 years having the parameters temp, dew, humidity,
pressure, visibility and windspeed. The event of the place will be predicted by use
of the models. The events may be “No Rain”, “Fog”, “Rain, Thunderstorm”, “Thun-
derstorm”, “Fog, Rain”, etc. The machine learning models under consideration in
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this paper are random forest, decision tree, support vector machine, KNN, Adaboost,
Xgboost, Gradient Boosting, naïve Bayes and logistic regression, etc. The evaluation
of all these models are done on the basis of their performance compared as per their
accuracy and f1 score.

2 Literature Review

Singh et al. [1] have made the weather forecasting using machine learning algo-
rithms.Theyuseddifferentmachine learning algorithms topredict theweather events.
Khajure and Mohod [2] have deployed the future weather forecasting using soft
computing techniques. Bhardwaj and Duhoon [3] have made use of soft computing
techniques for forecasting of weather. Haghbin et al. [4] applied soft computing
models for predicting sea surface temperature and made the review and assessment.
Vathsala and Koolagudi [5] have used neuro-fuzzy model for quantified rainfall
prediction using data mining and soft computing approaches. Balogh et al. [6] made
a toy model investigate stability of AI-based dynamical systems. Jayasingh et al.
[7] have shown a novel approach for data classification using neural network. Litta
et al. [8] have used artificial neural network model in prediction of meteorological
parameters during premonsoon thunderstorms. Schultz et al. [9] have shown if deep
learning beat numericalweather prediction. Sharma andAgarwal [10] have explained
temperature prediction using wavelet neural network. Lin et al. [11] have discussed
time series prediction based on support vector regression. Askari and Askari [12]
have used time series grey system prediction-basedmodels for gold price forecasting.
Lee and Lee [13] have constructed efficient regional hazardous weather prediction
models through big data analysis. Jayasingh et al. [14] have made weather prediction
using hybrid soft computing models. Sofian et al. [15] have done monthly rainfall
prediction based on artificial neural networks with back propagation and radial basis
function.

3 Methodology

In our research, we are trying to compare the different machine learning techniques
for predicting the events. Machine learning models are designed to predict the events
on the basis of the temp, dew, humidity, pressure, visibility and windspeed. In this
research, we have taken the weather data from 1996 to 2017 to train our machine
learning model. Here, we are using random forest, deceison tree, support vector
regression,KNN,Adaboost, gradian-boost,Xgboost, naïveBayes and logistic regres-
sion to evaluate and train our model. The flow diagram of our proposed methodology
is shown in Fig. 1.
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Fig. 1 The flow diagram of our proposed methodology

Initially, we preprocessed the dataset by eliminating any incomplete record. We
apply feature selection and eliminate features that have no direct impact on the
performance. Then we have to encode the categorical features into numerical feature
because our machine learning algorithms will not be able to understand the cate-
gorical value. Here when we try to encode the categorical feature into numerical
using label encoder, our model not showed a good accuracy score that’s why here we
used get dummies method to encode the categorical features. We also checked that
whether we have outliers or not but we did not find any outliers. And also we took
a look at the multicollinearity and drop some highly co-related columns because if
we keep some highly correlated features means it will affect our model accuracy and
then we did some feature scaling.

Once our dataset is split using train test split on 80:20 ratio, the predictive models
like linear regression, ridge and lasso regression, random forest, decision tree, support
vector regressor. Adaboost, gradiantboost and xgboost are used to forecast upcoming
match results. The machine learning process is shown in Fig. 2.

Fig. 2 Machine learning process overview
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4 Techniques Used

K-nearest neighbours (KNN)

K-nearest neighbours (KNN) is a supervised learning method that may be used for
both regression and classification, however it is usually utilized for classification.
KNN aims to predict the right class of testing data given a set with various classes
by calculating the distance between both the testing data and all the training points.
It then chooses the k points that are the most similar to the test.

After the points have been chosen, the algorithm calculates the likelihood (in
the classification phase) that the test point belongs to one of the k training point
classes, and the class with the greatest probability is chosen. The regression model
in a regression issue is the mean of the k chosen training points data as shown in
Fig. 3.

Lazy learners are a phrase used to describe KNN algorithms. Eager learners refer
the techniques such as Bayesian classification, logistic regression, SVM and others.
These methods generalize over the training set before getting the test data that is the
model is trained using training dataset and then test data is received by the model,
and then predict/classify the test data.

With the KNN method, however, this is not the case. For the training set, it does
not construct a generalized model; instead, it waits for the test data. Only when test
data has been supplied it begins generalizing the training data in order to categorize

Fig. 3 K-nearest neighbours
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the test data. As a result, a lazy learner just saves the training data and waits for the
test set to arrive. Such algorithms are more effective at categorizing a particular test
dataset than they are during training.

Support Vector Machine

By the computer hardware advancements, as well as the increasing availability and
low cost of technology elements such as RAM and GPU, a substantial chunk of
labelled data is readily available and created on a regular basis. To make the firm
less sensitive to unanticipated situations, we focus on predictive data processing. The
support vectir machine as shown in Fig. 4 is used for the pupose of classification.

Fig. 4 Support vector machine
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Decision Tree

A decision tree accepts an item or scenario with a set of attributes as input and
provides a yes/no “decision”. It is one of the best used effective techniques of
machine learning. We explain how to acquire a good hypothesis by first describing
the depiction hypothesis space.

Each node examines the value of one or more input attributes. Leaf nodes give the
values to be delivered if that leaf is encountered. Branches from the node correspond
to possible attribute values in the Decision Tree.

Random Forests

It is a collection of decision trees that have been bagged trained as shown inFig. 5. The
strategy generates more tree variety, which trades a higher bias for fewer switches,

Fig. 5 Random forest
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resulting in a more robust overall model. The random forest regression that comes
after it is similar to the bagging regression that came before it.

XGboost

It stands for “Extreme Gradient Boosting”. Boost is a toolkit for distributed gradient
boosting that has been optimized for speed, versatility and portability. Machine
learning algorithms are built using the Gradient Boosting framework as shown in
Fig. 6. It employs parallel tree boosting to quickly and accurately solve a number of
data science problems.

Fig. 6 Xgboost
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Fig. 7 Adaboost

Adaboost

Showing genuine Freund and Robert Schapire developed Adaboost (Adaptive
Boosting), a statistical categorization method for which they were given the Mathe-
maticians Award in 2003. It can be combined with a number of learning algorithms
to improve results. The output of other learning algorithms (“learning and self”)
is combined into a weighted sum that reflects the proper outcome of the boosted
classifier as shown in Fig. 7.

Gradient Boosting

A prominent boosting technique is gradient boosting. Each predictor in gradient
boosting corrects the mistake of its preceding as shown in Fig. 8. With exception of
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Fig. 8 Gradient boosting

Adaboost, the training instance parameters are not adjusted; instead, each predictor
is trained using the immediate predecessor residual as labels.

CART is the foundation learner in a method called Gradient Boosted Trees
(Classification and Regression Trees).

5 Data Analysis

Features description
The weather data is collected for prediction analysis for 21 years (1996–2017) and
stored in a dataset. There are 7 variables and 7750 instances in the dataset used as
shown in Table 1.
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Table 1 Dataset used in the experiment

Temp Dew Humidity Pressure Visibility Wind Event

0 28 24 76 1002 5 11 No rain

1 29 26 85 1003 5 8 No rain

2 32 26 78 1004 5 11 No rain

3 31 26 81 1003 4 13 No rain

4 31 26 86 1001 4 10 Rain, thunderstorm

Table 2 Accuracy of different models

S. No. Model name Accuracy

1 Random forest 79.52

2 Decision tree 71.23

3 Support vector machine 59.33

4 KNN 77.86

5 Adaboost 71.43

6 Xgboost 79.94

7 Gradient boosting 81.67

8 Naïve Bayes 73.09

9 Logistic regression 78.14

6 Result Analysis

The different machine learningmodels were trainedwith the weather data of 21 years
and the model was used to predict the test data. Hence, the performance of all the
models based on their accuracy is summarized in Table 2. The graphical comparison
of accuracy of these models is shown in Fig. 9.

The different machine learning models were trained with the weather data of
21 years and the model was used to predict the test data. Hence, the performance of
all the models based on their f 1 score is summarized in Table 3 and the graphical
comparison of f 1 score of these models is shown in Fig. 10.

7 Conclusions and Future Work

We can estimate the weather events using a machine learning model that takes
into account the different weather parameters. In this paper, we presented different
machine learning models which can be used for prediction of weather with much
simpler and easier way than the physical models. The accuracy evaluation of the
models shows that the machine learning models perform better than the traditional
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Fig. 9 The graphical comparison of accuracy of different models

Table 3 F1 score of different models

S. No. Model name F1 score

1 Random forest 0.81

2 Decision tree 0.75

3 Support vector machine 0.74

4 KNN 0.80

5 Adaboost 0.74

6 Xgboost 0.80

7 Gradient boosting 0.83

8 Naïve Bayes 0.79

9 Logistic regression 0.80

models. These models made use of the dataset collected from predefined recourses
in which the maximum accuracy is observed upto 81.67%. In future, is is planned
to use the different IoT devices to collect the accurate data so that the data set to be
used in the model will be more exact and accordingly the performance of the model
will be more correct.
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Fig. 10 The graphical comparison of F1 score of different models
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Flood Susceptibility Modeling Using
Forest-Based Regression

Bibhu Prasad Mishra, Dillip Kumar Ghose, Deba Prakash Satapathy,
and Sourav Ghose

Abstract Flood is a disastrous event, having significant impact on environment and
human life. Flood susceptibility modeling decreases the damage caused by floods,
which is a chief component of water management. This study employs a forest-
based classification and regression (FBR) in flood susceptibility analysis. A flood
susceptibility map was developed using the flood influencing factors and a flood
inventory map using FBR. ROC curve was utilized to study the efficiency of the
model, having AUC value of 0.997, R-squared value 0.98 during training and 0.92
during validation.

Keywords Flood susceptibility map · Forest-based classification and regression ·
AUC · R squared · GIS

1 Introduction

The harmful effect of floods significantly increases in last decades [1, 2] which has
a very high impact on the lifestyle of people, leads to a huge damage, and loss of life
[3–6]. Flood causes severe natural hazards whose genesis is related to both artificial
and natural factors [7–10]. Forecasting helps to mitigate the damages caused by the
floods. GIS combined with various machine learning (ML) algorithms to provide a
very accurate process to delineate areas prone to flood occurrence [1, 11, 12, 13].
To increase the accuracy of the final results, ML models lead to flood susceptibility
mapping, by using the algorithm like: k-nearest neighbor [6], artificial neural network
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[14], logistic regression [15], Naïve Bayes [16], support vector machine [17], neuro-
fuzzy inference system [18], random forest [19], and deep learning neural network
[1]. Ensemble models involve many algorithms to predict an accurate evaluation of
the flash flood susceptibility for a given territory [11].

The forest-based regression (FBR) is statistical model [20]. It was widely used by
the researchers around the globe for its efficient performance. FBR is mainly used for
extraction of several samples from dataset to create a decision tree for every sample in
bootstrapping. The prediction of decision trees is combined to obtain the result. Idea
of FBR is to associate various weak decision trees for producing a robust decision
tree. The efficacy of the decision was improved with reference to weak decision tree.
FBR model has highest stability in context to artificial neural network (ANN), and
it is not prone to overfitting [18, 21].

The objective of the present study is to develop a FBR model at Basantpur water-
shed of Mahanadi River and to evaluate the performance of the model for developing
flood susceptibility map.

2 Study Area

The Basantpur watershed of Mahanadi River basin is located in the state of Chhat-
tisgarh, India between 20°20′5′′ to 22°45′20′′ north and 80°24′35′′ to 82°40′51′′
east. This watershed is an important area for industrialization and agriculture,
creating environmental and commercial benefits for Chhattisgarh and Odisha state
governments and the local people. The area of the watershed is 31,165 km2.

3 Materials and Methodology

3.1 Data Preparation in GIS

In this paper, ArcMap 10.8 is used to demarcate the Basantpur watershed. Topo-
graphic factors such as altitude, aspect, curvature, SPI, STI, slope, TRI, TWI, and
streams characteristics are extracted from the digital elevation model (DEM) which
is presented in Fig. 2. DEM with resolution 2.5 m × 2.5 m was collected from geo-
platform of the Indian Space Research Organization (ISRO). Distance from the river
was calculated by using the Euclidian distance tools of ArcMap shown in Fig. 2.
Decadal LULC is used to prepare LULC map as shown in Fig. 1. NDVI, lithology,
and soil maps are collected fromNational Information System for Climate and Envi-
ronmental Studies (NICES) shown in Fig. 2. Drainage density map was prepared
by using the density tools in ArcMap. A flood inventory map was prepared by the
last fifty years flood events. To construct a flood susceptibility map, parameter sets
related to floods are required [22].
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Fig. 1 Study area and flood inventory

3.2 Forest-Based Regression

FBR comprises self-determining regression decision trees
{h(x, θk), k = 1, 2, 3, . . . N } where θk represents a unique distributed random
variable, where x is input and N = number of regression decision trees and k =
mean value of regression trees, where h(x, θt ) is predicted result [23]. ArcGIS Pro
10.8 is used to obtain the result. The procedure is

(1) Bootstrap method randomly extracts original data to generate
k sets, i.e., θ1, θ2, θ3, . . . , θk ; and k regression trees of,
h(x, θ1), h(x, θ2), h(x, θ3) . . . , h(x, θk).

(2) Principle of every regression tree brings restriction without splitting.
(3) Random forest consists of k regression trees which is created by above process.

During the process of forest generation, probability of each sample is not extracted.
40% of the total sample was out of bag (OOB) data. Model accuracy is evaluated by
calculating theOOBerrorwithout bias.Mean squared error for the FBRmodel is used
to evaluate factor of influence for the target variable, and importance of each variable
is measured [23, 24]. The precise execution is to evaluate the root mean square error
value of the original OOB dataset, i.e., RMSEOOB, to replace the target variable xi
via OOB data RMSEOOBi. Then, z-score standardization for the importance of target
variable xi is obtained, which is mathematically expressed as,

Importance of variable =
⎡
⎣ 1

U

u∑
j=1

(MSEoob − MSEoobi)

⎤
⎦/σSD, (1 ≤ i ≤ K )
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Fig. 2 Flood influencing factors
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Fig. 2 (continued)

3.3 Evaluation of Model

Before construction of model, all data were randomly divided into two distinctive
parts, training data and validation data which includes 70% and 30% of total data,
respectively, for model evaluation. Model performance was evaluated using tenfold
cross-validation to evaluate the ability of the model on new data. This is a resampling
procedure where all data are randomly divided into ten folds; at each run of the given
model, one fold is held out for validation, and the remaining k−1 folds are used for
training [25]. The average accuracy of all folds is conveyed as the final accuracy.
The validation index in both training and validation phases was R-squared and mean
squared error which measures the ability of the calibrated model to decide flood
and non-flood events. Area under the receiver operating characteristic (ROC) curve
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(AUROC) was used to validate the model performance. For superior performance of
the model, value of RMSE must be smaller, whereas R-squared and AUROC must
be higher.

4 Results and Discussions

A flood susceptibility maps were generated using FBR, Fig. 3. The range of flood
susceptible map was range from 0 to 1, 0 indicating lowest, and 1 indicates highest
flood. The obtained values are divided into four categories that is very low, low, high,
and very high. The watershed was divided into these categories, and the flood prone
areas are shown in Table 1.

Fig. 3 Flood susceptibility map

Table 1 Flood-prone areas in
percentage

Susceptible area FBR

Very low 11.77

Low 15.41

Moderate 17.31

High 55.51

Very high 11.77
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Table 2 Performance index
of FBR

Criteria of evaluation Training Validation Difference (δ)

R-square 0.98 0.92 0.06

RMSE 0.06 0.09 0.03

In present research, a simple and efficient model is proposed for predicting flood
susceptibility, and features of input datasets are also considered since it affects the
performance of the models. The efficacy of the model was evaluated through R-
square and RMSE indices. Results of the training and the validation set are shown
in Table 2.

As presented in Table 2, R-square for training and validation datasets is 0.98 and
0.92, respectively. The RMSE values for training and validation set are found to be
0.06 and 0.09, correspondingly. Along with the small value of δ, difference between
training and validation indicates simplification ability, and results model has high
prediction accuracy and outstanding capability which can be used to mitigate the
flood susceptibility. The obtained results were validated with the help of the ROC
plot Fig. 4. Both the success rate and the prediction rate were constructed. The most
significant statistical measure of ROC curve is represented by the area under the

Fig. 4 AUROC curve of the model performance
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curve (AUC). It is notable that the success rate was used to validate the results, while
the prediction rate, designed using the validating sample, highlights the accuracy of
the results. Regarding prediction rate, the AUC value obtained was 0.997.

5 Conclusion and Future Scope

The current study was proposed to evaluate FBR method for flood susceptibility
mapping in the Basantpur watershed of Mahanadi River basin, India. The obtained
FBRmodel is verified through themodel evaluation criteria and holds an outstanding
performance based on AUROC and R-square. AUROC for the model is 0.997, and
R-square for training and testing phase is 0.98 and 0.92, respectively. Influential
factors for flood accuracy can increase the accuracy of the generated susceptibility
maps. Future study would include exploring the influencing factors based on the
dependencies for the input to include developing deep ANN models which can be
utilized to predict the susceptibility.
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SMS Fraud Detection Using Machine
Learning

Soumya Ranjan Prusty, Bhaskar Sainath, Suvendra Kumar Jayasingh,
and Jibendu Kumar Mantri

Abstract The termSMSstands for shortmessage service. It is amessage networking
method that uses smartphones and cell phones. It is a text messaging system that lets
smart phones to communicate with one another. SMS has risen in prominence in
current history, with firms adapting and optimizing SMS to be used as a service tool
mostly because of its numerous benefits. We are using a unique technique that uses
datamining andmachine learningmethod to identify and filter spamcommunications
in this study.Weanalyzed the characteristics of spamSMS indepth anddiscovered ten
criteria that may effectively distinguish short message (or messaging) service spam
from ham. If some adjustments are needed to identify a new scam, they were made
manually, either by applying changes to current algorithms or by inventing new
algorithms. In this method, as the quantity of clients and data grows, so does the
amount of human work, which may also effectively separate spam text messages and
ham SMS messages. The random forest classification method, we proposed, is the
methodology that produced 99.9% accuracy.

Keywords SMS spam ·Machine learning · Data preprocessing · Networking

1 Introduction

A message is transmitted digitally via the short messaging service (SMS), which
is one of the most widely used communication services. Telecommunication firms
have cut the price of SMS services, which has resulted in increasing SMS usage.
These increases recruited hackers, resulting in an SMS spam problem. Any unso-
licited message sent from a user’s device is referred to as spam. Advertisements, free
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services, rewards, and rewards are examples of spam communications. People prefer
SMS messages to emails for communication because delivering SMS messages
requires no Internet connection and is convenient and easy. The increased usage
of text messaging and the issue of spams are becoming more prevalent. There seems
to be a lot of security solutions available to mitigate the issue of SMS spam, although
they are not yet developed. Many android applications exist on the play store to
stop spam texts; however, due to lack of awareness, most people are unaware of
them. Apart from applications, the existing monitoring solutions mostly concentrate
on spam messages, as email is among the biggest problems, but even with the rise
in the use of android platforms, SMS spam has become a big concern. Because
mobile phones hold sensitive personal information such as card details, usernames,
and passwords, SMS has been one of the cheapest ways to communicate and may
be regarded as the easiest way to conduct phishing scams. Hackers are devising
new ways of obtaining this data from smart phones, with SMS being one of the
most straightforward. Type of phishing attack, or SMS-based hacking, is becoming
increasingly prevalent these days. Phishing through SMS is becomingmore common
around the world, in which a person provides a malicious Web site by SMS and
urges the recipient to click it, stealing important information from the recipient’s
smart phone. For identifying mobile fraud, there seems to be a variety of screening
methods available, including smart cards,machine learning, fingerprints,matrix code
scanner based, academic objectives, and identification based. SMS scammers may
buy any contact information with just about any telephone number and use it to
deliver spam messages, making it more difficult to track down the perpetrator. The
top twenty spam detection area codes utilized by fraudsters were supplied by the US
tango education center, in addition to the top ten SMS spam messages.

Cloudmark published a study in 2019 that detailed how hackers exploited SMS to
deliver 876,000 spammessages as shown in Fig. 1. In 2020, the National Fraud Intel-
ligence Bureau (NFIB) released a news report on most recent frauds, which has been
examined by actions fraud. Phishers are attacking financial institution clients these
days by delivering spam messages requesting for personal bank information, ATM
pin number, and password. Themajor goal of our suggested strategy is to usemachine

Fig. 1 Top five short message (or messaging) service spam messages
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learning techniques to identify spam and ham SMS. For classification, we utilized
a feature set of ten characteristics. These characteristics help distinguishing a spam
SMS from a ham SMS. Machine learning techniques proved successful in avoiding
zero-day threats and providing a high level of security in spam email filtering. The
same method is being utilized for smart phones to eliminate short messaging spam;
however, the characteristics of spam detection will differ from those of email spam
since text messages are smaller and users use proper language for SMS.

2 Literature Review

There are a variety of text recognition text detection strategies accessible these
days, such as blocking spam messages using mobile application and filter spam
messages with classification techniques. In this paper, we will look at how to iden-
tify short messaging fraud applying machine learning approaches to filter spam
messages depending on selecting features. El-Alfy and AlHasan [1] have suggested
a short messaging filtering technique for both SMS and email. They looked at several
approaches in order to come upwith extracted features that would decrease difficulty.
They utilized 13 characteristics, including URLs, probable spam terms, emotional
icons, capital letters, wrinklywords, text data, JavaScript code,word structure, sender
address, topic field, and junk mail domain, as well as two classification techniques,
naive Bayes and support vector machine. Five email and SMS datasets were used to
test their suggested model. For screening fraud communications, a messages subject
structure (MTM) has been suggested by Jialin et al. [2]. To describe spam communi-
cations, the messaging predictive model (MTM) uses symbols, words, context terms,
and subject terms and is predicated on a likelihood guess from latent semantic. They
removed the scant difficulty by classifying SMS spam messages in to the unpre-
dictable irregularity classes and afterward collecting all SMS phishing into a single
document to detect keyword founder patterns using the k-means algorithm. The
feature reweighting approach and the great word assault are two strategies for SMS
spam detection that has been described by Chan et al. [3]. Both techniques concen-
trate on the text’s size as well as the text’s weight. The great word approach focuses
on misleading the classifier’s result by utilizing the fewest number of characters
possible, whereas the characteristic reweighting technique has a novel parameter-
ized function for resampling the dimensions. The experiment was assessed using
two datasets: SMS and comments. Delany et al. [4] discussed the many techniques
available for SMS spam filtering as well as the issues related with dataset gath-
ering. They utilized ten groups to evaluate a huge dataset of SMS spam, including
music, contests, dating, rewards, services, money, claim chatting, voice, and others.
SMS spammessages were identified through information characteristics by Xu et al.
[5]. For research experiment, they utilized two classification methods, SVM and k-
nearest neighbors (KNN), as well as a feature set of factors, static, and temporal.
They discovered that by integrating temporal and network characteristics SMS spam
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messages may be identified more precisely and efficiently. Furthermore, they discov-
ered methods to filter SMS spam messages by utilizing characteristics that comprise
chart and time series, therefore eliminating the text’s content. Text classification
methods were tested on separate cell devices to see how well they filtered SMS spam
by Nuruzzaman et al. [6]. All learning, screening, and updating operations were all
carried out on a separate cell phone. Their suggested model was able to sort SMS
spam with some excellent accuracy and low memory 20 N. Nuruzzaman et al. [6]
have made significant utilization, and sufficient batch processing without requiring
a huge dataset or any machine help.

Jayasingh et al. [7] have done weather prediction using hybrid soft computing
models. Uysal et al. [8] presented a technique for SMS spam filtering that employs
different feature selection methodologies, namely chi-square metrics and mutual
information, to select information. They have created a real-time smartphone app
for SMS spam detection based on the android platform. They utilized two Bayesian-
based classification methods, Bayesian and binary. According to the authors, their
suggested method detects both spam and genuine communications with great accu-
racy. For SMS spam detection, Yadav et al. [9] created a model text Assassin. They
utilized a minimal feature set of 20 features as well as two machine learning algo-
rithms, support vector machine (SVM) and Bayesian learning. They gathered a total
of 2000 messages from visitors over the course of two months. In their suggested
approach, anytime a user receives amessage onmobile phone, SMSAssassin collects
it without the user’s awareness, retrieves feature values, and transmits them to the
server. If the communications are marked as spam, the user will not be able to access
them and they will be sent to the spam folder. The use of Bayesian filtering to identify
SMS spam has been investigated byHidalgo et al. [10]. They created two sets of data,
one in English and the other in Spanish. According to their findings, Bayesian filters
technologies that were previously used to identify spam emails may now be used to
stop SMS spam. Cormack et al. [11] discussed feature engineering for mobile spam
filtering. Jun et al. [12] explained the spam detection approach for secure mobile
message communication using machine learning algorithms. Cormack et al. [13]
explained the different types of machine learning algorithm. Jayasingh et al. [14]
showed a novel approach for data classification using neural network.

3 Proposed Method

The suggested investigation in this work involves the procedure depicted in Fig. 2.
The basic goal is to categorize text messaging either as ham or as spam.
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Fig. 2 Overview of approach for the model

Fig. 3 Sample dataset before cleaning

4 Dataset

We have taken the dataset having 5574 tagged data in the sample which contains
4827 ham messages and 747 spam messages. The dataset has two columns named
ham and spam. It also has three unnamed columns as shown in Fig. 3.

Preprocessing, feature extraction, selection, and classification are all steps of spam
detection as shown in Fig. 4.

5 Methodology

Our approach’s major goal is to categories spam text messages as soon as they arrive
on a smartphone, independently ofwhether they are newlyproduced spammessaging.
We began by gathering data and finalizing the features for our trial. After finalizing
the characteristics, we created a feature representation by extracting features from
the messages (ham and spam). Several extracted features are used for training and
testing. Our suggested system bases its judgment on ten characteristics.

The control structure of our suggested method is depicted. During the training
process, the extracted features of phishing and ham texts are used to create a classifier
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Fig. 4 Sample dataset after cleaning

model. The classification evaluates if a new text is spamor not during the testing stage.
Finally, classification of data for several machine learning techniques is done, and
performance for each machine learning algorithm is assessed in order to choose the
optimummethodology for our suggested strategy processing is the initial step inside
the conversion of unstructured information to much more structured information,
because characters are frequently substituted for terms in text messages. The stop
word list extractor for English language, used in this research to eliminate stop words
from SMS text messages depicts the frequency of terms in SMS messages, whereas
the most familiar terms used in spam text messages belong to the noun and predicate
categories. Similarly, pronouns, proposition, and a variety of many other stop words
dominate the top terms in ham SMS messages.

6 Data Preprocessing

First, we converted the raw data into meaningful data. Then, we removed null values
from our dataset, and then, we labeled the data into spam and ham.We lowered all the
words and used NLTK stop words to remove the repeated word to reduce the noise.
Then, we used porters Temer method to convert the word into vectors which have
many dimensions because there are a lot of different words present in our dataset.

7 Algorithms

KNN algorithm

It is a supervised algorithm which can be used for regression and classification
problems. Therefore, in businesses, it is mostly utilized to solve classification and
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prediction issues. The two following characteristics will be a good way to describe
KNN:

• KNN is a lazy learning algorithm since it does not have a learning and development
period and instead utilizes all of the labeled training data and classification.

• KNN would also be a nonparametric learning method since it makes no
assumptions regarding data.

Random forest Algorithms

It is a supervised algorithm which is used for classification problems. It mainly
comprises of trees to give rise to a forest. The random forest constructs decision
trees using datasets, finds the prediction in each, and votes for the best prediction.
It is a based on integrated that is superior than just a decision tree classifier since it
averages the results to minimize overfitting.

Naive Bayes Algorithms

The Bayes theorem is used in naive Bayes algorithms, which is a classification
approach which focuses on the strong hypothesis that all predictions are autonomous
of one another. A smartphone, for example, may be deemed intelligent if it has a
touchscreen interface, Internet connectivity, and an excellent camera. Despite the
fact that all of these characteristics are interdependent, they individually add to the
likelihood that the smartphone.

Decision tree algorithm

An algorithmic technique that can partition the information in various ways based on
different circumstances can be used to create decision trees. Themuchmore powerful
algorithm in the field of supervised learning algorithms is decision tree.

This can also be used for classification as well as regression. The decision nodes,
in which the input is split, as well as the leaves, where we can get the result, are the
two major components of a tree. A binary tree is used to forecast whether a person is
healthy or unfit based on numerous factors such as age, diet and lifestyle, and daily
exercise.

Confusion Matrix

The confusion matrix provides the details of prediction in a model as shown in Fig. 5.
The true positive indicates that a positive value is predicted correctly [1]. A false
positive occurs when the model forecasts the positive class erroneously as depicted.
False positive indicates that a negative value is predicted as positive [0, 1]. False
negative indicates that a positive value is predicted as negative [1, 0]. Always FN

Fig. 5 Confusion matrix TN FN

FP TP
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should be less in our model. True negative indicates that values that are actually
negative and predicted also negative [0, 0].

Accuracy: It is the proportion of times the model correctly predicted the value.
(AKA, the percentage of situations in which an industry’s success or failure was
correctly predicted). At first sight, this appears to be an excellent success statistic
because the model was right the vast majority of the time. However, it is dependent
on the situation.

The accuracy is defined by division of true positive+ true negative by the sum of
true positive + true negative + false positive + false negative.

Recall: It is the division of the true positive values by true positive and false negative
values.

Recall = TP/TP+ FN

Precision: It indicates the percentage of spammessages that the classification system
correctly identified as spam. It demonstrates that everything is correct.

Precision = TP/TP+ FP

8 Analysis

The execution of the proposed SMS spam detection system is evaluated through a
series of tests. We first chose feature extraction methods on spam and ham message
behavior and then separated this information from the data to create the classification
model. To get system performance, different classification algorithms are used. They
are support vector machine (SVM), random forest, AdaBoost, and decision tree.

It provides a built-in solution to cope with this issue. During split discovery, it
overlooks missing data and then assigns them to the side that reduces the loss the
greatest. If we do not want to utilize option and instead use alternative approaches,
change the parameter to: Before starting themodel prediction, we need to analyze the
words, which words are repeated. The most common words are there in SMS, which
are shown in Fig. 6. So, again we need to find common words in spam messages as
shown in Fig. 7 and ham messages as shown in Fig. 8.

We have to find out the data which contains the information with a small number
of potential values. Machine learning algorithms typically operate directly with cate-
gorical attributes, and in order to use them, subcategories must first be converted to
integers before the deep learning model can be applied to them.

One-hot-encoder and updating values are two methods that may be used. To
convert category variables into dummy/indicator variables, pandas is used to get
dummy function. Imputation and erasure are two strategies for dealing with missing
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Fig. 6 Most common number of words in the message

Fig. 7 Most common number of words in the spam message

Fig. 8 Most common number of words in the ham message

values. Feature scaling is some of the most essential phases in the preprocessing
of data before constructing a machine learning technique in machine learning algo-
rithms. Many times, the dataset will contain features with a wide range of orders
of magnitude, units, and ranges. Using unoptimized features, on the other hand,
creates a difficulty inmost machine learning applications.Machine learningmethods
that employ gradient descent as an optimization procedure, such as classification
model and neural networks, require the dataset to be scaled. Whenever we employ
proximity algorithms like random forest and SVM, which are most impacted by
the set of advantages, we run into a similar dilemma. The reason for this is that
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they use data point distances to evaluate how similar they are. We do not have to
be concerned with its feature scalability. The size of the features has little effect on
tree-based algorithms. The comparison of different algorithms is shown in Table 1.

It is observed fromTable 1 andFig. 9 thatwehave obtained themost accurate result
by using random forests. Furthermore, using the random forest machine learning
method,wewere able to obtain 99.9%accuracy as shown in the graphical comparison
of accuracy of different models in Fig. 9. During the training phase, the random forest
classification method creates a collection of decision trees, which are subsequently
used to classify randomly picked characteristics. The classification of ham and spam
messages is done using the random forest (RF) algorithm. Random forest algorithm
makes use of decision trees and eliminates the overfitting problem of the decision
trees. Each tree present in the random forest algorithm provides its prediction, which
vary fromone another. The average of their performances is calculated. In the training

Table 1 Comparison of different algorithms on the basis of accuracy, precision, recall, and Roc-
curve

Algorithms Accuracy Precision Recall Roc-curve

Random forest 99.99 99.98 99.99 99.89

Naïve Bayes 98.58 98.44 98.58 98.54

Decision tree 94.93 94.69 94.93 94.12

AdaBoost 92.98 92.53 92.98 92.54

SVM 90.59 90.27 90.59 90.11

KNN 96.01 96.00 96.01 95.89

Fig. 9 Comparison of different algorithms on the basis of accuracy
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phase, many decision trees are created and then they operate on a set of randomly
selected features.

9 Conclusion and Future Work

As there is increase in usage of text messaging day by day, the problem of SMS spam
is becoming more prevalent. Filtering SMS spam has been a major problem in recent
years. In this research work, we have used six different machine learning algorithms
such as decision tree, naive Bayes, random forest, KNN, SVM, and AdaBoost in
which ten features from the dataset are used. There are 5574 tagged data in the
sample, including 4827 messages belonging to ham messages and 747 messages
belonging to spam messages collected. With accuracy of 99.9%, the random forest
classification algorithm outperforms all other classification algorithms. The accuracy
may further be enhanced by using hybrid soft computing models.
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Differential Evolution-Improved
Dragonfly Algorithm-Based Optimal
Radius Determination Technique
for Achieving Enhanced Lifetime in IoT

J. Sengathir, M. Deva Priya, A. Christy Jeba Malar, and G. Sandhya

Abstract Internet of Things (IoT) has practically facilitated the option of connecting
devices that necessitates cooperation through the Internet. The IoT environment
comprises of self-configuring and smart objects that have the possibility of inter-
acting with one another using the infrastructure of a global network. Clustering is
the predominant approach that potentially works on the improvement of network
lifetime. In this paper, a new clustering scheme using Differential Evolution-
Improved Dragonfly Algorithm-based Optimal Radius Determination Strategy (DE-
IDAORDS) is proposed for achieving prolonged lifetime in IoT.DE-IDAORDS facil-
itates the selection of Cluster Head (CH) based on the hybridized merits of DE and
IDA for balancing the trade-off between exploration and exploitation to achieve effec-
tive clustering that attributes toward excellent energy stability and network lifetime.
It adopts fitness function evaluation using parameters like cluster radius, distance
and energy during CH selection. The results of the proposed DE-IDAORDS confirm
better results in terms of energy, cost function, and number of alive nodes in contrast
to the benchmarked schemes taken for investigation. The results also demonstrate
that the proposed DE-IDAORDS scheme is capable of adequately enhancing the
convergence rate and energy conservation in a minuscule period.
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1 Introduction

In the recent past, Internet of Things (IoT) has developed tremendously owing to its
wide use across the world. It is a technological gift that is developed to overcome the
challenges of non-ubiquitous sensing and non-pervasive computing enabled using
Wireless Sensor Network (WSN) technologies [1–3]. It includes a collection of
assorted devices that are openly connected to the Internet. IoT links the devices
directly to the network through universal infrastructure, where the communication
amid devices is through smart and self-configuring devices. The smart association
of devices involving network resources plays a dominant role in IoT. The data accu-
mulated from diverse devices are analyzed to disseminate the valuable data through
applications built to deal with the demands [4]. The devices are capable of dealing
with the breach amid physical and digital worlds, facilitating fresh kind of services.
Though IoT is used in diverse applications, it involves many challenges which
include incorporation of numerous technologies and standards that focus on sensing,
computational competences, storage, and connectivity [5, 6]. The nodes are resource
constrained with restricted energy, memory, computation, and communication abil-
ities. The nodes may also act as gateways to distant users. Owing to insufficient
supply of energy to nodes, energy preservation is predominant in attaining extended
network lifetime. Clustering is effective as it improves scalability of network by
dropping channel contention and packet collision, and enhancing throughput. Profi-
cient Cluster Head (CH) selection increases the load efficiency on CHs as energy
may be conserved and network lifetime may be improved [7].

In this paper, a new clustering scheme using Differential Evolution (DE)-
Improved Dragonfly Algorithm-based Optimal Radius Determination Strategy (DE-
IDAORDS) is proposed for achieving prolonged lifetime in IoT. It integrates the
exploration capabilities of DE with the exploitation potentialities of improved DFA
to establish balanced deviation between the local and global search process. It
includes the parameters of cluster radius, distance and energy during CH selec-
tion to evaluate the fitness function under optimization. The simulation experiments
of the proposed DE-IDAORDS are conducted using the evaluation metrics such as
throughput, normalized energy, time incurred for CH selection, cost function and
number of alive nodes for varying number of rounds and iterations in contrast to the
benchmarked schemes taken for investigation.
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2 Related Work

In this section, thework done by various authors related toCHselection are discussed.
Feng et al. [8] have propounded an enhanced K-means algorithm to cluster nodes and
perform weighted assessment to enhance cluster construction. The cluster is divided
or broken based on the assessment outcomes to get non-uniform clustering. The
authors have focusedon increased transmission delay due to data fusion andhave built
a delay-enhanced fusion tree. Parent nodes are chosen based on distance and energy.
Time slot distribution is enhanced by building a fusion tree, and the delay involved
in transmission is reduced. Halder et al. [9] have dealt with improving the network
lifespan by balancing energy depletion amid CHs. The radius at every level plays a
dominant role in improving network lifetime. Lifetime Maximizing optimal Clus-
tering Algorithm (LiMCA) is propounded for energy stringent IoT devices. Mainly,
LiMCA involves a stochastic positioning mechanism for nodes in the network. A
protocol is designed to train nodes about coarse-grain positions. Reddy and Babu
[10] have adopted a hybrid model using Moth Flame Optimization (MFO) and Ant
Lion Optimization (ALO) to increase the performance of CH selection amid devices.
The distance and delay are maintained, and the temperature and load are balanced
for achieving ideal CH selection. The mechanism focuses on convergence, main-
taining alive nodes, controlling of energy, load and temperature. Reddy and Babu
[11] have designed a Self-Adaptive Whale Optimization Algorithm (SAWOA) for
ensuring energy-based selection of CH and clustering in Wireless Sensor Network
(WSN)-based IoT. The propounded schemes offer better network lifetime. Dhumane
and Prasad [12] have propounded Multi-Objective Fractional Gravitational Search
Algorithm (MOFGSA) for finding optimal CHs that support energy effective routing
in an IoT network. The CHs are assessed based on a fitness function in terms of
distance, lifespan, delay, and energy.

Srinidhi et al. [13] have propounded Hybrid Energy Efficient and QoS Aware
(HEEQA) scheme, an amalgam of Quantum Particle Swarm Optimization (QPSO),
and enhanced Non-dominated Sorting Genetic Algorithm (NSGA) to attain energy
balance amid devices. The parameters in MAC layer are altered to decrease energy
consumption of devices. NSGA focuses on multi-objective optimization, while the
QPSO algorithm supports in finding the optimum cooperative grouping. Govindaraj
and Deepa [14] have dealt with the optimization of IoT in WSNs that focuses on
handling energy and accuracy involved in complex clustering mechanisms. Capsule
Neural Network (CNN)-based learning model that manages network energy at an
optimal level is propounded. This architecture supports efficient routing and opti-
mization, wherein activation is done during the forward pass. Sennan et al. [15] have
propounded Type-2 Fuzzy Logic-based Particle Swarm Optimization (T2FL-PSO)
algorithm to choose the optimum CH to prolong the lifespan of a network. This
scheme is useful in offering precise solution in indeterminate network surroundings.
Residual energy along with the distances amid the nodes and the Base Station (BS)
are used to find the fitness. Virtual clusters are built depending on the distance amid
nodes and the CH or the BS. Dev et al. [16] have propounded a scheme wherein the



610 J. Sengathir et al.

CH is chosen by theOver takerAssistedWolf Update (OA-WU) that is a combination
of the conceptions ofGrayWolfOptimization (GWO) algorithm andRiderOptimiza-
tion Algorithm (ROA). This scheme is based on distance, radius and energy of the
cluster. Energy is conserved, and convergence rate is improved in a short duration.

3 Proposed DE-IDAORDS Scheme

The network model considered during the implementation of the proposed DE-
IDAORDS scheme consists of a single BS and finite number of static sensor nodes.
The communication in the network always occurs within the range facilitated by the
given radio. The network is assumed to face challenges related to energy consump-
tion, data sensing, sensor allocation, radio communication and topology character-
istics. The sensor nodes in the network are localized in the application areas either
manually or randomly. However, extending network lifetime is a herculean task in
WSNs enabled IoT. In this context, clustering is indispensable for partitioning the
sensor nodes to construct clusters. Moreover, the transmission of data from one node
to another is a challenging task inWSN-enabled IoT. This challenge of data transmis-
sion needs to be overcome based on the determination of optimal shortest paths. In
this context, several works focusing on the establishment of different system models
that aid in attaining the distribution of data packets among the cluster members and
BS using the merits of routing protocols are contributed to the literature. However,
energy and location of sensor nodes are identified as prime factors for performing CH
selection in hierarchical routing. In this paper, the proposedDE-IDAORDS scheme is
presented as a potential CH selection strategy using the optimizing factors of cluster
radius, energy, and distance for achieving energy stability and prolonged network
lifetime.

3.1 Cluster Radius Estimation

The factor of cluster radius needs to be estimated for enhancing the network lifespan
in the clustering architecture. This cluster radius (CR) is estimated by dividing the
complete network area of radius (RN ) into ‘k’ ring sectors based on the angle of disk
sector (ϕ). In the network model, the sensor nodes are independent of the size of the
network and transmit data to the neighboring CHs within a fixed radius. In specific,
each node possesses a particular sensing and communication radius to estimate its
network coverage. But communication radius depending on the number of neigh-
boring nodes needs to be essentially computed for reliable data transmission. To
achieve the estimation, potential optimization strategy becomes essential, and thus,
DE-IDA mechanism is employed for selecting the optimal cluster radius depending
on the fitness function 1 as specified in Eq. (1).
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F1 : CR = min
i

SNR−UC(i)

SNTotal
(1)

where ‘SNR−UC(i)’ and ‘SNTotal’ represent the number of sensor nodes that are not
covered by the radius and the total number of nodes existing in the network.

3.2 Energy Consumption

Adequate amount of energy is essential for data transmission. This energy is essential
for carrying out the functions of sensing, aggregation, transmission and reception.
The cumulative energy

(
E Initial
SN

)
necessary for communication is the aggregate sum

of the energy spent for idle state
(
E IS
SN

)
, data reception

(
EDR
SN

)
, electronic energy(

EEE
SN

)
, and data transmission

(
EDT
SN

)
as specified in Eq. (2).

F2 : E Initial
SN = E IS

SN + EDR
SN + EEE

SN + EDT
SN (2)

The above-mentioned energy consumption is the second factor (fitness function
2) to be optimized during the CH selection process.

3.3 Distance Estimation

In the process of clustering, CH is responsible for generating and forwarding an
advertisement message to the complete set of nodes existing in the network to inform
their role during the communication process. Whenever a sensor node receives an
advertisement message from a CH, it commences to estimate the distance between
itself and the CH. Moreover, the construction of clusters within the network is facil-
itated by the sensor nodes that possess the least distance with the CH. This distance
measure is determined and represented as a matrix as shown in Eqs. (3) and (4).

dM(a,b) =
√

(AW − BW )2 + (AN − BN )2 (3)

F3 : DM(i× j) =

⎡

⎢⎢
⎣

dM(CH1−S11) dM(CH1−S21) . . . dM(CH1−SM1)

dM(CH2−S11) dM(CH2−S21) . . . dM(CH2−SM1)

. . . . . . . . . . . .

dM(CHK−S11) dM(CHK−S21) . . . dM(CHK−SM1)

⎤

⎥⎥
⎦ (4)

The complete objective of the proposed DE-IDAORDS-based IoT clustering
model is defined in Eq. (5).
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ObjFN = Min

(
F1 + 1

F2
+ F3

)
(5)

where ‘F1’, ‘F2’, and ‘F3’ represent the fitness function parameters considered for
optimization with cluster radius set in the range from 0 to 50.

3.4 Dragonfly Algorithm (DFA)

Primitive DFA algorithm is proposed based on the inspiration derived from the drag-
onflies’ social behavior with respect to the hunting and migration for food [17]. In
specific, the dragonflies’ hunting phenomenon mimics the random movement in the
local search space as it corresponds to the exploitation potentialities of the algo-
rithm. On the other hand, migration of dragonflies is like the exploration capability
that investigates the solution in the entire problemdomain. In this context, the feasible
solution in the problem domain with respect to optimal radius-based CH selection
(population matrix) is shown in Eq. (6).

SD
i = {S1, S2, . . . , SN } (6)

where ‘SD
i ’ represents the position of the search agent (dragonfly) with ‘D’ and ‘N̂ ’

as the dimensional search space and search agents’ count respectively. The searching
process of the DFA algorithm comprises of the parameter of separation, cohesion
and alignment determined for ‘N̂ ’ individual neighbors. In specific, the parameter
separation and cohesion with respect to DFA are computed based on Eqs. (7) and
(8).

SP(i) = −
N̂∑

j=1

(
S − Ŝ j

)
(7)

CP(i) =
∑N̂

j=1

(
S − Ŝ j

)

N
− S (8)

On the other hand, the factor of alignment is determined based on Eq. (9).

AP(i) =
∑N̂

j=1 Vj

N
(9)

where ‘i’ and ‘j’ represent the current and neighboring individual solutions consid-
ered from the search space for exploration and exploitation.Moreover, ‘Vj ’ highlights
the velocity associated with the j th neighboring individual solution.
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Further, the degree of attraction
(
AR(i)

)
and distraction

(
DR(i)

)
of the search agents

toward the determination of optimal solution are computed as shown in Eqs. (10)
and (11).

AR(i) = S+ − S (10)

DR(i) = S− − S (11)

where ‘S’ represents the current position of search agent from which the required
solution is closer

(
S+)

and farther
(
S−)

depending on the position toward solution
determination.

At this juncture, the step vector ‘�SP(t+1)’ is updated based on Eq. (12).

�SP(t+1) = (
αSP(i) + βCP(i) + γ AP(i) + δAR(i) + μDR(i)

)

+ WIntertial ∗ �SP(t) (12)

where ‘α’, ‘β’, ‘γ ’, ‘δ’, and ‘μ’ represent the factors of separation, cohesion, align-
ment, attraction and distraction for achieving better exploration and exploitation with
‘WInertial’ as the inertial weight. Moreover, the position of the search agent is revised
based on Eq. (13).

SP(t+1) = SP(t) + �SP(t+1) (13)

In addition, the search agents’ position (dragonfly) using the merits of Levy fight
function is updated using Eq. (14).

SP(t+1) = SP(t) + Levy (d)ŜP(t) (14)

Finally, the fitness function presented in Eq. (5) is evaluated based on the
determined position vector until the termination condition is satisfied.

3.5 Differential Evolution

Differential evolution is proposed as a potential optimization algorithm that facili-
tates significant results over different linear objective functions which are like objec-
tive functions formulated for CH selection [18]. It offers better convergence rate and
aids in attaining better global optimal solution during searching. In this proposedDE-
IDAORDS scheme, DE is specifically utilized for handling the computation intensive
cost functions with minimized number of convergence properties and control vari-
ables. It also adopts randommutation that inherits the weighted difference estimated
between two vectors. It inherits trial factor for employing mutation and crossover
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over the target vector using mutant vector specified in Eq. (15).

mi
v = Sr1 + MF

(
Sr2 − Sr3

)
(15)

where ‘r1’, ‘r2’, and ‘r3’ represent the randomly selectedvalues that highlight the indi-
viduals in ‘N’ dimensions. Moreover, ‘MF ’ represents the component of crossover
introduced for refining the algorithmic diversity.

Further, the vectors of ‘mi
v’ and ‘SiP ’ are built using crossover for constructing

the trial vector based on Eq. (16).

Ui
Cross =

{
mi

v if (rndi ≤ CF ) or
(
RCF = RRnd

CF

)

Siv if (rndi > CF ) or
(
RCF �= RRnd

CF

) (16)

where ‘CF ’ and ‘RCF’ represent the crossover factor and dimension considered for
searching in the range of 0 and 1. Moreover, RRnd

CF ∈ [1, D] highlights the randomly
selected individual index value. In addition, the fitness value of the objective function
(specified in Eq. (5)) is utilized for selecting the optimal solution from the target and
trial vector.

3.6 Hybridization of DE and DFA

The primitive aim of hybrid optimization is to establish superior balance between
exploration and exploitation that attributes toward the mitigation of limitations
possessed in the parent optimization method for attaining enhanced optimal solu-
tion. The traditional DFA algorithm possesses exploration potential based on the
randomness of the initially generated population depending on the significance of
Levy fight search to achieve solution diversity. However, DFA does not inherit any
mechanism for storing the best solution. It also discards the local best values during
implementation when it exceeds the global best solution. It is also considered to
be slow and suffers from the problem of premature convergence. This limitation
completely fails in tracking the comprehensive set of solutions that introduces the
possibility of converging the solution to a global optimum. Thus, the hybridization
of DE and DFA concentrates on the performance improvement by (i) including indi-
vidual particle memory that stores the global best solution along with the local best
solution for attaining the global optimal point, (ii) integrating iteratively with DE
to execute the set of solutions determined by DFA in a predominant manner, and
(iii) hybridizing improved learning-based mutation of DE into DFA for achieving
population diversity. It also introduces the evaluation of convergence power using
local and global best solutions that control the span of convergence. In addition, it
utilizes the convergence power to generate a new set of population when it exceeds
the specific threshold. In this process of hybridization, mutation inherent in DE is
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carried out using the local and global best solutions for identifying the predominant
solutions in the search space. This mutation process adopts an enhanced learning
strategy to include the local and best solutions that improve the population diversity.
Then, the vector of target associated with DE is improved with the iterative best
solution identified from DFA depending on Eq. (17).

m(i,k)
v = S(i,k) + rndi

(
S(i,k) − S(i,k)

Old

)
+ M1

F

(
sLeader − S(i,k)

)

− M2
F

(
rn∗sWorst − S(i,k)

LBest

)
(17)

where ‘S(i,k)
Old ’, ‘S(i,k)

LBest’, and ‘sLeader’ represent the positions of the individual solution
and global worst particle in the preceding iteration. In this case, ‘rndi ’ represents the
random number that lies between 0 and 1 which obeys the characteristics of normal
distribution ‘N (0, 1)’. Moreover, the values of ‘M1

F ’ and ‘M
2
F ’ are determined based

on Eqs. (18) and (19).

M1
F = MF + rnd1MF (18)

M2
F = MF − rnd1MF (19)

At this juncture, the value of ‘MF ’ representing the mutation factor is computed
based on Eq. (20).

MF = 0.8 + (0.8 − 0.2)IterCurr
IterMax

(20)

where ‘IterCurr’ and ‘IterMax’ represent the current iteration and maximum number
of iterations considered during the implementation of DE-IDAORDS.

Finally, the proposed DE-IDAORDS-based IoT clustering optimization model is
adopted for clustering to improve the network lifetime and energy stability.

4 Results and Discussion

The performance evaluation of the proposed DE-IDAORDS-based IoT clustering
model and the benchmarked approaches is conducted using MATLAB R2018a. The
data acquisition associatedwith the implemented IoT environment is considered from
the data science community of Kaggle. This experimental investigation is carried
out based on the time taken for CH selection, cost function, normalized energy, alive
nodes and throughput.

The network area considered for implementation is 100 × 100 square meters
in which 100 sensor nodes are deployed randomly throughout the entire region.
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Fig. 1 Throughput for Varying Number of Rounds

The initial energy of sensor nodes is set to 0.5 J with simulation rounds of 2000
and packet size of 4500 bits. Initially, Figs. 1 and 2 demonstrate the throughput and
normalized energy realized in the network during the implementation of the proposed
DE-IDAORDS and the benchmarked T2FL-PSO, HEEQA, and SAWOA approaches
for varying number of rounds. The results evidently prove that the proposed DE-
IDAORDS scheme is potent in estimating the optimal cluster radius to a more accu-
rate level and confirm better throughput by propagating the packets from the source
to the destination nodes. On the other hand, the normalized energy sustained in the
network is maximized by the proposed DE-IDAORDS by adopting the potentiali-
ties of trial and target vector during local and global searches. Hence, the normalized
energy used by the proposedDE-IDAORDS for varying number of rounds is compar-
atively improved by 13.29%, 15.64% and 17.46% when compared to the bench-
marked T2FL-PSO, HEEQA and SAWOA approaches. Moreover, the proposed
DE-IDAORDS for varying number of rounds reduces the normalized energy by
12.98%, 14.82% and 16.71% in contrast to the benchmarked T2FL-PSO, HEEQA
and SAWOA approaches.

Further, Figs. 3 and 4 depict the cost function and the time incurred for CH
selection by the proposedDE-IDAORDS and the benchmarkedT2FL-PSO,HEEQA,
and SAWOA approaches for varying number of iterations. The results confirm that
the proposed DE-IDAORDS scheme is capable of minimizing the cost function
as it integrates the merits of DE and DFA toward optimal CH selection process.
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Fig. 2 Normalized Energy for Varying Number of Rounds

Fig. 3 Cost Function for Varying Number of Rounds
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Fig. 4 Time incurred for CH Selection for Varying Number of Rounds

The time incurred for CH selection as attained by the proposed DE-IDAORDS is
comparatively minimized since it adopts the adjustment of migration factor of DFA
into the mutation factor of DE toward better exploration and exploitation. Thus,
the cost function attained by the proposed DE-IDAORDS for varying number of
iterations is comparatively reduced by 17.21%, 19.86% and 21.94%when compared
to the benchmarked T2FL-PSO, HEEQA and SAWOA approaches.

Moreover, the proposed DE-IDAORDS for varying number of iterations mini-
mizes the time incurred for CH selection by 14.29%, 16.84% and 19.23% when
compared to the benchmarked T2FL-PSO, HEEQA and SAWOA approaches. In
addition, Fig. 5 depicts the number of alive nodes in the network as attained by the
proposed DE-IDAORDS and the benchmarked T2FL-PSO, HEEQA and SAWOA
approaches for varying number of rounds. The number of alive nodes sustained in
the network is improved due to the inclusion of DE that adaptively helps the DFA in
exploring the search space during the optimal CH selection process. The proposed
DE-IDAORDS for varying number of rounds maximizes the number of alive nodes
by 12.98%, 14.76% and 16.21% when compared to the benchmarked T2FL-PSO,
HEEQA and SAWOA approaches.
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Fig. 5 Number of Alive Nodes for varying Number of Rounds

5 Conclusion

In this paper, the proposedDE-IDAORDSscheme is a significant scheme for selecting
optimal CHs through the exploration and exploitation benefits of DE and DFA
algorithms. It chooses optimal CH using the optimization factors of cluster radius,
energy model and distance measures. It facilitates optimal tuning of the process of
determining the cluster radius. The simulation results confirm that the cost func-
tion attained by the proposed DE-IDAORDS for varying number of iterations is
comparatively reduced by 17.21%, 19.86% and 21.94% when compared to the
benchmarked T2FL-PSO, HEEQA and SAWOA approaches. Further, the proposed
DE-IDAORDS for varying number of iterations minimizes the time incurred for CH
selection by 14.29%, 16.84%and 19.23%when compared to the benchmarkedT2FL-
PSO, HEEQA and SAWOA approaches. In addition, the results evidently prove that
the proposed DE-IDAORDS for varying number of rounds maximizes the number of
alive nodes by 12.98%, 14.76% and 16.21% in contrast to the benchmarked T2FL-
PSO, HEEQA and SAWOA approaches. As a part of the future plan, it is decided to
formulate a Mayfly-based optimal CH selection to improve the network lifetime in
IoT on par with the proposed DE-IDAORDS scheme.
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Optimization of Operating Parameters
for Improve the Combustion in Single
Cylinder Four Stroke DICI VCR Engine
Using Grey Relation Analysis

Krushnashree Sushree Sangita Sahoo, Dr. Anand Gupta,
and Amritam Mohapatra

Abstract This paper aims topresent a novelmethod for the optimizationof operating
parameters of a four stroke variable compression ratio direct injection compression
ignition engine with multi objective-based orthogonal design with grey relation anal-
ysis. Testing is conducted on the test engine. Combustion testes are carried out on
the test engine using pure commercial diesel fuel under atmospheric conditions. In
the present work, operating parameters such as compression ratio, injection timing
and injection pressure are optimized considering the multi responses combustion
parameters such as peak pressure, rate of pressure rise, net heat release rate and
mean gas temperature. The Grey relation grade (GRG) is determined for optimal set
of operating parameters. For the validation of the result, a confirmation test is carried
out. The experiment result shows that the set of operating parameters improve the
combustion in direct injection compression ignition (DICI) engine.

Keywords DICI VCR engine · Combustion parameters · Operating parameters ·
Grey relation analysis · Taguchi analysis

1 Introduction

There are various application in which diesel engines are used such as transportation,
construction activities, as these engine is having high power to weight ratio, in addi-
tion to that its also having low specific fuel consumption [1, 2]. The price and demand
of fossil fuel is increasing day by day and the controls on these are very difficult. This
brings interest to the researchers working on these areas to find an innovative way to
control the price and demand.As themillions of existing compression ignition engine
presently running, so the major modification on the existing engine is very difficult.
In the present study’s author is identifying the set of operating parameters on which
the combustion on the engine is improved without any modification on the existing
engine. For improving the combustion characteristics biodiesel with improve fuel
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Table 1 Operating parameters and their level for commercial diesel

Factor Description Level 1 Level 2 Level 3

CR Compression ratio 12 14 18

IT Injection timing (degree before TDC) 10 15 20

IP Injection pressure (MPa) 30 35 40

properties used [3]. FEM analysis of critical engine component can also improve
the performance of internal combustion engine [4]. Various optimization techniques
are used to optimize the operating parameter for good combustion and performance
characteristics [5–10].

2 Material and Method

Prior to do the optimization a number of experiments is carried out using commer-
cial diesel in the experimental setup. For Taguchi optimization first a set of operating
parameters and their levels are chosen are given in Table 1. Taguchi design of exper-
iment (DOE) is formed using Minitab 16 software. The experiments [11, 12] are
conducted based on Taguchi L9 design of experiment. As Taguchi method is used to
optimize the single objective function. An algorithm Grey relation analysis is used
to solve multi objective problem.

2.1 Experimental Work

The experimental setup is shown in Fig. 1. The DOE is formed using three operating
parameters and three levels. The experimental [13] are conducted using the setup
based on Taguchi L9 orthogonal array. Taguchi justify the uses of orthogonal design
to reduce the number of experiment. The experimental data based on Taguchi L9

orthogonal design is shown in Table 2.
Based on Table 1 Taguchi orthogonal design is formed usingMinitab 16 software.

The Taguchi orthogonal design and the experimental data are shown in Table 2. The
experiment is conducted on the shown level of operating parameters to reduce the
number of experiments [14, 15].

3 Optimization

In order to optimize the operating parameter the two methods are adopted.
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Fig. 1 Experimental setup

Table 2 Taguchi L9 orthogonal design with experimental data for pure commercial diesel in single
cylinder DICI VCR engine

Test No. Number of levels Experimental result

CR IT IP Peak pressure (MPa) RPR NHR MGT

1 12 10 30 42.03 3.12 38.01 1780.88

2 12 15 35 41.93 3.86 39.56 1888.56

3 12 20 40 42.09 3.56 38.89 1790.66

4 14 10 35 38.26 1.53 39.56 2016.44

5 14 15 40 38.88 1.79 35.70 1794.59

6 14 20 30 38.19 1.51 35.98 1804.86

7 18 10 40 47.35 3.24 34.37 1494.70

8 18 15 30 47.67 3.15 33.95 1464.46

9 18 20 35 47.22 3.19 33.66 1480.67

(i) All combustion parameter is taken as the single objective function individually
and

(ii) Using an algorithm grey relation analysis, all the operating parameters are
taken as objective function as a whole.

For the both of the two method the set of operating parameter is given in which
the combustion parameters is optimized.
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3.1 Method 1: All Combustion Parameter is Taken
as the Single Objective Function Individually

If all the parameters is taken as a single objective function the following results
is obtained. The Minitab 16 software is used to solve this L9 orthogonal design.
The signal to noise ratio (S/N ratio) is determine in order to find out optimal set of
operating parameters. The S/N ratio is defined as the ration of signal power to the
noise power. The higher the S/N ratio is the favourable conditions and accordingly
will give the optimal set of operating parameter. The main effect plots for S/N ratio
is shown in Fig. 2 for all combustion parameters.

All the four combustion parameters are taken as larger is better criteria. The
peak pressure can be obtained by set of operating parameters CR3IT2IP3 (compres-
sion ratio 18, injection timing 15° before TDC and 40 MPa injection pressure),
rate of pressure rise (RPR) is higher by a set of operating parameters CR1IT2IP3
(compression ratio 12, Injection timing 15° before TDC and 40 MPa injection pres-
sure), net heat release (NHR) is higher by a set of operating parameters CR1IT1IP2
(compression ratio 12, injection timing 10° before TDC and 35 MPa injection pres-
sure) and mean gas temperature (MGT) is higher by the set of operating parameters
CR2IT1IP2 (compression ratio 14, injection timing 10° before TDC and 35 MPa
injection pressure).

Fig. 2 S/N ratio plots of peak pressure, RPR, NHR and MGT, respectively
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3.2 Method 2: Using an Algorithm Grey Relation Analysis,
All the Operating Parameters Are Taken as Objective
Function as a Whole

For multi objective optimization using grey relation analysis the first step is to
normalize the experimental data using the Eq. 1. The normalized data is shown
in Table 3

x∗
i (k) = xi (k) − min xi (k)

max xi (k) − min xi (k)
(1)

In the second step deviation coefficient to need to determine which in given by
Eq. 2. The deviation coefficient is shown in Table 4

Table 3 Normalized experimental data

Normalized experimental data

Test No. Peak pressure (MPa) RPR NHR MGT

1 0.405063291 0.685106 0.737288 0.573245

2 0.394514768 1 1 0.768325

3 0.411392405 0.87234 0.886441 0.590963

4 0.007383966 0.008511 1 1

5 0.07278481 0.119149 0.345763 0.598083

6 0 0 0.39322 0.616689

7 0.966244726 0.73617 0.120339 0.054785

8 1 0.697872 0.049153 0

9 0.952531646 0.714894 0 0.029367

Table 4 Deviation coefficient

Deviation coefficient

Test No. Peak pressure (MPa) RPR NHR MGT

1 0.5949 0.314 0.262 0.4267

2 0.605 0 0 0.231

3 0.588 0.127 0.1135 0.409

4 0.992 0.9914 0 0

5 0.9272 0.8808 0.654 0.4019

6 1 1 0.606 0.3833

7 0.0337 0.263 0.879 0.9452

8 0 0.3021 0.950 1

9 0.04 0.2851 1 0.9706
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�0i (k) = ∣
∣x∗

0 (k) − x∗
i (k)

∣
∣ (2)

The subsequent step is to find out the grey relation coefficient which is given by
Eq. 3, the grey relation coefficient is given in Table 5

ξi (k) = �min + ζ�max

�0i (k) + ζ�max
(3)

ζ = 0.5, given all parameter are given equal preference.
After computation of grey relation coefficient the next step is to determine the

grey relation grade which is give by Eq. 4. The corresponding grey relation grade
and order is give in Table 6

γi = 1

n

n
∑

k=1

ξi (k) (4)

Table 5 Grey relation coefficient

Grey relation coefficient

Test No. Peak pressure (MPa) RPR NHR MGT

1 0.456 0.613 0.655 0.539

2 0.4522 1 1 0.6833

3 0.4592 0.7966 0.8149 0.550

4 0.3349 0.3352 1 1

5 0.3503 0.3620 0.43318 0.5543

6 0.333 0.333 0.451 0.566

7 0.9367 0.654 0.3624 0.345

8 1 0.6233 0.344 0.333

9 0.913 0.636 0.333 0.3399

Table 6 Grey relation grade and order

Test No. GRG Order

1 0.5663 6

2 0.7839 1

3 0.655 3

4 0.6675 2

5 0.4249 8

6 0.4211 9

7 0.574 5

8 0.575 4

9 0.555 7
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Table 7 Response table for mean GRG

Operating parameter Grey relation grade Main effect (max–min) Rank

Level 1 Level 2 Level 3

CR 0.6685* 0.5046 0.5687 0.1639 1

IT 0.6029* 0.5947 0.5441 0.0589 3

IP 0.5209 0.6691* 0.5517 0.1482 2

Fig. 3 Mean effect plot of GRG

As theDOE is orthogonal, then it is possible to separate the effect of each operating
parameter on the grey relation grade at different level Table 7. The larger the GRG
shows that better the combustion for a particular operating parameter. Table shows
thatCR1IT1IP2 (compression ratio 12, injection timing 10° beforeTDCand injection
pressure 35MPa) shown the optimal condition onwhich the combustion is improved.
Figure 3 shown the mean effect plot for GRG.

3.3 Verification of Optimal Operating Parameter Through
Confirmation Test

The experiment is conducted on the optimal condition of operating parameter that we
obtained from the multi objective optimization method and initial process parameter.
The value obtained from the experiment is shown in Table 8.

From the above confirmation experiment it may conclude that the optimal condi-
tion gives the improve combustion characteristics compare to initial operating
parameter.
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Table 8 Results of combustion parameter using the initial and optimal process parameters

Initial process parameter Optimal process parameters

Prediction/experiment

Combustion parameter CR2-IT2-IP2 CR1-IT1-IP2

Peak pressure (MPa) 38.44 41.22

RPR 1.71 3.08

NHR (kJ/s) 36.5 39.22

MGT (°C) 1801 1855

4 Conclusion

In this study, a multi objective optimization technique is used to predict the set of
optimal operating parameters which will improve the combustion characteristics of
variable compression ratio of compression ignition engine. It has been found that
compression ratio 12, injection timing 10° before TDCand injection pressure 35MPa
will give the best combustion characteristics. If the user has the single objective
such as peak pressure, RPR, NGT or MGT the optimal operating parameters are
compression ratio 18, injection timing15°beforeTDCand40MPa injectionpressure,
compression ratio 12, injection timing15°beforeTDCand40MPa injectionpressure,
compression ratio 12, injection timing10°beforeTDCand35MPa injectionpressure,
compression ratio 14, injection timing10°beforeTDCand35MPa injectionpressure,
respectively.
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Odia Handwritten Characters
Recognition Through Cost–Benefit
Analysis

Anupama Sahu, Sarojananda Mishra, Aditya Agrawalla,
and Priyam Pradhan

Abstract Optical character recognition (OCR) document may be in handwritten
or machine-printed script that can be used as input for a system to convert into an
digital text format with read/write operation. OCR documents for different language
scripts are an emerging concepts of today research. Particularly, in Indian languages,
it is highly required in the current research era. This is an attempt toward making an
OCR system for the Indian regional language such as Odia script. Local language
such as Odia has great challenges to design the OCR character due to the big number
and form of character within the Odia alphabet, the delicate ways within which they
combine and lots of characters being roundish and similar in looks. In this paper,
we present the classification approaches for Odia character recognition with cost–
benefit analysis. Hence, our research work was focused toward analysis of a machine
learning algorithm to classify the offline Odia handwritten character recognition
through decision table and Naive Bayes in WEKA environment with cost–benefit
analysis.

Keywords OCR · Odia character · Handwritten · Cost–benefit analysis ·Machine
learning

1 Introduction

Optical character recognition, often referred to as OCR, is the translation of type-
written or handwritten text into machine-readable and editable form. Some employ-
ment potentials of OCRs are as follows: preserving old and historical things in docu-
ments format in electronic mode, desktop publication, reading aid for the blind,
ledgering, library cataloging, automatic reading by the machine for sorting the postal
communication, bank check, and other handwritten and printed documents, etc.More
efficient OCR packages are commercially available to perform such job in different
languages such as English, Chinese, and Japanese. Typewritten or printed documents
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can be processed by these systems. The characters can be recognized with different
font style and sizes including intermixed text with graphics. While an outsized the
amount of literature is getting for recognizing the Chinese, Roman, and Japanese
characters, relatively lesswork is reported for recognizing the Indian language scripts
such as Telugu, Odia, and Marathi. Thus, an urgent need to develop an economically
efficient OCR method for Odia language was felt.

Moreover, there are many ancient texts, handwritten manuscripts, and accounts
from the history of mankind that are written in different ancient and many modern
indigenous languages which are easily perishable. Even after us, being in the so-
called modern twenty first century is sometimes not able to preserve this data. It is
not because we don’t have technical infrastructure, we have devices and technology
to preserve the scripts, but the problem is that the technical infrastructure we have
is not smart enough to understand those texts and store them. Thus, the aim of this
project is to find a way to advance our technological capability to understand and
store the ancient texts for future references.

The rest of the paper starts with Background in Sect. 2. Section 3 described
Proposed Model followed by discusses the simulation in Sect. 4. Result discussion
of proposed work is followed by conclusion and future study and lastly references.

2 Background

Authors in [1] has presented the work on OCR on characters of Korean and Chinese
for line-level transcriptions. However, in recognizing Chinese and Korean language,
one major drawback that they encountered is that there are thousands of unique
characters for recognition. They encountered that there are many unique characters
which do not have enough training examples even though the numbers of training text
are large. Hence, to solve this problem, they found that decomposing the characters
into smaller fragments which are common to many characters may reduce the size
of training models and will also allow the training examples to be shared to different
characterswith similar smaller fragments. In [2], it has been illustrated a combination
of two different feature extraction techniques, namely HOG and Gabor filter, also
have they, proposed a feed-forward neural network (Extreme learning machine—
ELM) to calculate the perceiving rate of input characters. Their proposed approach
of sum of vectors (feature) has been brought out a trademark recognition output
of 96.1% where individual feature extraction methods have produced low accuracy
output in comparison. So, deep learning (based on neural network) was introduced
as it imitates human behavior and because of its good accuracy of 78.6% and the
desired time.

Authors in [3] has used the approach towork onOCRonGujarati characters using
a strategy called design template matching technique. Inaccurate segmentation of a
line, word, or character reduces the recognition accuracy. In addition to a variety of
writing styles of different writers, the highly curved shapes of the characters also
make the segmentation of Gujarati script in particular a difficult task to do. To solve
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these problems of errors, radial basis probabilistic neural network (RBPNN) method
was used due to its high noise tolerance. Some researchers found the recognition
accuracy to be 91.16%, and others found the success rate of this approach to be 63%.
Abdalkafor [4] has illustrated the work on OCR on Arabic characters otherwise
known as ACR. The current researches in the fields of Arabic character recognition
have success in few due to the complex nature of said language and scripts, and also,
the characters take three other different forms. They found that the only solution was
to use different databases to override the complex nature in the Arabic character to
improve the low recognition accuracy.

Prameela [5] has proposed character recognition of Telugu characters in three
stages which are preprocessing, feature extraction, and classification. In prepro-
cessing, phase filtering of images is performed using median filters by them. Then,
for evaluating the uniqueness of each character and to obtain the feature vector values,
they have placed the image into a 3 * 3 grid to skeletonize the image of handwritten
characters and have evaluated the corresponding centroid for all the nine zones.
Gonzalez [6] has used MATLAB as a tool for implementing the algorithms, and the
neural network is designed, but still, finding the correct model of neural network trial
and error method is applied. To remove the noise, the image was converted into gray
scale and then into binary image. Lines and then characters are extracted from the
extracted line images. Verma [7] here has proposed a system to identify a diverse font
of characters which will help in improving the OCR system accuracy. They exhibited
a procedure for increasing the recognition accuracy of Devanagari optical character
recognition system by creating an idea for discovery of emphasized words such as
italic, bold, and underlined words.

Anupama [8] here has presented two machine learning algorithms, i.e., Naïve
Bayes and decision table for identification of offline Odia handwritten character
recognition. Anupama [9] here has proposed two novel algorithms, i.e., Naïve Bayes
and decision table to classify the offline Odia handwritten character recognition.
Initially, they have collected 240 samples of distinct offline Odia handwritten char-
acters (without noise) of 20 subjects. After comparison of results on the basis of
these two machine learning techniques, a decision table has been designed, and it
has been found that the maximum accuracy is about 86% then Naïve Bayes. This
paper is the extension work in [8, 9], which express the enhancement of accuracy
through cost–benefit analysis.

3 Proposed Model

The cost–benefit analysis is referred to as the mechanism which is used to compute
the benefits of a taking action against the costs involved with the action. Speaking in
simple language in this paper, the potential class label from a situation is summed,
and then, the total costs associated with taking that action are subtracted.

Data processing and implementation of different machine learning approaches
and visualization tools, all these which help us develop a proper machine learning
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Fig. 1 Architecture to classify

method in order to apply the same to real-world data, are all provided by the open-
source software namedWEKA. Data preprocessing, classification, association rules,
clustering, regression, and visualization are all the important and essential tools that
WEKA accommodates. This is the reason why WEKA was used to channel this
paper toward developing two approaches to classify the offline Odia handwritten
character recognition. The Odia character images can be easily classified using these
two approaches for recognition after preprocessing as in Fig. 1.

Here, preprocessing is the step where the input images are formatted before they
are usedbymodel trainingThismay include resizing, orienting, and color corrections.
960 pictures are collected from 20 subjects (different writers) along with a fixed size
of 60 × 60, in the image acquisition step which is extended work of previous works
[9]. All the pictures are stored in a single folder. The data processing tools use
the pictures using the file (eith extension of .arff), provided by WEKA. Sound has
been labeled and eliminated in the preprocessing process. Then, twoML algorithms,
namely Naive Bayes and decision table, are applied in the classification step.

4 Simulation and Result Discussion

In this section, decision table and Naive Bayes algorithms have been applied in
WEKA environment. In this work, four characters from Swara Barna and four from
Byanjan Barna of Odia language have been introduced only for Naive Bayes and
decision table. Initially, 960 samples have been gathered from distinct Odia hand-
written characters of 20 subjects (different writers). The decision table and Naive
Bayes approaches have been executed to classify the Odia handwritten characters.
The accuracy observed in those works is enhanced from 85% to different enhanced
values for different characters such as Ka, Kha, Cha, and Chha. The enhanced accu-
racy varied between 99.14 and 99.78%, for example, 99.78% for CHHA, 99.57%
for Ee, and so on.

For Decision Table

It is seen from Fig. 2 that the cost has beenminimized to 0, which results the benefit is
39.15 by taking sample size 18.33%. It has been also observed that the classification
accuracy has increased from 85 to 100%. From Fig. 3, it has been observed that the
accuracy is more as the ROC area is closer to one.
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Fig. 2 Threshold and cost–benefit curve on decision table model for A

Fig. 3 ROC curve for
A using decision table

Similarly, for cha in Fig. 4, the cost has been minimized to 0, which results the
benefit is 39.15 by taking sample size 18.33%. It has been also observed that the
classification accuracy has increased from 85 to 100%. Here, from Fig. 5, it has been
observed that the accuracy is more as the ROC area is closer to one.

The cost–benefit curve and ROC curve have also been analyzed for Aa, Chha, E,
EE, Ka, Kha, and others.

By using sample size of 18.33% for each character, the cost will be minimized to
enhance the old 85% accuracy level to 100% as observed in Table-1 for Aa, 99.57%
for Aa, 99.78% for Ee, 100% for ka, 99.89% for Kha, and 99.78% for chha.

For Naive Bayes

It is seen from Fig. 6 that the cost has beenminimized to 4, which results the benefit is
33.23 by taking sample size 18.33%. It has been also observed that the classification
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Fig. 4 Threshold and cost–benefit curve on decision table model for cha

Fig. 5 ROC curve for cha using decision table

Table 1 New classification accuracies for different characters using decision table

Character
(Swara Barna
and Byanjan
Barna)

Cost minimized
to

Benefit Sample size (in
%)

Old accuracy
(in %)

New accuracy
(in %)

Aa 0 39.15 18.33 85 100

E 4 31.32 18.33 85 99.57

Ee 2 35.23 18.33 85 99.78

Ka 0 39.15 18.33 85 100

Kha 1 37.19 18.33 85 99.89

Chha 2 35.23 18.33 85 99.78
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Fig. 6 Threshold and cost–benefit curve on Naive Bayes model for A

accuracy has increased from 85 to 99.57%. From Fig. 7, it has been observed that
the accuracy is more as the ROC area is closer to 1.

It is seen from Fig. 8 that the cost has been minimized to 3, which results the
benefit is 35.19 by taking sample size 18.33%. It has been also observed that the
classification accuracy has increased from 85 to 99.68%. From Fig. 9, it has been
observed that the accuracy is more as the ROC area is closer to 1.

By using sample size of 18.33% for each character, the cost will be minimized to
enhance the old 85% accuracy level to 99.68% as observed in Table-2 for Aa, 99.36%
for Aa, 99.78% for Ee, 99.14% for ka, 99.46% for Kha, and 99.57% for chha.

Fig. 7 ROC curve for A for
Naive Bayes
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Fig. 8 Threshold and cost–benefit curve on Naive Bayes model for cha

Fig. 9 ROC curve for cha using Naive Bayes

Table 2 New classification accuracies for different characters using Naive Bayes

Character
(Swara Barna
and Byanjan
Barna)

Cost minimized
to

Benefit Sample size (in
%)

Old accuracy
(in %)

New accuracy
(in %)

Aa 3 39.02 18.33 85 99.68

E 6 35.05 18.33 85 99.36

Ee 12 27.15 18.33 85 99.78

Ka 8 33.06 18.33 85 99.14

Kha 5 38.94 18.33 85 99.46

chha 4 37.06 18.33 85 99.57
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5 Conclusion and Future Study

In our presentwork,we have demonstrated the effectiveness of different classification
approaches for recognition of offline Odia handwritten characters through WEKA
environment. We have taken 960 samples of distinct Odia handwritten characters
from 20 subjects. The decision table obtained the maximum accuracy of about 86%
in comparison toNaïveBayes. Further, it has been extended through the conformation
test through cost–benefit analysis. The enhanced accuracy after testing between the
two classifiers is enhanced from 85 to 99.14%. Other classification algorithms can
be considered for Odia Matra using large amounts of data in future.
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Image Encryption Using RSA Algorithm

Aradhana Sahoo, Pratyasha Mohanty, and Purna Chandra Sethi

Abstract In the current covid pandemic situation, secure online transmission of data
has the highest precedence over other activities. For providing computational hard-
ness that is for making tough to break the key for finding the unique message, there
are various algorithms are present. For secure data transmission, many researchers
have applied different cryptography algorithms and in order to improve the level of
information security, different hybrid cryptography algorithms have been proposed.
In cryptography algorithm implementation, key management plays a major role. For
this reason, we have applied an image encryption technique in which a random image
is considered as the key. Using the random image as a key, we have encrypted another
image as information using the RSA algorithm. The comparison of the proposed
method is done with the traditional approach and concluded that the cryptography
algorithm implemented using an image as key provides more security in terms of
encryption and decryption time.

Keywords Image encryption · Image as key · Performance enhancement · RSA
algorithm

1 Introduction

Information is represented in various form such as text, image, audio, and video. The
security and authentication are becoming major issue during data transmission over
Internet. Hence, large-size key is used by various researchers during different cryp-
tography algorithms implementation for increasing the level of data security. Though
larger size key increases the level of data confidentiality, but the key management is
becoming a tedious task. As an alternative to large-size key, image as key will lead
to easier key management along with better information security.

Encryption technique is widely used for achieving information security. Encryp-
tion of image is the process that convert real image to a secure format with various
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encryption techniques. Consequently, it will be relatively difficult to access and
corrupt the information without having the decryption key. RSA is one of the
recognized public-key cryptography algorithm that facilitates the encryption and
authentication of information.

In digital communication, encryption and decryption of image have various appli-
cations. The other fields like medical image processing and military message multi-
media structures and telemedicine frequently using image security. The hospital,
financial, administrative, defense-related fields, etc., are using images as the keys for
achieving higher level of data security in comparison to information as key. Stealing
the personal information is an unlawful obligation for any kind of institute. So, we
have to make the encryption method much stronger for the image or data so that the
data are transmitted securely, and it can’t be chopped simply by the attacker. At the
receiver side, the real image can find after decrypting it. At the receiver end, it can
easily access the data or image by using the private key.

The research paper is structured over different sections. Section 2 of this research
paper covers a brief insight in to the research work done by different researchers for
cryptography algorithms implementation. Section 3 of this paper focuses on themoti-
vation, and the proposed problem proposed research work followed by the proposed
method and performance analysis in terms of experimental result is explained in
Sect. 4. Finally, the conclusion and the future scope are specified in Sect. 5.

2 Literature Overview

Information security is themajor concern of current online-based applications.While
transmitting the data over online medium, it must be protected from unauthorized
access. Many researchers proposed many security algorithms and many hybrid
approaches for achieving information security [1–7]. Faster algorithms and high
performance computing techniques lead to somemean for cracking of data even after
security algorithm implementation. So, different researchers are motivated toward
image security. Network traffic analysis involve management of various resources
out of which bandwidth plays a major role. The researcher proposed a dynamic
bandwidth management technique [8] for on-demand service. Since the images
involve more bandwidth in comparison to text information, the proposed work could
be integrated with dynamic resource management technique for faster and secure
service.

These daysmixmedia data have beenmoved speedily and extensively through the
Web into different structures like picture, sound, video, and text. In computerized
communication over the Web, each information is apparent and available to each
client. So, security of data is an essential and significant task. While transmitting
the data from one place to the other over Internet, it must be protected from illegal
access. So, it is most important to transfer the image securely.

There are many methods to save pictures including encryption, watermarking,
digital watermarking, adjustable watermarking, cryptanalysis, and steganography.
This paper is based on image security using RSA cryptographic algorithm. RSA is
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a common or frequently used algorithm which is accepted by many researchers for
many applications.

2.1 RSA Algorithm

RSA algorithm is one of the frequently used asymmetric key cryptography algorithm
that was developed by Ron Rivest, Adi Shamir, and Leonard Adleman in 1977. The
naming was done based of the surnames of the developers. The algorithm can be
used for achieving both security as well as authentication of the information.

Public-key cryptosystems are mostly used to secure the data during communi-
cation. RSA is an asymmetric key cryptography algorithm that uses public and a
private key pair. Hence, the encryption of message are done at the sender end using
the public key and the decryption are done at receiver end using the private key of
receiver respectively.

The reason of using RSA algorithm is the major problem in factorization of large
integers. The security occurs due to the product of two large prime numbers during
the algorithm implementation. The most compound part of RSA cryptography is the
generationof public key andprivate key.UsingRabin–Miller primality test algorithm,
two prime numbers are generated that are p and q. The link between private key and
public key is provided by the two prime numbers. The key size is frequently expressed
in bits.

2.1.1 Steps of RSA Algorithm

RSA algorithm involves three major steps during implementation. They are as
follows:

A. Generation of key
B. Encryption
C. Decryption.

A. Key Generation
First stage of RSA algorithm is the key generation that involves public and
private generation. As the name represents, public key is an open key that can
be seen to everyone, and it is used to participate in encryption of messages.
Transmitting images are going through encryption using public key, and after
that it can perform decryption via using private key. The keys of RSA algorithm
can create using the subsequent steps,

1. First, we have to select the two different prime numbers that is p and q.
2. For safety, prime integers p and q should be selected with same bit-length.

Prime integers are proficiently found by the primality testing.
3. Then, we have to calculate the value of n that is n = pq.
4. n is the modulus that is used for equally the public and private keys. Its

length is known as key length that is usually stated in bits.
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5. We have to compute Euler’s totient of n. ϕ(n) = ϕ(p)ϕ(q) = (p − 1)(q −
1) = n − (p + q − 1); here, ϕ is Euler’s totient function. This rate is kept
private.

6. Then, we have to choose an integer e that 1 < e < ϕ(n) and gcd(e, ϕ(n))
= 1; i.e., e and ϕ(n) are coprime. e is out as key which kept public. e has
a brief bit-length and slight Hamming weight outcomes in more effective
encryption.However,muchminor evalues have beenpublicized to become
less locked in some settings.

7. Determine d as d ≡ e − 1 (mod ϕ(n)), i.e., d which is the modular multi-
plicative inverse of e (modulo ϕ(n)). This is performed as, solve d given
by d · e ≡ 1(mod ϕ(n)). That is calculated using extended Euclidean algo-
rithm. It uses the pseudo-code in the modular integers section; inputs a
and n correspond to e and ϕ(n), respectively.

8. Evaluate the value of d which is kept as the private key.

Public key involves the modulus of n and e. The private key has the modulus of
n and d, and it kept secret. p, q, and ϕ(n) values are kept secret because these
values can be used for calculating d.

B. Encryption

c ≡ me(mod n)
[
c = cipher text,m = plain text, e = public key, d = private key

]

C. Decryption

m ≡ cn(mod n)
[
c = cipher text,m = plain text, e = public key, d = private key

]

This method is traditional one which is used for encryption and decryption using
text or number as a key. Here, we proposed an algorithm same as the previous with a
simple modification that we use the image as a key instead of text or number as key.
The following is our proposed algorithm:

2.1.2 RSA Algorithm Illustration

Key Generation

1. Let 2 prime numbers p = 3, q = 11
2. Calculating n

n = p ∗ q = 3 ∗ 11 = 33

⇒ n = 33

3.
ϕ(n) = (p − 1) ∗ (q − 1)
ϕ(n) = (3 − 1) ∗ (11 − 1)
ϕ(n) = 2 ∗ 10 = 20
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4. Assume e such that gcd(e, ϕ(n)) = 1 and 1 < e < phi(n)
Let, e = 7

5. Calculating d

de mod ϕ(n) = 1

⇒7 ∗ d mod 20 = 1

⇒d = 3

Since e = 7, d = 3
6. Public key = {e, n} = {7, 33}
7. Private key = {d, n} = {3, 33}

Encryption Plaintext M < n and let,M = 31

C = 317 mod 33

C = 4

Decryption M = 43 mod 33
M = 31.

2.2 Proposed Algorithm

In our proposed algorithm, we have considered image as information instead of text
or number and another image as the key for the RSA algorithm implementation.

The steps of the proposed algorithm are as follows:

1. Consider the image and find out the array format.
2. Finding the length of an array.
3. Consider the key image and find out the corresponding array format.
4. From the key image, any random prime number will be considered as key (For

simplicity, we have considered the first prime number as key among the key
image array).

5. Then, the same key generation, encryption, decryption process can be done as
the traditional one.

2.2.1 Key Generation

1. Choose two numbers p and q that are prime and distinct in nature.
2. For high security purposes, the prime numbers p and q should be randomly

taken and must of same bit-length.
3. Compute n = pq, where n is used for modulus of both the public and private

keys. Its size is expressed in bits which is known as key length.
4. Compute ϕ(n) = ϕ(p)ϕ(q) = (p − 1)(q − 1) = n − (p + q − 1), where ϕ is

Euler’s totient function.
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5. Choose an integer e such that 1 < e < ϕ(n) and gcd(e, ϕ(n)) = 1, i.e., e and ϕ(n)
are coprime.

6. Determine d as d ≡ e−1 (mod ϕ(n));
i.e., d is the multiplicative inverse of e (modulo ϕ(n)).
Solve d given d · e ≡ 1 (mod ϕ(n)).

2.2.2 Encryption

c ≡ me(mod n)
[
c = cipher text,m = plain text, e = public key, d = private key

]

2.2.3 Decryption

m ≡ cn(mod n)
[
c = cipher text,m = plain text, e = public key, d = private key

]

3 Motivation and Problem Statement

To provide security to an image-base data or image, another image can be used
as key instead of general key for protecting the data from illegal access. Here,
we take another image as key so that during encryption process whatever result
produce cannot be easily accessed by the attacker.Management of information during
transmission is also easier in comparison to the normal test as a key.

Image encryption is a useful technique of image content protection. It is the
procedure of encoding underground image with the help of RSA algorithm in such
a way that illegal users can’t contact it. RSA is known as asymmetric cryptographic
algorithm. It uses two distinct keys for this process. From the two distinct key, one of
which is using for encryption, and the other one is used for decryption of the image.
So, we try to implement RSA algorithm for our image encryption using another
image as a key prior to this the algorithm was used for image or file encryption using
digit or string as a key. While using text as a key, there may be chances to loss some
bit between transmissions of data, but when we consider the image as a key, it will
more secure than the previous.

Image encryption method prepares information unreadable. Therefore, no hacker
and other unauthorized users have access to original information through public
network.

3.1 Image Security

In today’s Internet, digital images are widely communicated. It is an essential and
challenging task to provide security to digital images on shared communication



Image Encryption Using RSA Algorithm 647

Encryption Flow Decryption Flow

Cipher text file Input Image Input

Load Image Load file

RSA Algorithm (Decryption)Array Conversion

RSA Algorithm (Encryption) Array to Image Conversion

Generate Cipher text file Write to File

StopStop

Fig. 1 Flow of encryption and decryption

channel. The transmission of image over the Internet is not secure, so to provide
security and authentication to the images or data, we need various techniques for
image security. We use encryption–decryption technique here for image security. To
provide protection to the image, we use image encryption along with an image. Here,
we have used RSA algorithm for our image encryption process.

We have considered an image as an information and another image as key. Both
images are converted into an integer array for identification of information and key
for the implementation of the algorithm. The encryption and decryption process is
applied on the individual elements of array and the encrypted image as well as the
original images are generated. For the performance of the algorithm, we have applied
the proposed method four times on four distinct images, and the average time for
encryption and decryption process is calculated.

4 Proposed Method and Performance Analysis

RSA algorithm uses discrete logarithm approach for implementation. Discrete we
have used RSA algorithm in our research work for achieving image security. Since,
RSA algorithm involves discrete logarithm approach and it is very difficult was used
inmany real life applications for information security, so we have used this algorithm
was used for the security of information. The proposed image encryption technique
is implemented by considering a random image as a key. The flow representation of
the whole encryption and decryption process is depicted in Fig. 1.
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4.1 Encryption

In encryption, the plain text content represented in the form of image is converted
cypher text using another image as a secrete key. The picture can likewise be changed
over to scrambled structure utilizing the random image as key and the resultant image
after encryption is represented in Fig. 2. The scrambled picture is then sent over an
insecure channel to the receiver. At the receiver end, the scrambled picture is decoded
using the private key of the receiver. The proposed image encryption technique is used
for providing better security of information. Subsequent, to encoding information,
objective-scrambled information was decoded with assistance of association called
as unscrambling. The resultant encrypted image are generated by applying the RSA
algorithm between information image and the key image i.e. the binary equivalent
of information image undergoes encryption with each pixel corresponding binary
equivalent of key image in order to produce the encrypted image. The resultant
encrypted image is depicted in Fig. 3.

Fig. 2 Original image

Fig. 3 Encrypted image
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4.2 Decryption

The resultant encrypted imageundergoes decryption usingRSAalgorithm.The resul-
tant image after decryption is depicted in Fig. 4 which is same as that of the original
image. In our researchwork,we have considered four different images out of three are
gray scale image and one color image for encryption and decryption using RSA algo-
rithm. The resultant encryption and decryption for each images using the traditional
and the proposed approach are depicted in Fig. 5 and Fig. 6 respectively.

Fig. 4 Decrypted image

Fig. 5 Resultant table for traditional approach (while using text/number as a key)
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Fig. 6 Resultant table for proposed algorithm (while using image as a key)

Table 1 Experimental result using the proposed method

Encryption time of
traditional
approach (s)

Decryption time
of traditional
approach (s)

Encryption time of
proposed algorithm
(s)

Decryption time
of proposed
algorithm (s)

Image1 6.56 5.66 10 7.34

Image2 2.81 2.38 4.38 3.36

Image3 2.95 2.57 4.12 3.16

Image4 14.6 12.3 21.4 16.2

Average time 6.73 5.727 9.975 7.515

The time required for different operations based on our proposed approach is
represented in Table 1.

It shows the calculated time values for both the algorithms. If we compare the
average time of this traditional approach and proposed algorithm, then we will see
that the average time of encryption and decryption is high, while using image as a
key. So, it is more secure than the traditional approach. That it will take more time
to encode and decode the information by an attackers, so it is more secure (Fig. 7).

The calculated time for different activities during the algorithm implementation
could be represented as:



Image Encryption Using RSA Algorithm 651

0

5

10

15

20

25

Image1 Image2 Image3 Image4

Comparison Bar Chart between the Proposed method and the 
Traditional Approach

Encryption time of
traditional approach
Decryption time of
traditional approach
Encryption time of
proposed algorithm
Decryption time of
proposed algorithm

Fig. 7 Comparison bar chart

Encryption time of
traditional approach
(in ms)

Decryption time of
traditional approach
(in ms)

Encryption time of
proposed algorithm
(in ms)

Decryption time of
proposed algorithm
(in ms)

Image1 6.56 5.66 10 7.34

Image2 2.81 2.38 4.38 3.36

Image3 2.95 2.57 4.12 3.16

Image4 14.6 12.3 21.4 16.2

It represents the graphical data and comparison between two algorithms. In this
bar chat, blue color bar shows the encryption time of traditional approach; red color
bar shows the decryption time of traditional approach; green color bar shows encryp-
tion time of proposed algorithm, and navy blue color bar shows decryption time of
our proposed algorithm. It shows that for every image, the time of encryption and
decryption of proposed algorithm is higher than the traditional approach, so it will
be more secured.

5 Conclusion

In the computerized world, the security of pictures has gotten more significant as the
correspondence has expanded quickly. Every one of the methods is in an ongoing
picture encryption that could just track down to a lowest degree of safety. Here,
the picture that calculate encryption proposed productive and exceptionally secur-
able with significant degree of safety and less calculation. The consequences of the
recreation show that the RSA calculation enjoys benefits dependent on their methods
which are applied on pictures. Henceforth, it is assumed that for picture encryption,
the strategies are useful and give security in the open organization. In this digital
world, as the communication increased rapidly, the security of image has become
more important. It helps to share files with high security. Lost or stolen device can
be protected using encryption.
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• All the techniques we used are in real-time image encryption that could find a low
level of security.

• Here, encryption using image as a key proposed highly secure with less
computation.

• Result of this research show that the algorithm gives advantages based on several
techniques which are applied on data images.

• There is no loss of data in the process as the decrypted image is the accurate of
the original one.

• The performance analysis of the proposed algorithm is increased by 40% as
compared to text as a key.

• Without knowing the private key, no one can determine the original image.
• Hence, it was concluded that various methods used here are good for encryption

of image using image as a key, and it gives higher security in open network.
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Identification of Schizophrenic
Individuals Using Activity Records
Through Visualization of Recurrent
Networks

Rohit Kumar Bondugula, Kaushik Bhargav Sivangi, and Siba K. Udgata

Abstract Schizophrenia is a chronic brain disorder that affects thementalwell-being
of a person. The symptoms of active schizophrenia include hallucinations, psychosis,
sedentary lifestyle, and disorganized speech, which are considered significant indi-
cators, and if left undiagnosed, it results in severe damage to behavioral abilities.
With the introduction of sensor-based data from smart wearable devices, we can
track motor activities and use the data to identify such health states and help identify
schizophrenia for potential diagnosis. The main objective of this work is to differen-
tiate subjects suffering from schizophrenia based on the measured activity through
sensors over a period of time. For our experiments, we employed a publicly avail-
able dataset containing actigraphy data of patients who have schizophrenia, as well
as healthy individuals. We propose a bidirectional recurrent network to extract the
relevant features from the activity signals to achieve this goal and achieved an accu-
racy of 86.60%. To identify the potential features that affect determining whether an
individual is suffering from the disease, we applied an attention mechanism to iden-
tify the active parts of the activity signal and interpret the result. Experimental results
indicate that the bidirectional recurrent network model can extract relevant features
and identify the most relevant parts of the input signal responsible for schizophrenia.

Keywords Schizophrenia · Healthcare · Recurrent neural networks · Artificial
intelligence · Attention mechanism

1 Introduction

Schizophrenia is a seriousmental illness that has a detrimental impact on the patient’s
quality of life. Schizophrenia is one of the top ten causes of disability worldwide [1].
The illness is chronic and recurrent, with a wide range of disease load and degree of
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impairment among patients. A variety of symptoms may occur, including “positive”
symptoms such as delusions, or psycho-motoric agitation and hallucinations, “nega-
tive” symptoms such as expression and diminished motivation or impaired affective
experience and cognitive symptoms such as difficulties focusing, lack of problem
solving and paying attention [2]. Antipsychotic medicine is the primary therapy for
schizophrenia, for both the acute psychotic episodes and also for relapse prevention
[1]. The therapeutic effectiveness of antipsychotics, as well as their negative effects,
vary greatly among people. The use of subjective methods such as self-reports, clin-
ical evaluations, and observations is crucial in the diagnosis of schizophrenia [3].

Sensor data gathered from motor activity recordings, on the other hand, may be
an efficient tool that could either substitute or leverage existing subjective diagnos-
tic methods [4]. Wrist-worn piezoelectric accelerometers, which measure motions
in three dimensions, are widely used to track motor activity. When using various
machine learning approaches with similar data, previous research has been able to
successfully identify between depressed patients and controls [5].

Actigraphy is a noninvasive process of measuring human resting and activity
cycles that is often monitored with a wrist-worn sensor to measure gravity acceler-
ation units [6]. Data from actigraphs have been used in research of sleep [7], psy-
chiatric diagnoses such as ADHD [8] and bipolar disorder [9] and to a lesser extent,
schizophrenia research. A recent study summarized motor activity investigations of
schizophrenia, all of which used standard statistical methods [10].

Schizophrenia has been found as a separate subtype in motor activity in a review
contrasting the motor activity of schizophrenic subjects to mood disorder subjects
and healthy controls using nonlinear mathematical models. Complex and irregular
activity patterns [11] as well as a different profile in terms of the distribution of active
and quiet phases [12], characterize this species. In addition, schizophrenia patients
were linked to lower mean motor activity, irregular activity patterns, and poor sleep
quality in a recent comprehensive study [10].

Sleep disruption is a prevalent symptom of a variety of mental diseases, and
it is linked to a disruption in circadian rhythmicity [13]. The circadian rhythm is
a biological pulse that is controlled by a brain-based internal clock. Humans are
synchronized to the diurnal cycle of day and night by the clock, which controls a
complex system of recurrent interlocking biological rhythms such as shorter rest–
activity patterns, the sleep–wake cycle, hormone regulation, and a variety of other
internal activities [14].

Even though the brain clock is the primary controller of this inner system, extrinsic
influences such as social relation and habits, traumatic existential experiences, and
then the vulnerability to artificial light all have an impact on and have the ability
to disrupt this complicated vital system [15]. Sleep disruption is a typical sign of
a disrupted and unsynchronized circadian clock in schizophrenia [16]. Both daily
oscillations of the circadian clock and patterns of social rhythms are identified in
motor activity.

Boeker et al. [17] proposed Hidden Markov model for the classification of
schizophrenia and non-schizophrenic behavior over a set period of time. HMM
application identifies active and non-active subjects trains the model. The obtained
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result shows better performance compared with the existing methods to derive the
features in respect to the goodness-of-fit and better performance in classification.
Reinertsen et al. [18] worked on schizophrenia continuous assessment using heart
rate and accelerometer data where they monitor schizophrenia changes over associ-
ated with changes in heart rate and physical activity measures. They used support
vector machine model to classify the schizophrenia based on data obtained from
human heart rate and physical activities over a period of 2–8 days. Experiment
results show continuous tracking subjects of schizophrenia and estimate the illness
severity. Jakobsen et al. [19] analyzed Schizophrenia data, which is collected from
sensors. In their experiments they observed 22 schizophrenia patients and 32 healthy
persons and give assess to the the patients.

Afonso et al. [20] examines differences between schizophrenia patient and healthy
person controls in terms of quality of sleep patterns, quality of life (QoL). Pitts-
burgh Sleep Quality Index (PSQI) is used to measure the quality of sleep. World
Health Organization Quality of Life—Abbreviated version (WHOQOL-Bref) evalu-
atesQoL.They perform the examination on different patients, from their observations
they concluded that Schizophrenia patients have low sleep quality, more disturbed
sleep–wake patterns. Bondugula et al. [21] worked on a consensus model for the
early classification. The goal of the work was to improve accuracy of prediction by
implementing a weighted consensus model.

Reinertsen et al. [22] discussed how heart rate changes show impact on behavior,
physiology and mood. They analyzed interactions between heart rate and locomotor
activity and classifies the schizophrenia patients and non-psychiatric patients from
controls. Osipov et al. [23] identifies metal disorders based on patients physical
activities. This can be identified by on self-reports or observations. They discover
feature selection based on physiological and physical activity data. To get these
feature selection they used dynamics of Multiscale Entropy change over scales of
HR signal, the mean HR, the standard deviation and mode of locomotor activity.

Electroencephalography (EEG), which measures electrical activity in the brain,
is another approach for detecting and classifying schizophrenia [24]. In such data,
machine learning shows promise for distinguishing between schizophrenia patients
and healthy subjects. Nonetheless, data collection with electrodes put on the head
appears to be a significantly more time-consuming and difficult operation than a
simple wrist-worn actigraph capturing motor activity [25].

The main purpose of our research is to investigate the feasibility of using the
activity data to classify and diagnose patients with schizophrenia. As a result, a
dataset including activity recordings from people with schizophrenia disease and the
control group is utilized to train a deep learning technique to determine whether or
not a subject has schizophrenia.
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1.1 Contributions to the Current Work

1. We extracted activity signals based on fixed time intervals. Concretely, we sam-
pled 3h interval signals during general active periods and used them to classify
schizophrenic subjects.

2. We interpreted the learned features from the model through visualization of
attention weights. This helps novices to understand the key areas of activity
signal which are crucial in classification.

3. Existing works were done by inclusion of EEG as they result in more robust
performance but it’s expensive. We have experimented on activity data alone
which is portable and can be worn without discomfort and the proposed model
has reported commendable results on such data.

2 Dataset Description

2.1 Dataset

The dataset [19] included with this paper was recorded with a wrist-worn actigraph
device (Actiwatch, Cambridge Neurotechnology Ltd, England, model AW4) with a
piezoelectric accelerometer designed to record the integration of intensity, quantity,
and duration of movement in the x, y, and z axes was used to capture motor activity.
Movements greater than 0.05g were recorded at a sampling frequency 32Hz.

The dataset comprises actigraph data taken from 22 psychotic subjects treated at
HaukelandUniversityHospital’s long-termopenpsychiatric unit.All have schizophre-
nia and have tried antipsychotic drugs. There were 19 males and 3 females in the
group. To diagnose the patients, the medical specialists performed a semi-structured
interviewbased onDSM-IV criteria [26]. Seventeen of the patientswere diagnosed as
paranoid schizophrenic. The other five individuals did not have a specific subtype of
schizophrenia, but they were non-paranoid. The current diagnostic handbook, DSM-
5, does not distinguish schizophrenia subgroups [27]. The patients’ current psychotic
symptomatic state was assessed using the Brief Psychiatric Rating Scale (BPRS), a
widely used rating scale for assessing the general psychopathology of schizophrenia
patients. The BPRS is made up of eighteen components that are evaluated from one
to seven, with higher cumulative scores indicating amore severe condition. For 1min
epochs, the output is an integer value proportional to the movement intensity.

Figure1 represents the violin plots representing the distribution of activity values
for both healthy and unhealthy classes. It is evident that the healthy subjects (class
0) show a higher mean value compared to schizophrenic subjects (class 1) which
indicates lower motor activity of the patients suffering from schizophrenia.
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Fig. 1 Violin plots depicting
the range of activity values
pertaining to healthy and
unhealthy individuals

3 Proposed Methods

In this section we describe the proposed deep learning methodologies for identifying
individuals with schizophrenia.

3.1 Bidirectional LSTM

Long short-term memory networks (LSTMs) [28] are a special type of recurrent
unit that are capable of learning long-term dependencies. These networks inherently
capture the relevant features from the input sequences.

A simple LSTM unit consists of an input gate (it ), forget gate ( ft ), and output gate
(ot ) which regulate the amount of information (gradient) flow through cell state (ct )
at timestep t . The output of each LSTM cell is denoted by ht , which is considered
as the hidden state. The equations of the gates and cell state the output activation of
each gate are shown below in Eq. 1. The cell state ct behaves as a memory unit to
LSTM, at each time step the previous cell state ct−1 is weighted with forget gate ft
to decide the amount of information to propagate forward and is combined with the
input gate it and c̃t to form a new cell state.

Forget gate: af = Wf · [ht−1, xt ] + bf ft = sigmoid(af)

Input gate: ai = Wi · [ht−1, xt ] + bi it = sigmoid(ai)

ac = Wc · [ht−1, xt ] + bc ĉt = tanh(ac)

Output gate: ao = Wo · [ht−1, xt ] + bo ot = sigmoid(ao)

Cell state: ct = ( ft ∗ ct−1) + (it ∗ ĉt )

Hidden state: ht = ot ∗ tanh(ct ) (1)
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The associated weights and biases for each gate are denoted as Wf, Wi, Wc, Wo

and bf, bi, bc, bo. These notations represent the weights and bias of forget, input,
candidate cell state, output, and associated softmax layers respectively.

A Bidirectional LSTM network [29] is composed of two hidden layer consisting
of LSTM units. One layer of the bidirectional network considers the input from one
direction whereas the other layer considers the input in the opposite direction. The
outputs of all the hidden states from both the forward and backward LSTM layers are
concatenated together; i.e., let

−→
ht be the hidden states calculated from the forward

direction and
←−
ht be the hidden states captured from the backward direction; then,

the concatenated hidden vector is given by the following Eq. 2.

ht = concat[−→ht ,←−ht ]. (2)

Using bidirectional, the input is run in two directions which helps in preserving
the information both from the beginning and ahead of the input signal. This helps in
understanding the context better and extracts relevant features. The features extracted
from the bidirectional LSTMare then passed on to an attentionmechanism for further
classification.

3.2 Attention Mechanism

In general LSTM models we pick the output of the final hidden state. This has a
drawback of vanishing gradient because as length of input sequence increases the
final hidden state need not necessarily contain information belonging to the beginning
of the sequence. So, instead of focusing on the entire input sequencewe focus on only
those hidden units (encoded representation of input sequence from the Bidirectional
LSTM layers) which are more sensitive toward predicting the output. If we pass the
hidden state outputs to a regular dense layer the weights are static in nature, i.e.,
important tokens within input sequence may receive less scaling from the weights
which are adjusted from previous input samples. To avoid this, we associate weights
to the inputs showing the relevance of each input [30].

Instead of directly passing the outputs of the bidirectional layer to a fully con-
nected layer we take a detour and pass the outputs of to a dense layer comprising of a
single hidden unit which in turn is passed toward a softmax layer. The softmax layers
calculate the probabilities of each encoded representation of the input. These prob-
abilities are called Attention Weights. These weights are assigned to the encoded
representation of the inputs; i.e., each token of the input signal is scaled by its rel-
evance toward predicting the output. We then calculate the Context V ector which
is the stated weighted average of the input representation. Therefore, the output of
attention layer is the context vector which is calculated as below Eq. 3.
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Fig. 2 Proposed architecture

Context Vector =
d∑

t ′=1

α(t ′) · h(t ′) (3)

where α is the attention weight vector which scales the hidden unit output h at time
step t ′ and d represents the number of input features from the bidirectional layer. The
complete proposed architecture for identifying patients suffering from schizophrenia
is represented in Fig. 2.

The total number of LSTM units is set as 1024. Since we have employed bidirec-
tional model, the total units become 2048 out of which, 1024 units correspond to the
forward layer and the other correspond to the backward layer. The outputs of both
the LSTM layers are concatenated together and result in hidden state hi as shown in
Fig. 2 where i corresponds to the intermediate hidden unit and ht corresponds to the
final input token. The resulting hidden units are then passed on the attention mecha-
nism. The initial layer of the attentionmechanism consists of a dense layer consisting
of single unit with an activation of tanh. The output of this layer is then passed to
a so f tmax activation layer. The softmax layer calculates the probabilities of each
token of the input signal identifying the part of signal which plays more importance
in deciding the outcome. These probabilities are referred to as attention weights
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denotedbyvectorα. The resultinghidden states from thebidirectional layer are scaled
against the attention weights weighing down the unimportant parts of the input sig-
nal and gives greater weightage to the tokens that play major role in determining the
output and are represented as context vector . The output of the context vector is
then passed on to a dense layer consisting of 1024 hidden units and then passed on
to the output layer for classification. Further we interpreted the results by visualiz-
ing the attention weights and visually represent the signals and their corresponding
important sub-parts of the sequence in the next section.

4 Experimental Results and Analysis

4.1 Results of the Proposed Bidirectional Architecture

The dataset [19] consists of actigraph data which essentially contains the intensity
of acceleration due to activity at defined time periods. We split the data based on
3h window intervals. These windows are extracted from general active time of an
individual which is 9:00 a.m. to 21:00 p.m. This resulted in 4 samples per day for
each subject.We developed a bidirectional LSTMnetworkwith attentionmechanism
which consists of LSTM layers which extract relevant features from the input signals
and the attention mechanism scales up the important features which result in better
classification of subjects suffering from schizophrenia to that of healthy subjects. The
classification performance of the proposed method on schizophrenia dataset along
with existing results is represented in Table1.

Since, the data is imbalanced between diagnosed and healthy subjects, it is impor-
tant to use different metrics. For our experiments, we have employed the standard
accuracy, precision, recall, and F1-score as metrics. Additionally, we also report area
under the curve for Receiver operating characteristic (ROC) curve, precision–recall
(PR) curve and also Matthews Correlation Coefficient (MCC) which calculates the
balanced measure in case of imbalanced datasets. The proposed model has shown a

Table 1 Classification performance results with comparison

Metrics (%) Proposed method LR [19] RF [19]

Accuracy 86.60 – –

Precision 87.12 89.0 83.6

Recall 87.03 – 83.7

F1-Score 87.07 – 83.6

AUC-ROC 96.0 81.0 –

AUC-PR 89.0 – –

MCC 72.59 – 66.2
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Fig. 3 The ROC and PR curve corresponding to the test data

test accuracy of about 86.60% over 3h windowed signals. The training and test data
are split in the ratio of 80:20 respectively. The overall precision and recall on the test
set is 87.12% and 87.03% respectively and resulted in an F1-score of 87.07%. The
area under the curve for ROC (AUC-ROC) and precision–recall curve is reported as
0.906 and 0.890 respectively which is represented in Fig. 3. Overall, the proposed
method has resulted in decent scores over all the metrics although, the main goal is
visualizing the features learned through the representation of the input signal and the
important subsets of the signalwhich play themajor role in identifying the underlying
condition.

4.2 Visualization of Attention Weights for Learned
Representation

For visualizing the relevant features learnt by the bidirectional layer of the input
signal, we employ the attention weights. Weights are assigned to each actigraphy
value within the input sequence stating the relevance of the value at that position.
A higher weight to the intensity value indicates its importance in the identification
of schizophrenic individuals. In Fig. 4 the left image represents the visualization of
features extracted from 3h activity cycle of randomly selected patients suffering with
schizophrenia.

In Fig. 4, the forward directional LSTM has identified lower activity regions in
the initial hour of the 3h interval. The backward layer has identified a significant
lower activity span between the second and third hour compared to other regions
surrounding it. By emphasizing these relevant features from both the directions of
the signal, the attention mechanism has assigned higher probabilities to the relevant
ranges and lower probabilities to other regions. The attention weights are plotted as a
heat map showing red color for higher probabilities and blue for lower probabilities.
The relevant features are marked manually. In the left image which is of a patient
having schizophrenia, there has been almost no activity between hours 1 and 3. The
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Fig. 4 Visualization of significant features extracted in determining the individuals suffering from
schizophrenia and the healthy individuals

model has done a decent job in identifying the flat regions as highlighted and has
predicted positive for schizophrenia.

In Fig. 4 the right image represents the visualization of features extracted from
3h activity cycle of randomly selected healthy individuals. In the top image, higher
activity values are highlighted manually in boxes. These regions are assigned higher
probabilities as shown in the image. The model has identified the initial high activity
regions prettywell and also identified in the intermediate ranges. Similarly in the right
image of Fig. 4, the network has identified high activity regions and has classified
healthy individuals accordingly based on the activity cycles. Therefore, though the
performance metrics can only represent the decisive power of a model, it is important
to understand why the model takes certain decisions even if the underlying model
drifts over time with new training samples.

5 Conclusions and Future Scope

In thiswork,we propose a bidirectional LSTM layerwith attentionmechanism for the
task of identifying individuals suffering from schizophrenia through visualization of
distinguishing features separating the healthy and unhealthy. We have experimented
on a publicly available dataset consisting of activity values measured over periods of
time from healthy individuals as well as patients. We categorized the data based on
3h window intervals sampled during general active times. Individuals suffering from
schizophrenia have low motor activity thus resulting in lower activity values in the
measured intervals whereas healthy individuals perform certain amount of activity
compared to unhealthy individuals. The proposed model on such features has shown
an overall accuracy of about 86.60%. We interpreted the learnt features of the model
through visualization of attention weights which highlight the key regions within
the input signal that have more weight in distinguishing lower and higher activity
intervals and classify accordingly. Further, we seek to develop models based on the
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combination of EEG and activity data that enable in the assistance and support for
diagnosing mental health issues.
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Relevance of Frequent Pattern
(FP)-Growth-Based Association Rules
on Liver Diseases

Punyaban Patel, Borra Sivaiah, and Riyam Patel

Abstract Finding the most frequent itemsets and association rules is becoming a
key focus of medical research as the demand for medical data processing grows.
The association rule-based analysis assists researchers and analysts in determining
the relationships and dependencies among distinct parameters in a liver dataset. This
information can assist the patient in determining the source of their illness. There have
been extensive researches conducted in order to find optimal association rule mining
algorithm. As a result, this paper investigated and critically analyses an Apriori
and FP-growth association rule discovery strategies and shows good accuracy. The
objective of this work is to discover the strong association rules from liver disease
dataset which increases the patient protective measures in order to preserve valuable
people’s lives.

Keywords Association rule mining · FP-growth · Liver diseases · Support ·
Confidence

1 Introduction

The progression of various complicated human diseases has been linked to irregu-
larities in human metabolism. The leading cause of severe diseases are growing, and
responsible for a large number of fatalities each year, showing to be a widespread
problem for researchers, healthcare systems, individuals, and doctors together.
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Jaundice, hepatitis, hepatitis A, hepatitis B, hepatitis C, bile duct disorders,
cirrhosis, tumour growth on liver and fatty liver disease are all examples of liver
diseases. Over three million people die each year from liver disorders such as non-
alcoholic steatohepatitis (NASH), non-alcoholic fatty liver disease (NAFLD), hepa-
tocellular carcinoma (HCC), and liver cirrhosis, with 1.4 billion individuals presently
overweight and life risk [1]. Currently no general treatment of NASH and NAFLD.
Instead, individuals can lower their individual risk factors by making lifestyle modi-
fications like exercising and dieting, or by using pharmacological remedies like
antioxidants (like vitamin E), insulin sensitizers (like metformin), and cholesterol-
lowering drugs (like statins) [2]. Despite their success, the fundamental mechanisms
of action of most of these therapeutics, as well as the possible consequences of their
use, remain poorly understood, particularly at the molecular and cellular levels.

Patients at risk of liver disease have traditionally been able to reduce their own
risk by making long-term day-to-day routine changes such as walking, exercising as
well as losing weight. A detailed study of weight gain and loss in insulin-resistant
and sensitive people found that weight gain had health consequences that were either
quickly increase or loss of weight [3].

Commonmetabolic illnesses are frequently complicated in nature,with significant
multigene components and a plethora of underlying processes all leading to the
same gross phenotype. Obesity, for example, has negative health consequences and
is linked to some types of cancer [4], as well as being closely linked to NAFLD.

Systems medicine has shown to be consistent with previously published find-
ings and may be utilised to perform in silico-simulations, generate hypotheses, and
produce rational drugs. Workflow for computational biology that is iterative. Litera-
ture, experimentation, and publicly accessible databases are all used to collect data.
The creation and refinement of computational models describing biological knowl-
edge. The application of computer science approaches has been successfully used
to examine relations in complicated disease on cellular levels, as detailed elsewhere
[5].

In the field of computer science, the analysis of patient liver data is becoming
extremely relevant. In a significant number of liver data sets, the liver data analysis is
linked to the discovery of previously discovered hidden patterns (frequent itemset),
associative structures.

Data mining is a discipline of computer science that identifies patterns in massive
amounts of data and uses them to create forecasting model. The medical industry
generates a significant volume of data that must be analysed. In the medical field,
data mining improves the accuracy of healthcare trend prediction. Data mining tech-
niques such as classification and prediction, clustering, association rule mining, and
other ways may enhance medical data. WEKA includes several machine learning
techniques for data mining tasks that leverage inbuilt algorithms to apply to lever
illness data sets.

This paper is organised as where Sect. 1: Introduction, Sect. 2: Literature Review,
Sect. 3: Association RuleMining, Sect. 4: Matrices Used for PerformanceMeasures,
Sect. 5: Methodology, Sect. 6: Result and Analysis and Sect. 7 concluded the paper.
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2 Literature Review

Many literatures are available in the library book, journals and web. The Apriori
algorithm is widely used in medical research. These studies cover that how the
association rule mining have been applied in Alzheimer’s disease [6], cardiovas-
cular disease [7, 8], liver cancer [9], lung cancer [10], oral cancer [11], type 2
diabetes [12, 13], infectious diseases (Ebola virus) [14]. In [15], there are some other
diseases are enumerated for the study of which were used the Apriori algorithm or its
modifications diseases like impotence, asthma, whooping cough, lupus, pregnancy,
obesity, phenomenon Raynaud syndrome. The problems solved are also varied that
is searching for unknown trends in disease, determining the nature of disease based
on a prediction method, diagnosis of disease, predicting a patient’s response to drug
[16], early diagnosis and prevention of disease [17], prediction of illness’s progress
(course of disease), predicting the outcome of disease [7], identification of disease
risk factors [13], identification of relationships between different medical operations,
appointments, analyses and diagnoses [4, 5], extracting diagnostic patterns (sets of
features, symptoms) and association rules in electronic medical database [18], and
many others.

Diabetes may play an important role in the development of liver disease [19].
Patients with liver cancer are often diagnosed with diabetes, which accounts for
95% of all cases of diabetes. Even when age is taken into account, liver cancer and
diabetes are diagnosed in the same individual more often than would be expected by
chance. But no relationship has been shown between the two disorders. Diabetes-
related factors such as steatosis, non-alcoholic fatty liver disease, and cirrhosis all
raise the risk of liver cancer [20]. As a whole, evidence from observational studies
shows that several diabetes medicines used to treat hyperglycemia may be connected
to an increased risk of cancer in diabetics. In cancer patients, diabetes has also been
related to a higher risk of mortality [20].

Chronic liver disease (CLD) is caused by many different of reasons, including
alcohol, chronic hepatitis B, chronic hepatitis C, non-alcoholic steatohepatitis
(NASH), malnutrition, toxins, and other tropical diseases, which are all frequent
risk factors in central rural India [21]. According to [22], a decision tree analysis
may be used to identify high-risk NAFLD patients. The primary properties of the
tree structure may assist prevent non-alcoholic fatty liver disease (NAFLD) by iden-
tifying actionable community initiatives that can help improve NAFLD outcomes
while reducing the burden on healthcare systems.

To model the links between distinct symptoms of observations and the diagnosis,
the authors [23] used rough set theory. Different guidelines for diagnosis are formed
by the attributes contained in the reduction obtained by a rough set method. The
findings show that this data mining strategy for detecting kidney cancer based on
historical data is realistic.

The authors [24] proposes the reduction of attributes eliminates overfitting of
the problem and has a significant impact on the training period of neural networks.
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Furthermore, using a neural network and a rough set hybrid technique to antici-
pate missing associations, eliminating conflicting objects enhances performance and
minimising training time.

In [25], the authors have proposed a model for patients with liver disease, the
Naive Bayes and KNN algorithms are intended to address predictive problems. The
result showed that the Naive Bayes algorithm outperforms the KNN algorithm by
incorporating six variables in the prediction model, resulting in a higher level of
accuracy.

For [26] accurate liver disease prediction, the modified convolutional neural
network-based liver disease prediction system (MCNN-LDPS) is introduced.Dimen-
sionality reduction is accomplished using modified PCA in the suggested study. The
score-based Artificial Fish Swarm Algorithm is used to identify the best features
(SAFSA). Information gain and entropy values are used as input variables in the
SAFSA method, which produced correct results based on a database of Indian liver
patients.

On the liver patient dataset, several classification techniques [27] such as logistic
regression, SMO, random forest algorithm, Naive Bayes, J48, and k-nearest neigh-
bour (KNN) are used to determine accuracy. With a software engineering model,
different classifier outcomes are compared using feature selection andwithout feature
selection techniques.

The authors [28] examined four different machine learning algorithms, including
random forest, logistic regression, and extra tree, to exclude irrelevant features from
the dataset using Pearson correlation coefficient-based features selection. According
to the simulation findings, the additional tree has the maximum accuracy.

3 Association Rule Mining

It emerged with a need to better understand market-basket data, which helped busi-
nesses to better understand purchasing behaviour and, as a consequent, target certain
segments of the market. The objective of Association Rule Mining (ARM) is to
find interesting rules from which new information may be extracted. It also allows
the user to locate, heuristically filter, and show implications or rules for subsequent
interpretation and decision making. According to the following association rule, the
mining process has been split into two phases:

Phase 1: Using a user-specified support threshold, identify the sets of frequently
occurring items, itemsets, or patterns within a set of transactions. Phase 2: Using
a user-specified confidence threshold, generate rules or inferences from the above
patterns found in Phase 1.

The first phase is the construction or mining of frequent itemsets, whereas Phase
2 is significantly more computationally demanding and involves the generation of
association rules. The computational complexity of this step is negotiable in contrast
to the first. There are two major concerns in the second phase. The first concern
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is rule quantity, or an algorithm’s capacity to create a large number of rules. The
second problem is rule quality, which basically means that all of the rules are dull.
The support and confidencemeasures are essential for eliminating unwanted itemsets
and regulations from the mining process.

3.1 The Apriori Algorithm

In [29], it describes the first frequent itemset mining algorithm. The method was
later enhanced and dubbed Apriori. The key advancement has been the development
of the support of sets’ monotonicity property. After the modification [30] it has
been improved the monotonicity even more. The candidate generation strategy is
used in the Apriori algorithm [31].

Algorithm
Apriori Algorithm

Input: Items ‘I’, Large Items ‘L’, Support ‘S’, Confidence ‘C’
Output: Association Rules satisfying S and C ‘R’
Step 1: R = ∅;
Step 2: (i) for each I ∈ L do

(ii) for each X ⊂ L such that X �= � do
R = R ∪ {X ⇒ (I − X)};

Step 3: End

3.2 FP-Growth Algorithm

Without the necessity for candidate generation, Han et al. [32, 33] established an FP-
growth approach for mining the full collection of frequent itemsets. It is employed
as part of a divide-and-conquer strategy.

The database generates a list of often occurring objects in descending frequency
order during the initial scan. Using a frequency descending order list, the database
is compressed into a frequent pattern tree (FP-tree). The FP-tree is mined by first
creating the conditional pattern basis for each of common length-1 pattern, then
constructing its conditional FP-tree, and then mining iteratively in it.

To achieve growth of the pattern, the suffix pattern is concatenated with the
common patterns created by a conditional FP-tree. To tackle the problem of finding
long common patterns, the FP-growth algorithm recursively searched for shorter
patterns before concatenating the suffix. By employing the least common elements
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as a suffix, it improves selectivity. According to research conducted by FP-growth
method significantly reduces search time.

Algorithm
FP-Growth Algorithm

Input: Dataset D, minsup, Itemset I, J ⊆ I
Output: F(J )

Step 1: F(J ) = {};
Step 2: for all i ∈ I occurring in D

{
F[J ] = F[J ]{J ∪ {i}};
Di = {};
for all j, I ∈ occurring in D such that j > I
if (support(J ∪ {i, j}) ≥ minsupp)

H = H ∪ J ;
for all (tid, X) ∈ Dwith I ∈ X

Di = Di ∪ (tid, X ∩ H)

Compute F[J ∪ {i}];
F[J ] = F[J ] ∪ F[J ∪ {i}]

}
Step 3: End

4 Matrices Used for Performance Measures

The support confidence framework is used to capture a certain type of depen-
dence among represented items in a database. This determines the uncertainty of
an association rule with five factors, such as: confidence, support, leverage, lift, and
conviction.

Support quantifies how frequently a rule applies to a given data set which can be
used to filter out unnecessary rules, such as those that arise by coincidence or occur
simply by chance. Confidence helps for measuring the reliability of the inference or
interpretations that is made by a rule.

The lift value, which is the ratio of the rule’s confidence to its expected confidence,
is a measure of an association rule’s importance. The product of the support values
of the rule body and the rule head divided by the support of the rule body gives the
expected confidence of a rule. It is defined as the percentage of database transactions
that contain all elements in a given rule [29]. Lift is the ratio between the rule’s
confidence and the support of the itemset in the rule’s consequent.

The support can be written as:

Support(X → Y ) = Support(Y → X) = P(X and Y ) (1)
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where X,Y are the itemsets, |XY | is the number transactions of itemset that contain
both X and Y and |D| represents the total number of transactions of itemset in the
database.

The confidence [29] can be defined as

Confidence(X → Y ) = Support(X → Y )

Support(X)
(2)

The leverage [29] can be defined as

Leverage(X → Y ) = P(X and Y ) − (P(X)P(Y )) (3)

The conviction [29] can be defined as

conviction(X → Y ) = 1 − sup(Y )

1 − conf(X → Y )
(4)

The lift [29] can be defined as

lift(X → Y ) = (Y → X) = conf(Y → X)

sup(X)
(5)

For evaluating the association rules retrieved from the data, minimum support and
confidence thresholds are chosen. If an itemset’s support is greater than or equal to
the minimal support value, it is considered common. One significant disadvantage
of mining association rules is that it might be computationally expensive when apply
in large data set.

5 Methodology

The data preprocessing is an essential step in knowledge discovery process. We
applied data preprocessing to convert the continuous attributes of liver dataset into
two nominal attributes (normal and abnormal) based on test range values of attributes
of liver disease andnon-liver disease patients.BothApriori andFP-growth algorithms
are applied to liver dataset and generated the association rules. The association rules
are helpful for doctors to get which attributes are effecting the liver. The strong
association rules are helpful for doctors to find the associations and correlation among
the attributes in the liver dataset. The Apriori algorithm scans the liver data set for
many times and takes more time for generating the association rules as compared to
the FP-growth algorithm. FP-growth algorithm scans the liver dataset only two times.
The process of association rules generation for liver diseases is shown in Fig. 1.
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6 Results and Analysis

We used Kaggle’s Indian liver patient data set (ILPD [34]). There are 441 male
patient records and 142 female patient records in this collection. There are 416 liver
patient records and 167 non-liver patient records in this data collection. The class
attribute is used to categorise people into two groups (liver patient or not). The data
set is shown in Table 2 and the properties of symptoms of patient’s wise information
plot is shown in Fig. 2.

Table 1 illustrate the best ten association rules generated by Apriori algorithm for
the liver disease data set. Table 3 summarises the association rules generated by the
FP-growth algorithm.

UsingApriori algorithmandFP-growth algorithm, the association rules has gener-
ated as shown in Tables 1 and 3, respectively. After analysis, the Apriori algorithm
takes more number of cycles for generating frequent itemsets and association rules.
But FP-growth algorithm takes only two cycles. So, we conclude that the FP-growth
algorithm is better than the Apriori algorithm for the liver disease data set.
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Table 1 Top 10 association rules and their metrics for liver data set using Apriori algorithm

S. No. Association rules Confidence Lift Leverage Conviction

1 [TP = normal]: 395 => Alkphos =
abnormal 388

0.98 1 0 1.02

2 Sgpt = normal A_G_Rati = abnormal 391
=> Alkphos = abnormal 384

0.98 1 0 1.01

3 A_G_Rati = abnormal 550 => Alkphos =
abnormal 540

0.98 1 0 1.03

4 Gender = male A_G_Rati = abnormal
416 => Alkphos = abnormal 408

0.98 1 0 0.95

5 Sgpt = normal 421 => Alkphos =
abnormal 412

0.98 1 0 0.87

6 Gender = male 441 => Alkphos =
abnormal 431

0.98 1 0 0.83

7 A_G_Rati = abnormal selector_field =
positive 395 => Alkphos = abnormal 386

0.98 1 0 0.81

8 DB = normal A_G_Rati = abnormal 389
=> Alkphos = abnormal 380

0.98 1 0 0.8

9 DB = normal 418 => Alkphos =
abnormal 408

0.98 1 0 0.78

10 selector_field = positive 416 => Alkphos
= abnormal 406

0.98 1 0 0.78

Table 2 Liver data set description

S. No. Attribute Description

1 Age Age of the patients

2 Gender Sex of the patient

3 Total Bilirubin Total Bilirubin in mg/dL

4 Direct Bilirubin Conjugated Bilirubin in mg/dL

5 Alkaline_Phosphota ALP in IU/L

6 Alamine_Aminotransferase ALT in IU/L

7 Aspartate Aminotransferase AST in IU/L

8 Total_Proteins Total proteins g/dL

9 Albumin Albumin in g/dL

10 Albumin_and_Globulin_Ratio A/G ratio

7 Conclusion

With the uncontrolled increase in medical diagnostics and the use of automation for
medical record analysis, researchers now have access to a massive amount of data.
Nonetheless, data mining techniques are used by a variety of scholars to analyse
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Table 3 Top 10 association rules of liver disease data set using FP-growth algorithm

S. No. Association rules Confidence Lift Leverage Conviction

1 [Gender = male, DB = abnormal]: 142 =>
[TB = abnormal]: 142

1 2.1 0.13 74.29

2 [Sgot = abnormal, DB = abnormal]: 134 =
> [TB = abnormal]: 134

1 2.1 0.12 70.1

3 [DB = abnormal, Sgpt = abnormal]: 87 =>
[TB = abnormal]: 87

1 2.1 0.08 45.51

4 [Gender = male, Sgot = abnormal, DB =
abnormal]: 117 => [TB = abnormal]: 117

1 2.1 0.1 61.21

5 [Gender = male, DB = abnormal, Sgpt =
abnormal]: 76 => [TB = abnormal]

1 2.1 0.07 39.76

6 [Sgot = abnormal, DB = abnormal, Sgpt =
abnormal]: 85 => [TB = abnormal]: 85

1 2.1 0.08 44.71

7 [Gender = male, Sgot = abnormal, DB =
abnormal, Sgpt = abnormal]: 75 => [TB =
abnormal]: 75

1 2.1 0.07 39.24

8 [DB = abnormal]: 165 => [TB =
abnormal]: 164

0.99 2.08 0.15 43.16

9 [Gender = male, DB = abnormal, Sgpt =
abnormal]: 76 => [Sgot = abnormal]: 75

0.99 2.15 0.07 20.6

10 [Gender = male, DB = abnormal, Sgpt =
abnormal]: 76 => [TB = abnormal, Sgot =
abnormal]: 75

0.99 3.06 0.09 25.75

and extract knowledge. This paper discover rules based on Apriori algorithm and
FP-growth algorithm for detecting the effects of various parameters on liver dataset.
It has also been found that association rule mining techniques have considerably
advanced over the years. The FP-growth algorithm is better than Apriori algorithm
in terms of number of scans. The investigation was successful in demonstrating the
links between healthcare measures and the symptoms of liver disease. The work is
designed to increase safety precautions based on the discovery and preservation of
priceless human life.
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Abstract Wearables and the Internet of Things (IoT) are becoming increasingly
popular as a means of providing smart and affordable healthcare. In standard config-
urations, the cloud backend receives healthcare data andmonitors and predicts illness
diagnosis and well-being. Mist computing is a type of distributed computing that
makes use of minimal power embedded processors as an intermediate layer between
the fog and client layers. The mist layer is adhered tightly to the client layer’s edge.
Diagnostics for monitoring well-being and fitness might be transmitted from mist
layer to fog layer. It was transmitted to the cloud server after processing in the fog
layer. This paradigm results in a decrease in latencywhilst increasing throughput. The
purpose of this work is to create a mist-based deep learning model. The suggested
model, d-Mist, takes data from individuals and uses mist computing framework
to forecast their well-being statistics. This study discusses a significant aberra-
tion in health, notably hypertension attacks. Additionally, it conducted a thorough
investigation of the suggested models’ accuracy on standard datasets. The findings
supported the suggested system and architecture’s efficacy in accurately monitoring
these essential health and fitness criterion.
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1 Introduction

The globe is increasing swiftly due to the Internet’s computational and industrial
expansion; the death rate has also grown. However, the number of lifestyle illnesses
is rising. Type 2 diabetes, hypertension, heart attack and obesity are the few examples.
Diet, stress, lack of physical activity, and environmental variables each have a role in
various disorders. Symptoms of these disorders include irregular heartbeat, paralysis,
cardiac arrest, chest discomfort and shortness of breath which necessitate immediate
medical intervention [1, 2]. In 2014, over 410,000 Americans died from hyperten-
sion [3]. So quick monitoring and early diagnostic systems with low latency, fast
reaction time, and high accuracy are required. The government is investing heavily
in IT-based health solutions and services [1]. Because advanced computer facilities
allow faster gathering, processing, and analysis of health data, and the transmission
of extracted information to patients. However, these systems still have challenges
with data transmission potential, managing and handling enormous amounts of big
data, and functioning solution correctness. There are several cloud-based healthcare
monitoring systems that store and analyse large amounts of data from many sources.
It offers significant advantages such scalability, big data storage, cheap maintenance,
implementation, and overall service costs [4]. Network-based bulk data transmission
causes latency and affects system performance. The generation of vast volumes of
data from IoT devices creates network latency and communication delay, especially
in applications like health monitoring. Reduced communication and network delay
caused by large data transfer across cloud servers is urgently required. The solution
currently is a new computer paradigm called fog and mist computing [4–6].

Mist computing is a novel computing paradigm that helps cloud computing. This
technique can help cloud computing handle massive amounts of data. With the aid
of IoT, fog nodes manage effective services for storing and analysing huge data.
Virtualization and data-centric resourcemanagement are the key technologies driving
the entire process [4]. The mist aided cloud computing manages the workload in data
centres across the network, namely, cloud. Unlike typical cloud computing, where
user requests and applications flood the cloud server, mist computing regulates and
optimises access to the cloud server for improved performance. It delivers extra duties
like local storage, processing, and mining in the edge devices. So a smart gateway
[7–9].

To summarise, mist layer may be utilised in healthcare applications to manage
huge real-time data created by low-level sensors that continually monitor and eval-
uate data to forecast emotional attacks and detect disease. In light of this, the primary
objectives of this proposed system is to present d-Mist, a mist-based healthcare
telemonitoring system capable of remote diagnosis and prediction of hyperten-
sion attacks using characteristics extracted from the user’s health-related data and
observed symptoms.

This article is structured as follows. Section 2 comprises relevant work on the
application of mist computing in the healthcare area for data processing, as well
as the existing healthcare telemonitoring system. Section 3 is described with a full
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overview of the framework. Section 4 contains the result and discussion. Section 5
summarises the paper’s findings with concluding remarks.

2 Related Work

Cloud and fog computing are technologies that help novice/specialised users store,
process, analyse, network, and transmit information. Like cloud computing data
centres, fog nodes are closer to the clients or IoT layer for processing and providing
many varieties of data [1]. Figure 1 shows the general cloud computing framework.

Numerous services are distributed in close proximity to end consumers/naive
users. It is capable of determining the intermediary tier between fog and cloud servers.
Local servers contain a similar amount of data [5, 6, 8, 10]. These are data packets
containing intelligence that are delivered to cloud computers. These fog-assisted
cloud computing frameworks can minimise both delay and latency by utilising these
mechanisms [2, 4]. Although fog computing is superior to cloud computing in terms
of performance for medical big data applications. It cannot alter fog in relation to
cloud computing; rather, it must function concurrently as needed. Figure 2 illustrates
the fog-assisted cloud computing architecture for IoT functions [5].

Fig. 1 General cloud computing framework for processing of data from client layer to cloud layer
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Fig. 2 General fog computing framework for processing of data from client layer to fog layer [5]

In a fog computing-based architecture, end users make queries to the fog layer,
which processes them and returns the results to the customers/clients. There is a
greater need for computing supplies elsewhere; they are supplied for analysis and
storage at the cloud layer. When workloads are unbalanced across fog servers, all
resource usage components, including fog servers, are well adjusted. Inefficient
resource use and management, along with an unequal load across the servers, have
lowered the system’s QoS and increased energy consumption [3, 10–13].

Mist computing enables IoT layer computation at the network edge. To figure out
the full information detected by the objects, microchips or microcontrollers are inti-
mately coupled. They can then send the desired data to the system after figuring out
the overall data. Mist aided cloud environment requires less transmission power and
longer cloud storage. For example, the mist computing environment works near to
the edge and physical devices, allowing for increased throughput and lower latency.
So cloud storage has shrunk. As seen in Fig. 3, a reduction in necessary transmis-
sion power increases overall efficiency. Figure 3 describes the mist assisted cloud
computing framework for data processing and storage [7].

They employed fog layer as a gateway for data mining, distributed storage, and
alerting services at the network’s edge. Raw signals are recorded, pre-processed, and
wavelet transformed. To improve network capacity consumption and provide real-
time notifications with reduced latency. A fog-based architecture for tele-healthcare
monitoring of Parkinson disease patients was presented by Dubey et al. [14]. Data
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Fig. 3 General mist computing framework for processing of data from client layer to fog layer [7]

from a worn watch in its raw form. They were attempting to extract features from
speech data such as loudness, short time energy, and zero-crossing rate, amongst
others. In contrast to the previous author, they created their ownPython code to extract
data. Priyadarshini et al. [3] developed a novel architecture, i.e. deepFog which is
monitoring system that alerts patients before an emergency occurs. The data are
being compressed after it has been acquired in order to decrease transmission time.
Lossy and lossless compression methods are used to compress the data. The data
are analysed to make notification decisions. Smart phones with sensors are collected
health data. They employ an intermediate fog layer between the end user and the
cloud in order to increase the security of the data. Following a study of this literature
survey, this paper is proposed the unique framework which is presented in Sect. 3.
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3 Proposed Framework

Theproposed framework,d-Mist, has four layers: client, Smart gatewaymist, fog, and
cloud. To diagnose hypertension, the client layer integrates all smart data gathering
devices. Figure 4 depicts the method by which the collected data is transported
to the intermediate mist layer for real-time processing, analysis, and prediction.
The cloud layer receives the processed data, health-related outcomes, and diagnosis
reports immediately. These data are then shared with topic experts, doctors, and
family members who may take preventative steps and prompt action in emergency
scenarios.

One case study is conducted in order to validate the model. The case study is
conducted in order to learn more about the patient’s behavioural characteristics. It
is in charge of doing a risk assessment for a hypertension attack. All smart data

Client Layer/IoT Layer 
Data Acquisition 

Health Data Environmental Data Location Data Personal Data 

Mist Gateway Layer 

Data Processing 
Categorization 
Local Notification 

Data Segregation

Hypertension Parameter 
(SBP, DBP, TC,HLD,LDL,PGC, HR) 

Hypertension Stage Classification 

Risk Prediction

Cloud Layer 
Data Storage 

Fog Layer 
Data Processing 

Fig. 4 Proposed d-Mist framework with a gateway layer amongst fog layer and client layer
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collecting devices are integrated to collect health relevant feature data to identify
hypertension attack.

4 Results and Discussion

Hypertension is a disorder that can cause cardiac failure, heart muscle thickening,
and renal failure. Diastolic or systolic blood pressure readings of 90 mm Hg or
120mmHg for at least twomeasurements.However, abrupt changes in these numbers
may produce hypertension stroke, leading to paralysis or coma. This disease’s risk
assessment is influenced by several variables, including environmental influences
that might artificially raise blood pressure. There is evidence to suggest that clinical
health information such as DBP, SBP, LDL and HDL have a stronger influence on
hypertension than location and time do.

The three datasets are combined to create a data collection for forecasting hyper-
tension attack risk. The hypertension attack training dataset is generated by merging
chosen variables from three datasets: diabetes, stress, and kidney disease [15]. This
dataset has 25 characteristics. Another property, hypertension attack, has a yes or
no value, specifying whether or not the condition is present. Some characteristic
attributes are picked from 24. A simple method is utilised to pick the feature. Using
K-means clustering, the data are divided into two groups based on the hyperten-
sion field’s yes or no value. Then the data clusters are evaluated to discover the
contributing attribute distribution. If an attribute’s data is discovered to be in the
wrong cluster, it is not used in hypertension risk assessment training. The K-means
algorithm levels data. ‘Orange 3.4.4’ is used for pre-analysis and data visualisation
[16]. Orange is a Python-based open source data visualisation, machine learning, and
data mining application. For exploratory data analytics and interactive data visuali-
sation, use this tool. Basically, it is a Python module for data analytics. DBP and SBP
distributions for two clusters are shown in Figs. 5 and 6. For this reason, these traits
have a greater influence on created clusters. Figures 5 and 6 show the data values

Fig. 5 A boxplot of DBP data shows the range and mean values after grouping the data using
K-means clustering. The non-hypertension cluster is represented by the value 0.0, whereas the
hypertension cluster is represented by the value 1.0. It is evident that the two sets of data do not
have any similarities
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Fig. 6 Data distribution of RBC count in box plot, exhibiting range data, mean value after K-means
clustering. The non-hypertension cluster is represented by the value 0.0, whereas the hypertension
cluster is represented by the value 1.0. It has been demonstrated that the two sets of data are quite
similar

shown for RBC and Potassium contents, respectively. These ideals clash. Positive
and negative hypertension data are separated by these weak characteristics.

5 Conclusions

The globe has reached a great scientific and technical level. However, people’s
lifestyles are changing. Whilst physical activity has decreased, stress has increased.
This is problematic since it accelerates the growth of lifestyle diseases like hyper-
tension. It is currently a big worry of the government and doctors. Effective solu-
tions may be created using modern computing and communication technologies. A
possible mist aided cloud computing framework d-Mist is proposed here to iden-
tify a person’s mental state, such as hypertension attack sufferers. It is developing
a methodology to assess hypertension risk. Hypertension dataset is built and shown
using Python-based machine learning and data mining toolkit Orange. This model
will also be verified and validated using formal model.

References

1. Buyya R, Yeo CS, Venugopal S, Broberg J, Brandic I (2009) Cloud computing and emerging
IT platforms: vision, hype, and reality for delivering computing as the 5th utility. Future Gener
Comput Syst 25(6):599–616

2. Barik RK, Dubey H,Mankodiya K (2017) SOA-FOG: secure service-oriented edge computing
architecture for smart health big data analytics. In: 2017 IEEE global conference on signal and
information processing (GlobalSIP), Nov 2017. IEEE, pp 477–481

3. Priyadarshini R, Barik RK, Dubey H (2018) DeepFog: fog computing-based deep neural
architecture for prediction of stress types, diabetes and hypertension attacks. Computation
6(4):62

4. Barik RK, Tripathi A, Dubey H, Lenka RK, Pratik T, Sharma S et al (2018) MistGIS: opti-
mizing geospatial data analysis using mist computing. In: Progress in computing, analytics and
networking. Springer, Singapore, pp 733–742



Mist Assisted Cloud Computing Framework for Prediction … 685

5. Barik RK, Dubey H, Samaddar AB, Gupta RD, Ray PK (2016) FogGIS: fog computing for
geospatial big data analytics. In: 2016 IEEE Uttar Pradesh section international conference on
electrical, computer and electronics engineering (UPCON), Dec 2016. IEEE, pp 613–618

6. Barik RK, Dubey AC, Tripathi A, Pratik T, Sasane S, Lenka RK, Kumar V (2018) Mist data:
leveraging mist computing for secure and scalable architecture for smart and connected health.
Procedia Comput Sci 125:647–653

7. Barik RK, Misra C, Lenka RK, Dubey H, Mankodiya K (2019) Hybrid mist-cloud systems for
large scale geospatial big data analytics and processing: opportunities and challenges. Arab J
Geosci 12(2):32

8. Dutta A,Misra C, Barik RK,Mishra S (2021) Enhancing mist assisted cloud computing toward
secure and scalable architecture for smart healthcare. In: Advances in communication and
computational technology. Springer, Singapore, pp 1515–1526

9. Barik RK, Patra SS, Kumari P, Mohanty SN, Hamad AA (2021) A new energy aware
task consolidation scheme for geospatial big data application in mist computing environ-
ment. In: 2021 8th international conference on computing for sustainable global development
(INDIACom), Mar 2021. IEEE, pp 48–52

10. Tripathy SS, Barik RK, Roy DS (2022) Secure-M2FBalancer: a secure mist to fog computing-
based distributed load balancing framework for smart city application. In: Advances in
communication, devices and networking. Springer, Singapore, pp 277–285

11. Barik RK, Dubey H, Mankodiya K, Sasane SA, Misra C (2019) GeoFog4Health: a fog-based
SDI framework for geospatial health big data analysis. J Ambient Intell Humaniz Comput
10(2):551–567

12. Barik RK, Priyadarshini R, Dubey H, Kumar V, Yadav S (2018) Leveraging machine learning
in mist computing telemonitoring system for diabetes prediction. In: Advances in data and
information sciences. Springer, Singapore, pp 95–104

13. Tripathy SS, Roy DS, Barik RK (2021) M2FBalancer: a mist-assisted fog computing-based
load balancing strategy for smart cities. J Ambient Intell Smart Environ 1–15 (Preprint)

14. Dubey H, Goldberg JC, Abtahi M, Mahler L, Mankodiya K (2015) EchoWear: smartwatch
technology for voice and speech treatments of patientswithParkinson’s disease. In: Proceedings
of the conference on wireless health, Oct 2015, pp 1–8

15. https://archive.ics.uci.edu/ml/datasets/Chronic_Kidney_Disease
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