A. Pasumpon Pandian
Xavier Fernando
Wang Haoxiang Editors

Computer
Networks,
Big Data and
]}

Proceedings of ICCBI 2021



Lecture Notes on Data Engineering
and Communications Technologies

Volume 117

Series Editor

Fatos Xhafa, Technical University of Catalonia, Barcelona, Spain



The aim of the book series is to present cutting edge engineering approaches to data
technologies and communications. It will publish latest advances on the engineering
task of building and deploying distributed, scalable and reliable data infrastructures
and communication systems.

The series will have a prominent applied focus on data technologies and commu-
nications with aim to promote the bridging from fundamental research on data
science and networking to data engineering and communications that lead to industry
products, business knowledge and standardisation.

Indexed by SCOPUS, INSPEC, EI Compendex.

All books published in the series are submitted for consideration in Web of Science.

More information about this series at https://link.springer.com/bookseries/15362


https://springerlink.bibliotecabuap.elogim.com/bookseries/15362

A. Pasumpon Pandian - Xavier Fernando -
Wang Haoxiang
Editors

Computer Networks, Big
Data and IoT

Proceedings of ICCBI 2021

@ Springer



Editors

A. Pasumpon Pandian Xavier Fernando
CARE College of Engineering Department of Electrical and Computer
Trichy, India Engineering
Ryerson Communications Lab
Wang Haoxiang Toronto, ON, Canada

Go Perception Laboratory
Cornell University
Ithaca, NY, USA

ISSN 2367-4512 ISSN 2367-4520 (electronic)
Lecture Notes on Data Engineering and Communications Technologies
ISBN 978-981-19-0897-2 ISBN 978-981-19-0898-9 (eBook)

https://doi.org/10.1007/978-981-19-0898-9

© The Editor(s) (if applicable) and The Author(s), under exclusive license to Springer Nature
Singapore Pte Ltd. 2022

This work is subject to copyright. All rights are solely and exclusively licensed by the Publisher, whether
the whole or part of the material is concerned, specifically the rights of translation, reprinting, reuse
of illustrations, recitation, broadcasting, reproduction on microfilms or in any other physical way, and
transmission or information storage and retrieval, electronic adaptation, computer software, or by similar
or dissimilar methodology now known or hereafter developed.

The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.

The publisher, the authors and the editors are safe to assume that the advice and information in this book
are believed to be true and accurate at the date of publication. Neither the publisher nor the authors or
the editors give a warranty, expressed or implied, with respect to the material contained herein or for any
errors or omissions that may have been made. The publisher remains neutral with regard to jurisdictional
claims in published maps and institutional affiliations.

This Springer imprint is published by the registered company Springer Nature Singapore Pte Ltd.
The registered company address is: 152 Beach Road, #21-01/04 Gateway East, Singapore 189721,
Singapore


https://doi.org/10.1007/978-981-19-0898-9

We are honored to dedicate the proceedings
of ICCBI 2021 to all the participants and
editors of ICCBI 2021.



Preface

This conference proceedings volume contains the written versions of most of the
contributions presented during the conference of ICCBI 2021. The conference
provided a setting for discussing recent developments in a wide variety of topics
including computer networks, big data, and Internet of things. The conference has
been a good opportunity for participants coming from various destinations to present
and discuss topics in their respective research areas.

This conference tends to collect the latest research results and applications on
computer networks, big data, and Internet of things. It includes a selection of 73
papers from 286 papers submitted to the conference from universities and industries
all over the world. All of the accepted papers were subjected to strict peer-reviewing
by 2-4 expert referees. The papers have been selected for this volume because of
quality and the relevance to the conference.

We would like to express our sincere appreciation to all authors for their contri-
butions to this book. We would like to extend our thanks to all the referees for their
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constructive comments on all papers; especially, we would like to thank the orga-
nizing committee for their hard work. Finally, we would like to thank the Springer
publications for producing this volume.
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Director, Ryerson Communications
Lab, Professor, Department

of Electrical and Computer
Engineering

Ryerson University
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Dr. Wang Hoaxing
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Rakshak—Prototype Application m
to Depict Crime Hotspot and Safest Path | @i
Between Locations

Archana Naik, Aakanksha Gaur, Stuti Srivastava, Shashikant Saini,
R. Gayathri, and Kavitha Sooda

Abstract With every passing day, there is a rise in crime that adversely affects the
growth of society. The density and intensity of crimes vary with the region in any city.
Technological advancement can be made useful to make people aware of dangerous
locations. In this work, we have built a model to visualize the crime-prone regions
between the two locations provided by the user and plot the safe route between
them. An algorithm to identify the crime hotspots and the safe route is proposed. The
real-world datasets of Toronto in Canada and Indore in India are considered. The
proposed model comprises data collection of the crime of these cities, data analysis
to delineate the crime hotspots in the region, and the safest route between places.
Visualizing the outcomes using a heatmap makes people aware of risky locations
and further helps in reducing the crime count of the city.

Keywords Crime data analytics + Crime reporting + Hotspot + K-means
clustering - Safest route guide
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2 A. Naik et al.

1 Introduction

As the population rises, criminal activities escalate, and the risk factor for the safety
of citizens increases. Crime adversely affects society’s growth and the quality of life
of citizens. Criminal activities are dispersed over space [1]. Local criminal activities
intend to cause harm, loss of property, and unfair gain in wealth or resources through
corrupt or illegal means [2]. Reports of criminal activity are on the rise every day,
and a large amount of crime-related data is being generated. To control the condi-
tions, it is necessary to obtain the relevant and timely data [3]. With the help of
various data mining techniques, this data can be analyzed using the records stored
by the government of any country and can be used to predict the possibility of crime
occurring.

Data mining is the process of analyzing large volumes of data to extract and
analyze the various patterns hidden in the data. By analyzing the data, the crime
hotspot can be found with the help of data mining techniques. If any region is a
crime hotspot, it will be alerted. By identifying the frequent patterns between crime
and location, it can be found which location has a high rate of crime.

In this paper, an approach to identify the crime-prone regions in a city is presented.
The application has been given the name ‘“Rakshak™ which means protector as it
protects the user from dangerous locations. Rakshak is a mobile application that helps
the user locate the crime hotspots in a city and can find the safest route between two
locations that the user enters. The various coordinates of the city are clustered using
K-means clustering. From these clusters, the average crime in each region of the
city is calculated, which helps in calculating a threshold value to identify the crime
hotspots. The regions having a crime rate higher than the threshold are considered
as hotspots and are visualized on Google Maps using the Google Maps API. Each
region is given a safety index based on the number, type, and severity of the crime.
For the calculation of the safety index, a risk factor is assigned to each type of crime.
Then, to calculate the safest path, all the possible routes between the two locations
entered by the user are extracted and analyzed. The average safety index of each
route is calculated, and the route with the lowest safety index is given as the safest
route. The coordinates of this route are sent to the application which then visualizes
the route. Coming to the user interface, the application is made using Flutter, which
is an open-source UI development software. It is divided into two parts. One being
the portal that shows the crime hotspots of a given city and the safest route between
two locations. The other is the crime reporting portal that allows the user to enter
crime type, crime time, and location, which will keep the dataset updated for the
analysis.

The organization of the rest of the paper is as follows: Section. 2 discusses about
the literature reviewed for crime analysis and crime mapping techniques. Section 3
illustrates the methods and functions used to depict the hotspot locations in the city
and safest path between two locations. Section 4 is about the result followed by
conclusion.
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2 Related Work

In today’s world, increasing crime rates have become a growing concern for govern-
ment officials. Therefore, it has become a necessity to use technology in this area so
that it will be helpful for officials to find culprits. There has been innumerable work
done in this field for the purpose of reducing crime. Different types of datasets have
been analyzed and meaningful data has been extracted. Extracted data consists of
crime type, location, date, day, and time. Researchers have been working on various
techniques and methods to find the best way to prevent criminal activity.

Authors Tahani et al. [4] presented their work on crime prediction based on crime
type. Their objective was to find spatial and temporal criminal hotspots and predict
the type of crime that might occur next at a specific location. An Apriori algorithm
is used to find the criminal hotspots in the areas. Naive Bayesian classifier and
decision tree are used to predict an expected crime. Because the decision tree results
revealed complex patterns, the Naive Bayesian classifier was chosen as the preferred
methodology. Mohammed et al. [5] proposed an approach in which with the help
of crime attributes, DBSCAN technique is used to detect the patterns of crime in a
particular city. A geographic information system (GIS) was used for the temporal
analysis. Aarthi et al. [6] proposed a system to extract data from crime data records
and perform clustering. They used the K-means algorithm for clustering of the data.
For the live data, a streaming algorithm was used. Affinity propagation and radial
basis (RBF) network was to select the data required for the clustering. Deepika et al.
[7] proposed an approach to detect crime in India using data mining techniques for
which they used crime data from each state. They have used the K-means algorithm
for clustering and the random forest algorithm and neural networks for classification.
The results were visualized on Google Maps. Sonawanev et al. [8] proposed a crime
analysis tool to predict crime that uses the K-means algorithm for data classification.
They grouped the crimes using K-means. The crimes are correlated using Pearson’s
correlation coefficient. The prediction was done using simple linear regression. The
authors depicted the correlation between various locations and crimes.

Gera et al. [9] provide information about crime in Delhi. Crime profiling was
done in three different tiers—based on crime types where the crimes were divided
into three categories, based on the type of area, and based on both the type of crime
and type of area. For each analysis, the results are formulated in a table that tells
us the percentage of crime. Benjamin Fredrick David et al. [10] did a survey on
the data mining techniques used to predict and analyze crime. They segregated the
techniques into text, content, and natural language processing-based methods which
included decision tree classifier to detect suspicious emails about criminal activities,
clustering and classification to identify the patterns in crime, spatial and geolocation-
based methods, prisoner-based methods, and communication-based methods. Feng
etal. [11] utilized big data analytics and visualization techniques for their exploratory
analysis to identify crime patterns and trends in three cities of the USA—San Fran-
cisco, Chicago, and Philadelphia. They combined and compared different algorithms
for the analysis. Patil et al. [12] proposed a criminal prediction model to predict crime.
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A real-life authentic dataset was implemented for the analysis. K-means clustering
technique was used to cluster the data according to high and low values; this clus-
tered data was given as input to the Apriori algorithm. The classification was done
using the Naive Bayes algorithm. The goal of the paper was to develop a system that
builds risk surfaces with keeping time efficiency in mind. Ramasubbareddy et al.
[13] implemented a web application to predict crime. Their application identified the
frequent patterns in the crime data using the Apriori algorithm. They used a decision
tree classifier and Naive Bayes as searching algorithms by giving locations as input
to identify the crime that had a high possibility to occur.

Tayal et al. [14] proposed an approach to detect the crime and identify the crim-
inals. This was done using K-means clustering to cluster the crimes, and based on
the magnitude of crime, these clusters were plotted on Google Maps. They used
K-nearest neighbor for the classification to identify the criminals. Yadav et al. [15]
discussed crime detection and prediction using supervised, semi-supervised, and
unsupervised techniques. They created a regression model, and using this, the crime
rate for different states is predicted. The approach focused on suppressing the crime
rate and helping the local police. Kumar et al. [16] have proposed a method using
KNN machine learning algorithm to predict crime in a region. For feature selection,
the extra tree classifier is used. The Seaborn heatmap visualizes the variation of
crime in a month. Thota et al. [17] have analyzed risk zones in India with respect to
female and male crime count in the states through K-means clustering using WEKA
software. Reddy et al. [18] have proposed a model that predicts crime at a particular
location using K-nearest neighbor and the Naive Bayes algorithm. A dataset of UK
was taken for analysis. Visualization of crime hotspots is done on Google Maps using
Ggplot, Ggmap, and GoogleVis.

Different techniques and algorithms have been applied for the analysis of crime
dataset of various cities. Prediction of the crime type is one of the prime concerns in
today’s world to make people aware of the criminal activity that can occur at a loca-
tion. Widely used algorithms for crime prediction are Apriori, K-nearest neighbors,
long short-term memory (LSTM), Naive Bayes classifier, and decision tree. Before
prediction, clustering of crime data is crucial for pinpointing the crime hotspots of
the region and is done using the K-means algorithm.

3 Methodology

This section outlines the workflow and methodology of our proposed approach. The
block diagram shown in Fig. 1 gives a detailed description of the system design
that has been used, mentioning the different processes implemented in the system.
The first step is data preprocessing. Null values from the dataset are removed, and
the features necessary for the analysis are selected. Data mining techniques and
algorithms are applied to the preprocessed dataset. From the results of the analysis,
the location data is extracted and visualized in the application using the Google Maps
APL
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Fig. 1 Data flow diagram
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In order to use the application, the user must first register by providing information
such as an email address, an emergency phone number, and a password. The data
provided is stored in the database. In case of any danger, the user can send an
emergency message to the emergency number provided. The user can also report
any crime by clicking on the “record crime” option and submitting the crime details.
These details get stored in the database.

3.1 Data Collection and Preprocessing

Two real-world datasets have been taken for the analysis. The datasets of cities that
have been chosen are Toronto, Canada, and Indore, India. Both the dataset used are
taken from Kaggle that is an open-source platform. It provides numerous datasets for
users to build models that solves real-world problems and also allow them to publish
their own datasets. Initially, analysis was done on Toronto’s dataset, and using the
same functions and formulas, it has been implemented on an Indian city.

3.1.1 Toronto Crime Dataset
Toronto city crime dataset [19], initially, has 29 columns and 206,376 rows. Cleaning

of dataset is done, and null values from it have been removed. After cleaning, dataset
contained 173,683 records of crimes at each region in the city from the year 2014 to



6 A. Naik et al.

2019. Each record contains the features of the crime such as the type of crime (the
crimes are divided into five categories based on major crime indicator (MCI)—auto
theft, assault, break and enter, robbery, and theft over), neighborhood (locality where
crime occurred), latitude and longitude of the place where crime occurred, the time
and date when the crime occurred, and reporting time and date of crime and premise
type (crime occurred in indoor place or outdoor place). Out of the 29 attributes in
the original dataset, 15 attributes such as the type of crime (MCI), neighborhood,
time of occurrence, date of occurrence, latitude and longitude, and hood_ID were
selected for the analysis.

3.1.2 Indore Crime Dataset

Indore city dataset [20] has 2139 rows and 9 columns; all the columns and rows have
been taken into consideration while doing the analysis. Dataset has different types of
crime in the form of acts (act379—theft, act302—murder), latitude and longitude of
place of crime and the time, and date when the crime occurred. For identification of
safest path between two locations, two columns named neighborhood and hood_ID
have been added to this dataset which makes it exactly same as that of Toronto city.
This helps in applying the algorithms created for the analysis on the dataset easier.

3.2 Clustering and Hotspot Detection

Clustering is done on the latitude and longitude features to cluster the data points
based on location. A small data frame containing only the latitude and longitude
columns of the refined dataset is created, and the clustering algorithm is applied
to it. The clustering of the dataset is done using K-means clustering algorithm to
create the clusters, and these clusters are utilized to identify the hotspots. K-means
for clustering technique is the best algorithm for working with large datasets, and
it also provides the flexibility to choose the number of clusters. The value of K is
taken as 35 to create the clusters, and then, K-means is applied to the new data frame
created.

After assigning clusters to each data point, these clusters are fed to an algorithm
that calculates the average crime count of each cluster. This is done by calculating
the total number of criminal cases for each cluster and dividing it by the number of
data points in that cluster as shown in Eq. (1).

. Sum of magnitude of crime in the cluster
Average Crime Count = : : (1)
Number of locations in the cluster

Then the mean of the average crime counts of each cluster is calculated. This
mean is the threshold value that helps in determining the crime hotspots in the city.
After this, Algorithm 1 is used to compare the number of crimes at each location to
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Table 1 Represent.a tion of Color assigned | Danger level Magnitude of crime
safety level at location
Green Safe Less than threshold/2
Yellow Moderately Safe | Between threshold/2 and
threshold
Red Dangerous Greater than threshold

the threshold. Using the threshold, the locations are divided into three zones—safe,
moderately safe, and dangerous as shown in Table 1. If the number of crimes at a
location is greater than the threshold, that location is considered as a crime hotspot
and is visualized in Google Maps. The visualization is done by creating a heatmap
over the Google Maps interface using the locations—Ilatitude and longitude and the
magnitude of crime in that location.

Algorithm 1 Hotspot Detection Algorithm
1: procedure HOTSPOTDETECTION(data)
2 for i =0,1,...len(data) do

3: count + datali][2]

4

5

if count<threshold/2 then
: safe_location.append(datali])
6: else if count>=threshold/2 and count<threshold then
7 moderately_safe location.append(datali])

8: else if count>=threshold then

9: dangerous_location.append(datali])
10: end if

11: end for

12: return dangerous_location

13: end procedure

The hotspot detection Algorithm is used to detect the crime hotspots, that is, the
locations with high crime rates with the help of a threshold value. The locations are
classified into three categories—safe, moderately safe, and dangerous. The locations
classified as dangerous are the crime hotspots.

Step 1: Iterate through the location data which contains latitude, longitude, and
the magnitude of crime in that location.

Step 2: For each latitude and longitude, store its respective count of the number
of crimes in a variable “count” and compare its value to the threshold value.
Step 3: If the magnitude of crime in a location is less than threshold/2, that
location is classified as “safe” and is stored in a list called “safe_location.” If
the magnitude of crime in that location lies between threshold/2 and threshold
values, then that location is classified as “moderately safe” and is added to a list
named “moderately_safe_location.” Else, if the location has a magnitude of crime
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above the threshold, it is classified as “dangerous” and is stored in a list named
“dangerous_location.”

Step 4: Go back to step 2 and continue with all the location data.

Step 5: The function returns the list “dangerous_location” which contains all the
locations whose magnitude of the crime is above the threshold. This list is then
used for visualizing the crime hotspots.

3.3 Safest Path Identification

The objective is to determine the safest route between two regions in the city. For the
identification of the safest route, a factor called the safety index is introduced. The
safety index is calculated with the help of magnitude and severity of crimes in each
location.

As the user enters the “origin” and the “destination,” all the possible routes are
extracted, and their average safety index is calculated. The route with the least safety
index is returned as the safest route. Algorithm 2 is used to identify the safest path.
The input given to the algorithm is a list P which contains all the possible routes
extracted from the origin and destination and the safety index of each location. The
route with the least average safety index is returned as the safest route.

Algorithm 2 Safest Path Algorithm
1: procedure SAFESTPATH(P,safety_index)
fori=0,1,...len(P) do

3 N

3 for j =0,1,...,len(P[i]) do

4: route_sa fetyindexr + 0

5 index + indexof(P[i][j])

6: route_sa fetyindex + route_safetyindexr + safety_index|index—1]
T: end for

&: route_sa fetyindex + route_safetyindex [len(P[i])
o: avg_safety_inder.append(route_sa fetyinder)
10: end for
11: min + avg_safety_index|[0]
12: min_index + 0
13: for i =1,2,...len(avg_safety_index) do
14: if avg_safety_indez[i] < min then
15: min + avg_safety_index|i]
16: min.index + i
17: end if
18: end for
19: return P[min_index|

20: end procedure
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3.4 Google Maps Implementation

For the implementation and visualization on Google Maps, a new Google Cloud
Platform (GCP) project is created and set up. Google Maps SDK and Directions API
are added to the project. An API key is created, and the Flutter project is set up to use
Google Maps using the API key. The hotspots are visualized by drawing the heatmap
on Google Maps. Once the user enters the two locations, which are the origin and
destination, Google Maps returns all the routes between those two locations. These
routes are analyzed, and the safest route is drawn on the map using the polyline
algorithm.

3.5 Crime Reporting

New crime records can also be added through the application. The addition of new
crime data can be done by anyone using the application. Here, they will be asked
to enter the type of crime, the time of the occurrence, and the location of the crime.
This data gets stored in the firebase.

4 Results and Discussion

The application contains user registration, crime reporting, and a menu on the top-
left in the form of a left arrow icon, which contains four options—heatmap, safe
path, record crime, and log out. The user interacts with the application using a
map interface. Once the user registers and logs in to the application, the Google
Maps interface is visible. The hotspot detection is based on the points (latitude and
longitude) that are present in the dataset, and the crime count for these points is
calculated.

Eachlocation has been assigned a safety index based on the magnitude and severity
of each crime committed at that location. This helps in identifying the safest route
between the locations entered by the user.

The subsection provides the results of evaluation on the Toronto and Indore city
datasets.

4.1 Toronto City

Figure 2 shows the plotting of different locations (latitude and longitude) on the basis
of the magnitude of crime at each location. The locations are divided into three levels:
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Fig. 2 Marking of location coordinates based on crime intensity

safe, moderately safe, and dangerous on the basis of threshold values as shown in
Table 1.

Figure 3 depicts the locations that have a magnitude of crime higher than the
threshold visualized on the Google Maps as the crime hotspots. The user is able
to locate these hotspots through the application. Once the user enters origin and
destination, the safest path between the locations is visualized.

Figure 4 depicts the safest path between the locations selected as “Toronto Pearson
Airport” and “Toronto Zoo.”

Fig. 3 Heatmap of major crime hotspots in Toronto
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4.2 Indore City

The analysis of hotspot detection and safest path identification was also done on
Indore crime data. Due to the small size of the dataset, only a few locations have
been identified as crime hotspots. Figure 5 depicts the hotspots identified in Indore.
It can be seen that locations such as Vijay Nagar and Dhabli have been identified as
crime hotpots. This helps the user be aware while visiting these locations. Figure 6
shows the safest path between the locations “Rani Bagh Main” and “Bhanvarkuan.”

4.3 Crime Reporting

When the user clicks on the record crime option from the menu, it takes them to the
crime reporting page. Here, the user is asked to enter the type of crime that occurred,
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Fig. 5 Heatmap of major
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Fig. 7 Crime reporting
window

Rakshak

time of occurrence, and the location as shown in Fig. 7. On clicking the “record”
button, this data gets stored in the database. The data can also be added by the police
officials.

5 Conclusion

Crime rates have been increasing at a faster rate in the last few years. Crimes are
now not only committed in sparsely populated areas but also in areas that have high
population density. They occur during the day as well as the night. Hence, it is
important for people to be aware of the areas with high crime concentrations and
take necessary precautions.

In this paper, we proposed and developed a model to identify the crime-prone
regions and provide a safe route to avoid the crime-prone locations. For the purpose
demonstration, the dataset from Toronto, Canada, and Indore, India is used. Algo-
rithm to identify the crime hotspots within the city has been developed considering
the crime dataset. The result of this is represented as a heatmap. An algorithm to
find the safest route between the selected source and destination has been developed.
The work presents the visualization of crime rates and the safest route between two
locations entered by the user. It is an attempt to help users identify the safest path and
the hotspots for crime in the city. The K-means algorithm is used for the clustering of
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the datasets. The magnitude of the crime is identified in each cluster, and a threshold
value is calculated. These threshold values are used to determine the hotspots. For
identifying the safest path, a safety index is calculated, and the path with minimum
safety index is returned. Furthermore, the application also has a facility to add a
crime.

The further work can be done to enhance the crime reporting feature by including
authentication of the data that will be updated by the authorized personnel, who are
responsible for maintaining the law and order. This approach is useful to identify the
crime hotspots in a city and safest path between two location which makes the user
aware of the locations and path which are unsafe to travel.
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1 Introduction

1.1 Overview of Blockchain Technology

It was introduced by Satoshi Nakamoto in 2008. This idea was combined with other
computing technologies to create recent cryptocurrencies. It is necessary to imple-
ment a mechanism without having a central authority to protect electronic cash.
Bitcoin is the first blockchain-based cryptocurrency network.

It protects digital transaction as it is implemented without using central reposi-
tory or database and without any central administrator (e.g., government, bank, or
organization). Initially, all users can do transactions, and the transaction cannot be
changed in the blockchain network once published.

It has made significant growth in the field of decentralized autonomous organi-
zation typically implement decision making systems to make it possible for their
online community to reach agreements [1]. It has also played an important role for
consumer industry to maintain supply chain of tea like goods [2]. One of the great
applications of blockchain technology is in recent advanced construction to identify
process, policy, and society perspective needs [3]. It also helps in making payment to
construction contractor without bothering about their location [4]. Blockchain also
help in making sharing-based payment system in agricultural sector, where producer
and consumer can share payment information related to the crops which simplify
payment system. [5].

There is more use of cryptographic functions; here, users mainly use public and
private keys to sign digitally and do transactions securely within the system [6]. The
industry which would like to implement blockchain technology needs to understand
fundamental aspects of the implementation mechanism of the blockchain network.
It does not require a higher level of software abstraction to modify the working of
data.

One of the most significant issues in blockchain networks is validating how users
or participants agree that the transaction performed on the network is valid. There are
many models available for validation transactions with advantages and disadvantages
based on the type of business.

1.2 Category of Blockchain

1.2.1 Permissionless

It is a blockchain network implemented using a decentralized ledger platform that is
open for everyone to publish their blocks without permission from any authority. It
usually is open-source software that is available for anyone to download freely.
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Here, malicious users can also attempt to publish blocks to alter the code of the
system. This network often uses a multipart agreement which requires the users to
expend or maintain the resources when it tries to publish blocks to avoid this type of
activity.

1.2.2 Permissioned

Itis a type of blockchain network where some authority (centralized or decentralized)
verifies the block, which is published by the user. It allows only authorized users to
enter or maintain the network; it allows us to put specific restrictions on reading
access and make transactions.

Each user has its own identity, which maintains the level of trust with each other
as they all are authorized users to publish the blocks; if any misbehavior observer, it
will be revoked later on. Consensus models usually faster and require spending less
amount on commutation in case of a permission blockchain network.

2 Literature Review

It is helpful to change the face of the digital transaction the way money transfer
from one person to another for the business transaction by omitting the third party; it
allows us to make the system efficient [6]. It is also helpful in designing a system for
procurement, distribution, handling, and procession materials for the halal supply
[7]. It can help for securing medical data and understand medical treatment with
Hadoop combining blockchain [8]. Nowadays, various social media frameworks
are available; so to securely post messages on social media, blockchain plays an
important role [9]. It is helpful to reduce the overall energy consumption required to
flood data over the Internet. It can create an alternative payment system for survival
of many country [10]. Now, it is a time of automation various IOT-based system
is developed using blockchain technology [11]. Blockchain system functions as a
proof-of-concept prototype, showing the feasibility of applying blockchain in smart
homes with IoT functionalities [12]. Blockchain is also used to provide vaccination
status where proof of concept is used [13]. Figure 1 shows the various application
and working of blockchain ecosystem.

3 Blockchain Components

Itlooks complex, but it is prepared in a simple way by observing all the components of
the blockchain network individually. In this section, few components of blockchain
are explained.
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Fig. 1 Summary of blockchain ecosystem [13]

3.1 Cryptographic Hash Functions

One of the most critical components of this technology is the cryptographic hash
function used to perform many operations. It uses the method of the hash function,
which applies to data to generate unique output like message digest, which is an
input of any size like text or image. Even change in the tiny bit creates a different
message digest. It generates three types of data:

e They are preimage resistant.
e They are second preimage resistant.
e They are collision resistant.

3.2 Transactions

It represents communication between two users. In cryptocurrencies, it is known
as the transfer of bitcoin-like currency between two blockchain network users. In
the case of business-related transactions, it could be a way of recording activities
occurring on digital or physical assets. Every block contains zero or one transaction.

Each blockchain network has its type of data, so when data contain some
transaction-related information, it depends on the type of blockchain implementation.
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3.3 Asymmetric-Key Cryptography

In this technology, public-key cryptography is also popular as an asymmetric-key
algorithm used. It uses a pair of public and private keys, which are related to each
other. Each user has a public key for encryption and decryption. A private key is a
valid approach to protect data [13].

It is difficult to identify the private key even though both the critical public and
private are related. The private key is utilized here for encryption, and decryption
is happening with the help of a public key. It provides trust between two unknown
parties by providing integrity and authenticity of transactions by keeping transactions
public. It proves that authenticate user has sent data.

3.4 Ledgers

It is helpful to keep history and track of the exchange of goods and services, and
it is usually a collection of transactions recorded on the blockchain network. It is
recorded digitally more often in an extensive database operated and owned by a
centralized authority. It is implemented in a distributed manner with one server’s
help or distributed over a cluster of servers [14].

It is more in demand to have distributed ledger ownership. Blockchain networks
provide both the type of facilities like distributed physical architecture and owner-
ship. It usually contains many computers when distributed ownership is created
to compare with centrally managed architecture. Interest increases just because of
various features like trust, security, and reliability provided in distributed ledgers
containing central ownership.

3.5 Blocks

In this type of network, users submit transactions using software like desktop appli-
cations or other related software. It sends this type of transaction to the nodes in the
blockchain network. This node is of two types publishing or non-publishing.

Once added by the publishing node, the block typically contains a block header
and block data. A block header usually contains data about the data or metadata for
a particular block.
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3.6 Chaining Blocks

Block forms a chained block by connecting where each block contains the hash
digest of the previous block’s header. If the header of the previous block changed
hash and gets changed in the next block, this results in a change of hash in all the
blocks followed by the first block. This feature provides an easy way to detect and
reject altered blocks. Next section discusses about the network block of a nodes and
implementation mechanism.

4 Article Taxonomy and Fork-Based Blockchain Network

In this article, taxonomy of blockchain technology and its application are covered.
The article focusses on literature review of blockchain type, various types of
blockchain implementation, smart contracts, component of blockchain, and advan-
tages and application of blockchain with future work. Section 1 deals about intro-
duction of article followed by Sect. 3 which covers about the blockchain compo-
nents used to create blockchain network. In Sect. 4, comparative analysis is made
based on previous study, and Sect. 5 gives introduction about smart contract made
using blockchain. Section 6 discusses about limitations, Sect. 7 discusses various
applications of blockchain, and Sect. 8 summarizes the future work of blockchain
technologies.

The use of blockchain technology is divided into multiple categories like
consensus techniques, smart contracts, the IoT, healthcare, business, and various
platforms that are related to blockchain. It is also had intersections between different
area as shown in Venn diagram of Fig. 2 in which summary of articles related to
platform and application is given. There are many review papers published related
to IOT, business, and healthcare-related area. There are few papers that also cover
interdiscipline application like IOT and business. Figure 2 also summarizes security,
threats, and privacy in IOT (Internet of things).

Table 1 gives implementation of blockchain network for various business.

The following section discusses about types of blockchain implementation. There
are two types of forks to implement blockchain network.

4.1 Soft Forks

Itis a particular type of implementation of a blockchain network, capable of creating a
backward-compatible network. Here, the node which is not updated can also commu-
nicate with the updated node. If the node does not require to be updated, then rules
of updation will not be followed.
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Table 1 Implementation of blockchain for business
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Reducing the size of a block from 1 MB to 0.5 MB in Blockchain is an example of

a fictional soft fork. The block which is updated adjusts their block size and continues
their transaction operation in normal mode. The nodes which do not update can see
the status of this block as valid as the change made is not violating the rules. If the
new node size will be greater than 0.5 MB, then the updated node gets rejected and

considered an invalid node.
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4.2 Hard Forks

It is the type of blockchain network implementation that is not backward compatible.
Here, all publishing nodes require to switch to a specific block number at a given
point of time using an updated protocol. All the existing nodes require to update as
per the new protocol so that the newly formatted blocks do not have rejection. In the
new implementation, the node which is not updated cannot continue to transact as
they are designed to follow a specific version of the block and reject the block which
does not follow that version.

4.3 Cryptographic Changes and Forks

In use of cryptographic technologies in a blockchain network, it is advisable to use
the hard fork to implement the network depending on the type of flaw; if a flaw
exists between underlying algorithms, it requires having a robust algorithm for all
future clients [15]. The switching block must require locking all existing blocks into
SHA-256 (secure hash algorithm), and the all-new blocks will require to use a new
hashing algorithm. Blockchain network will select a cryptographic algorithm based
on its need from the available list of an algorithm.

Now in the next section, discussion about the smart contract of the blockchain
network is made.

5 Smart Contracts

Itis aterm defined by Nick Szabo in 1994 to specify the transaction which is executed
with the help of computers. Smart contracts are helpful for a specific purpose like
to satisfy contractual conditions, for example, payment terms and to minimize both
types of exception that occurs accidentally or by a malicious user and reduce the
need for trusted intermediates.

It enhances the power of blockchain technology. It collects code and data deployed
on the blockchain network, and all the transactions signed cryptographically, e.g.,
Ethereum’s smart contracts, Hyperledger.

When nodes on the blockchain network execute the smart contract, they will
get the same result, and the result will be stored on the blockchain network. In a
blockchain network, the transaction which users perform sends data using the public
function of intelligent contract [16].
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6 Limitation of Blockchain

In the previous section, features of blockchain were discussed. Now in this section,
various limitations of blockchain network implementation are discussed.

6.1 Immutability

There are rumors that blockchain ledgers are not changeable, but they are not entirely
accurate. As blockchain ledgers are tamper-evident and tamper-resistant, they are
helpful for financial transactions. There is a possibility of changing the Blockchain
in a specific case, so it is not considered entirely immutable. There is a specific
condition in which it violates the condition of immutability [17].

6.2 User Involvement in Blockchain

Blockchain network follows specific rules, practices, and processes through which
it gets direction and control. There are rumors that no one controls the blockchain
network, and no one has ownership of it, but it is not entirely accurate. When permis-
sion blockchain networks are implemented, they are typically set up and run by some
owner who governs the network. In the permission less blockchain network, there are
many users, publishing nodes, and software developers who control the blockchain
network. Here, each group of developers have the right to control the network, which
will give the direction to the blockchain network.

6.3 Network-Based Attack

In a blockchain network when transactions are done, they are all immutable and
secure that cannot be changed, but it is partially true because it happens only when
the transaction gets published or included in the publishing block. Those transactions
available on blockchain networks but not included in publishing blocks are still
vulnerable to various attacks.

Blockchain networks and their applications are not safe from malicious users who
perform network scanning operations to discover vulnerabilities. A new blockchain
network also contains some vulnerabilities and weaknesses discovered and attacked
by this malicious user.
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6.4 Malicious Users

In permissionless blockchain networks, users are not allowed to execute their code
on the blockchain network as it is not possible to do one-to-one mapping of the users
of the different blockchain networks.

e [tignores transactions from specific types of nodes or even of the country.

They will create the most prolonged change to confuse users to migrate on a
longer chain, which will result from most of the work done on the existing chain.

e [talsorefuses to transmit blocks to the other nodes, which disrupts the distribution
of information and creates an issue of shortage of information.

6.5 No Trust

There is a belief that there is no trusted third party available in blockchain network;
usually, blockchain networks are trustless, but it is not the case with all type of
blockchain network [17].

In a permissionless blockchain network, there is no trusted party certifying the
transaction, but there is still a requirement to implement some mechanism to trust
the network, especially when the network is permissionless.

6.6 Resource Usage

Blockchain technology is nowadays implemented worldwide, and all transactions
are also verified; it is also synchronized among multiple users. Many nodes on a
blockchain network require more time to process the transaction that consumes much
electricity [18].

6.7 Identity and Infrastructure of Public Key

Blockchain technology comes with critical public infrastructure; it does not mean
it supports the concept of identity. In this type of network, there is no one-to-one
relationship existing between private critical pairs for users; usually, the user has
multiple private keys, and also, there is a relationship between blockchain address
and public keys; here, multiple addresses are derived from a single public key [19].
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7 Application of Blockchain

Blockchain technology is new, so it is difficult for business entities to decide how
to use it efficiently. They have a fear of losing data which creates frustration to
implement it universally. Blockchain technology usually is suitable for the following
types of applications [20].

Application which include a large number of participants

Application having participants in a distributed manner

Application requiring less use of trusted third party

When there is a requirement of transfer of information between two parties
Application like the digital land record, digital property identification
Application requiring decentralized naming service

Application requiring cryptography-based security.

8 Conclusion

In this article, introduction of blockchain, its component, and various types of
blockchain implementation are covered. This article also covered the previous works
done in the field of blockchain network. It also covers various advantages and limi-
tations of blockchain as there is much application of blockchain. User can create a
network using Blockchain as per their application and need; as discussed, it has many
advantages. It is applicable in almost all fields for distributed, reliable and secure
transactions of data or money. In the future, blockchain network can be explored to
be used for the medical field using deep learning. It can also be useful for the current
COVID situation to track total amount of person vaccinated.
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Hybrid Statistical ®)
and Deterministic-Based Pedestrian oo
Tracking Algorithm for Location-Based

IoT Applications

J. P. D. Manoj Sithara and M. W. P. Maduranga

Abstract Location-based services are considered one of the primary applications in
the Internet of Things (IoT), where the geographical location of a moving object is
involved. This paper presents an improved statistical-deterministic algorithm using
information received from cellular base stations in a non-line-of-sight (NLOS) envi-
ronment. This approach can also be utilized in an indoor positioning system. This
novel algorithm is developed as a hybrid model using deterministic modeling for
real-time dynamic and statistical techniques. Signals receiving at the cellular base
stations from the user’s mobile phone are used to estimate the coordinates of a pedes-
trian. Simulations were conducted in both 2D and 3D environments. Meanwhile, the
algorithm was tested to understand the impact of the number of base stations in the
cellular network, using the error probability of the coordinates triangulation.

Keywords Pedestrian tracking algorithms - IoT + Outdoor localization

1 Introduction

Recent advances in IoT development enable state-of-the-art location-based services
in smart cities. Pedestrian tracking could consider as one of the exciting and essen-
tial applications. Moreover, advancements in dynamic mobile localization technolo-
gies have constantly been exploited by the militaries, smart cities as mainstream
vehicle and pedestrian tracking applications. With the advent of smartphone tech-
nology, positioning methods based on cellular networks in pedestrian tracking have
rapidly evolved. Yet, cellular network-based pedestrian tracking still faces major
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accuracy issues due to multipath and non-line-of-sight (NLOS) errors. These factors,
coupled with the limited number of cellular base stations, create reliability issues.
In urban contexts, the severity of NLOS is exacerbated because high-rise buildings
and structures obstruct signal propagation. These impediments subject the signal
to reflections and refractions, preventing the signal from flowing directly from the
base station to the mobile devices. In NLOS conditions, the more dependable Global
Positioning System (GPS) suffers from these signal propagation aberrations as well.
Most cutting-edge solutions for solving this problem [1-3] are based on the assump-
tion that mobile devices have inertial sensors, gyroscopes, or pedometers. However,
size and cost limits prevent inertial sensors from being used in most mobile devices,
limiting their practical application. A GPS tracking unit is generally carried by a
moving vehicle or person who uses the global positioning system to determine and
track its precise location using only four satellites. Nevertheless, the system’s accu-
racy will vary considerably at certain conditions [4, 5]. Therefore, properties of
the non-line-of-sight (NLOS) cellular environment have been heavily investigated to
develop algorithms for pedestrian tracking proposed [3-9]. Those statistical methods
explain in works of literature [6, 7], are have been improving accuracy than standard
GPS systems, and can reduce the cost of mobile equipment’s [1, 2] to add sensors
to pedestrian tracking. But, if we reduce the fact of the statistical interface to using
actual human walking base half deterministic and the half statistical way, we can
obtain an astonishing degree of accuracy to pedestrian tracking in (NLOS) cellular
environment and reduce the computational complexity of algorithms. Here, all the
relevant literature in Refs. [6, 7, 10] propose statistical interfacing of developing
algorithms. Moreover, works are existing on possible pedestrian tracking in indoor
environments using received signal strength (RSS) and machine learning [9, 11, 12].

The recent work available related to this algorithm [6] has few limitations. In
their algorithm [6], it is required to provide the initial coordination of the pedestrian
to perform the algorithm. The environment has been considered as without real
obstacles such as buildings, trees, and vehicles. Further, the number of base stations
used for simulation is restricted to a fixed value, where the impact of the number of
the base station on the algorithm’s accuracy is not investigated. Also, the simulation
scenario is limited to the 2D environment [13-16].

In existing algorithms, it considers the entire statistical approach for pedestrian
tracking. However, these methods are unable to identify the deterministic component
of the scenario. Moreover, these algorithms only consider the path of walking as the
only object in the scenario, and other obstacles such as buildings and trees are not
considered. Due to the reasons mentioned above, existing algorithms for pedestrian
tracking are not realistic in real scenarios. For example, if pedestrians walk through
indoor environments such as buildings and other open areas which did not have proper
roads. In this paper, we propose a scheme to improve the accuracy of pedestrian
position fine-tuning and predict the location in the 3D environment. This algorithm
will be applicable for all pedestrian tracking scenarios with no predefined map,
including unknown territory, buildings, parks, etc. Our strategy consists of three
techniques. In the first, we propose using weighted prior position estimates instead
of using row preliminary position estimates during the fine-tuning process in the
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scheme in Ref. [5]. This weighting reduces the impact of irrelevant past information.
Second, we propose repeating the fine-tuning iteratively, with the previously fine-
tuned location serving as the input to the current iteration. As a result, the final
estimate is intended to converge to a position with the least amount of inaccuracy.
Finally, we present a barrier-based mapping approach that minimizes error even
further by approximating final estimates to a preset set of correct places. The rest
of the paper is organized as follows. Section 2 discusses the existing low-complex
position fine-tuning scheme in Ref. [6], which is the basis of our work. In Sect. 3, we
introduce the proposed three techniques for estimated position fine-tuning followed
by simulation results in Sect. 4 to verify the accuracy improvement by the proposed
scheme under different conditions. Finally, Sect. 5 concludes the overall performance
of the algorithm.

2 System Model

An approach on statistical and deterministic is taken place to track accurate potions
of a mobile pedestrian in an (NLOS) environment. We improve the mathematical
model given in [6]. As per Fig. 1, the last two steps for three different displacements
in a direction x* (i.e., (j — 2, j — 1, j) point in space to x, y, z-directions to (u: 1,
2, 3). Hence, derive the discreet velocity component and the discreet v;‘_l, v? and

acceleration a;.L )

A n
po X T X AXGy )
Vj—1 = 7 T AL M
L~ (-1j-2)
w w n
X —x\ Ax .
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Fig.1 Actual human walking with different time cuts
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According to the previous session, the discreet version of Newton’s equation for
displacement in direction can quantify the below [17].

n B n 2
AXG joay) = Vi Al -2 + 1/2aG_) AL ;o) (4)

3 Proposed Improvements

3.1 Standard Error Realization for Base Stations

From the above model, to extend the proposed error localization of base stations
into several dimensions, explain intenser x*. Therefore, demand the statistical error
optimization relative to n number of base stations for . dimensions within R* the

radius to the actual pedestrian position x{y,, ;_, at the time 7;_,. Therefore, it can be a

demand error with i base station and has the relation of ) M (xl-’f jo2 x,’jue! j,z)z <

Riz. Consequently, it can compute the average value of the square sum as shown in
Eq. 5.

n 1% M 2
Zi:l Zu, (xi,j—2 - xtrue,j—Z)

n

<R &)

By using terms standard divination terms o* in each dimension as equation shown
below for time-invariant standard deviation of R, the fact can be used as oj’.iz =oH
That, generalize the errors will only depend on directions, not by time accounting
to the above factors present following equation to base station error of estimation
>, (0" < R

To reduce the statistical interface of the algorithm to a half statistics and half deter-
ministic model, we have to introduce an entirely new statistical interface compared
to the statistical method proposed in papers [6, 7]. Here the nature of the equa-
tion completely changes to statistical into deterministic manner because of any
average weighting to find velocity and acceleration components and not need any
average weighting because we can measure actual components of velocities as real
human walk. We avoided those statistical weighting methods to actual walking, a
massive improvement to predicted locations, and reduced the algorithm’s computa-
tional complexity. Here, the modified equation set compares to the proposed equation
in Refs. [6, 7]. Thus, using the weighted average of pre-estimate to the average pedes-
trian position relative to base stations at the time #;_; is a different method mentioned
in the literature [6, 7]. Hence that propose, the equation shows below.
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Fig. 2 Actual path and predicted path

m
Xpre,j

_ yH 1
= Xogr,j—2 T AX(; ;s (6)
By modifying the estimated average tensor, X/, j—o relative to the n number of
base stations as compared to literature mentioned in [6, 7] at the time #;_, can have
X Zﬁ’( iy = Y X l" (j—2 /1. Typical base station localization and actual path of
pedestrian walking are shown in Fig. 2. Furthermore, the line shows the true path,
and the dotted indicates the position of localized position of a pedestrian using data
of base stations.
Then the weighted average of base station localization can be computed using the
following tensor in Eq. 7 [18].

- W Xio 2+ WaXfoe o
Xest,j—2 =
Wi+ W,

)

If W, and W, are predefined weighted values, then X%, . , is a placed value

est, j
between X, ; , and X/ where W; and W, can be obtained via trial and

fine,j—2°
error for the best-optimized point.

Here X ?ine j—2 is the fine-tune value of the algorithm at the time #; _,. However,
propose equation tensor X Zre’ ; gives the infinity advance equation to the predicted
pedestrian position than in [6, 7]. Thus, W;, W, equations are weighting at can be
selected by trial and error.

Figure 3 shows that the weighted average can be close to the actual pedestrian path
for some tune value Wy, W,. From that predicted estimate value in the literature’s [0,

m

7] less efficient than the newly proposed method in a weighted average of X j2
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Fig. 3 Geometric view of
localization

true path

Computing the predicted value at j time as we add deterministic part of human
walking to the X[ ; . ore.j
and fine-tune at the time X' Fine, j— and thus build up a relationship using a weighted
average method W, < Wj [18]. The final fine-tune value X’; at the time #; can

be proposed by the following equation.

We can develop the relation between predicted position X
fine,j

XM _ W Xpre] + W4Xfme j—2

= 8
fine,j W3 + W4 ( )

Figure 4 shows the final geometric representation of the component of coordina-
tion suggested by the algorithm.

Fig. 4 Final view of
localization
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3.2 Standard Time Realization for Fine-Tuning the Value

In conclusion, the final error of fine-tune value of the time point j is the error of
the actual path value of the pedestrian. Therefore, we introduce error at the time for
mutually orthogonal dimensions, as shown below.

(€))

n N 2
_ Zu (xtrue,j - xtrue,j)
€;j = 3

4 Simulation of Algorithm

The localized distance was kept during the simulations and assumed that the
walking pattern is average [6, 7]. During testing, it was observed that the
following weighting is appropriate for more accurate algorithm simulations.
{W, =40, W, =60, W3 = 60, Wy = 40}.

The simulation area was restricted to size 350 x 450 m?. The distances between
two steps human walk are assumed as the maximum and minimum values as,
Liax = 0.64mand L;, = 0.26 m. Simulations were done using MATLAB 2018.
Figure 5 shows the simulation of the algorithm in a 2D environment where x- and

400 tae . .
e . .'.'-"t(' 05 M
-

350

300 -

250 -

>~ 200F

100~

Fig. 5 2D simulation for 100 m localized radius
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Fig. 6 3D simulation for 100 m localized radius

y-coordinates are considered, where scattered dots in black are the triangulated coor-
dinates received from base stations. Blue color dots represent the predicted coordi-
nates given by the algorithm—meanwhile, the actual path representing in red color
in the figure. Figure 6 shows the simulation results in a 3D environment, where the
algorithm predicts the walking pedestrian’s x-, y-, and z-coordinates. The represen-
tation of colors of the graph is the same as Fig. 5. However, in 3D environments, it
is not convenient to show the actual path simulation environment due to the natural
3D view.

Furthermore, simulations were conducted to study the relationship between the
number of the base station and the algorithm’s accuracy. We assumed that the number
base station and error probability of triangulating coordinates are inversely propor-
tional. With that assumption, we account for binomial distribution for a localized
distance of error. The binomial distribution is assumed so that one try of the base-
stations network has the same distance of /2 meter error from actual path for 100%
error probability. Therefore, we assumed the number of trials from base stations has
total tries the same as the rounded number for a distance of localized radius. Thus
with 100%, error probability gives base triangulation coordinate of a point on local-
ized radius and error probability < 100%, indicating coordinate in points on the area
of localized radius. When localized distances are increased, the error of the predicted
coordinates gives a linear relationship, as shown in Fig. 7.

Moreover, when the error probability, P, increases with the localized radius, the
prediction error will increase. This occurs due to the reduction of accuracy of the
triangulation. Figure 7 shows the error of predicted coordination against the localized
radius of the mobile base station.
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Fig. 7 Error versus
localized radius distance

5 Conclusions

Error[m]
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In this work, we proposed a novel algorithm to predict the location of a moving
pedestrian. Our algorithm is based on using deterministic dynamics and statistical
optimization for mobile base station triangulation. In this algorithm, we have been
modeled statements to predict the geographical location of a moving human in a
real-time environment. The proposed algorithm was simulated different conditions
in 2D and 3D environments. Where it has used best fine-tune values of weightings
via trial and error. Also, simulated the impact of the number of base stations against
the accuracy of the algorithm. When the number of base stations is increased, the
accuracy of the algorithm is increased significantly.
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Abstract The transmission of safety-related signals is crucial for effectively imple-
menting applications in vehicle ad hoc networks (VANET). A body MAC technique
is offered for high-density applications. The feature enables cars to converse with
someone in a side impact manner prior to data transfer. Through the body mecha-
nism, the cars generate a logistic queue, and the queue might reach the stream once
its length reaches a particular threshold. When the buffer consumes the bandwidth,
cars in the lineup will receive it using time-division multiple access (TDMA). A
buffer shall compete for channel allocation on interests of all locations in the line,
significantly minimising conflict from a single node. The space a queued selects
to contact the stream is decided by the arrival rate of the associated procedure, as
opposed to fully random access. Because other waits have been in the soul method in
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this case, a queue that completes their self-sorting process first can avoid collisions.
The performance of the proposed protocol is compared to that of another common
spectrum sensing in vehicular ad hoc networks (VANET). The results of the study and
modelling in expressway and metropolis environments demonstrated that the new
methodology can significantly decrease bandwidth usage and latency, especially in
congested areas.

Keywords Vehicular ad hoc networks medium access control + Time-division
multiple access + Sensing * Network performance

1 Introduction

The mobile ad hoc infrastructure would be a conscientious platform that intends to
optimise transit quality and reliability by delivering a variety of security applications
using vehicle-to-vehicle (V2V) and vehicle-to-infrastructure (V2I) interactions. The
primary reason for implementing vehicular communications is the safety component,
which relies also on sending of wall posts providing acceleration, situation and so on.
To avoid collisions, automobiles send status notifications per 100 ms. The spectrum
sensing transmission signals are often used to find automobiles in an accident hazard
or particular issue, as well as to deliver alarms when a collision or unexpected brake
is detected [1-3].

In high-density environments, the fundamental problem in VANET is circuit
obstruction in the MAC layer. There are many devices transmitting status signals
in the routing path, causing major bandwidth consumption and increasing the time
delay. A suitable maximum delay demand for time-critical routing protocols is
100 m/s. This one has been mandated that the packet delivery ratio (PDR) not be less
than 90%. A proof-of-concept study reveals the areas of rising frequency on delays
and PDR.

Concerns of intrusion detection were already widely investigated; therefore,
numerous MAC protocols are already developed to assess VANET effectiveness.
Because survival signals are predominantly transmitted, no response signal is sent
after successful authentication. As a result, the sender is unable to modify the
contention window because it is oblivious from any bandwidth utilisation. The
authors describe a technique for dynamic available bandwidth and packet size adap-
tion based on projected local road capacity and impact rates. The authors study the
potential of carrier sense multiple access (CSMA)-based transmission channels in
VANET using stochastic geometry methods. The theoretical effectiveness of such
distributed coordination function (DCF) network layer in IEEE 802.11p, that is pred-
icated on CSMA, is examined, and a retransmission approach is proposed to improve
system reliability. However, more research finds that the restoration strategy is only
effective in low-density scenarios and is not ideal for large density circumstances
since the extra restoration accumulate by a faulty transport worsen full loaded.
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2 Related Works

To improve VANET speed, a slew of constellation strategies have been developed.
In a constellation architecture, the presumption MAC inside a group and the central
argument IEEE 802.11 MAC among pattern automobiles are used. Every automobile
has two antennas that operate on scientific organisations. The scientists propose a
distributed multichannel and mobility-aware cluster-based MAC (DMMAC) system
which allows automobiles to send status updates to the base station each 100 ms.
As a compensation to assure connectivity among all parties present, the coverage
area is lowered, which reduces the functionality of security applications. It includes
a nomenclature and statistical comparison of the existent constellation techniques in
VANET, as well as an explanation of the grouping situation’s fundamental compo-
nents [4—6]. The majority of constellation techniques try to keep the cluster structure
intact over a long period of time by employing complicated control mechanisms,
where performance may be affected by vehicle motion.

¢ The massive unstructured random access is organised by the self-sorting method.
Unlike CSMA-based methods, workstations in almost the same queue can
compete for communication links overall, reducing problems induced by huge
memory controller.

e When compared to previous slotted approaches, the proposed MAC protocol lacks
tight and universal synchronisation, as well as a set frame structure. Nodes that
successfully build a queue during the conscience operation have had the ability
to manage the route and send TDMA datagrams directly [7, 8].

e In contradiction to the stacked approaches previously outlined, awareness of the
capacity constraints is not required from each frame. As a result, the self-sorting
MAC protocol does not require the frequent transfer of slot allocation signals to
sustain the time-based, implying that the inefficiency in the proposed protocol is
significantly lower [9, 10]. Because the medium access encryption time is substan-
tially smaller than the forecasting demand arrival rate, the control messages were
split from both the digital signatures and the spatial precision is great.

® An access procedure of the proposed protocol is flexible. In substring cycles,
vertices really aren’t required to stay in almost the same position that may result
in accidents due to vehicular movement. And after time transfer, the buffer is
no longer existent within proposed protocol, and a current self-mechanism is
launched when another station receives transmitted data to broadcast. The proce-
dure is irrespective of its earlier propagation, exhibiting its movement resistance
[11-13].

The soul-based sorting algorithm for cars with packets to send consists of three
stages: consciousness, lane reserving and file transfer. There is no tight and universal
synchronisation in the proposed protocol, nor is there a defined three-phase structure
[14]. The transition from one phase to the next is all prompted by a unique situation.
For example, if ranked matches duration reaches to create steam within standard
parts, the line can rapidly begin stream allocation [15], and if the line properly fills
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the network, users in the line will transmit the input signals in the sequence of entering
on list. There is no need to preserve the architecture because the line will indeed be
dynamically terminated [16, 17] as soon as the last member completes transmitting
data.

A. Unique Sorting

Automobiles with a quasi-barrier seek to take part into and launch a peer procedure.
When a queue is recognised while soul, the automobile can fight to enter it. Otherwise,
the automobile may trigger an identity process and be a transient head [18-20] of
queue (QH), also with potential to become a permanent QH.

B. Channel Reservation [21, 22]

If ranked matches time exceeds its minimum ¢, then bandwidth booking process starts
immediately. In such cases, the channel reserve scheme is needed to limit clashes
induced by hidden ports: when they are quenched inside the somebody else’s channel
access range complete the soul method simultaneously time frame and start wireless
communication quickly; otherwise, datagram in image gradient might collide in the
optical layer.

C. Transmission of Information

When the QH transmits the third allocation notification note, the data transmission
will begin. First, the QH shall directly transfer bundle that includes relevant details as
well as the buffer node order. This is used to alert queue networks [23—-25] that didn’t
receive the Arp request during the soul procedure. All stations in the stack transmit its
wireless signals progressively from its head to tail in TDMA. Each channel is again
reopened, and stations with packets to deliver start a new peer technique and rerun
the previous procedure. Unlike established notched mobility models [26, 27], just
participant for collision avoidance is conveyed even during communication session,
and thus no additional amount static routes, like the redistribution knowledge of each
hole in the aforementioned adventure and TDMA-based protocols, will be included
in the packets.

3 Proposed Methodology

A dynamic multimedia and movement constellation MAC (DMMAC) feature
supports automobiles to deliver revised event logs to a network per 100 ms. As
a concession to assure interaction among parties present, the coverage area is
lowered, which reduces the effectiveness of collision avoidance. The main challenge
in VANET in high-density environments is circuit bottleneck in the application layer.
Many devices emit status signals in the transmission range, producing severe packet
collisions and increasing time delay (Table 1).

Figure 1 depicts the edges and vectors of city blocks in a sample infrastructure.
The edges are considered as destination spots and the vehicles travel based on the
requested targets as per the data communication protocol standards.
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Table 1 Value of parameters

of simulation Parameter Value
Frequency (f) 0.1-0.4 automobiles/m
Velocity in highway 80-120 km/h
Velocity in city 50-60 km/h
Highway length 1 km
City street length 1 km
Width of junction area 100 m
Packet dimensions 200 Bytes
The frequency range 24 Mbps

The range of data transmission (R) 300 m

Transmission range with self-sorting | 100 m

(R

Slot (o) 10 us
Contention window size (W) 10
Arrival rate of packets (1) 10 pkts/s
The likelihood of becoming a QH 0.5

(P1)

Length of queue (¢) 5
Maximum attempt number (1) 40

Fig. 1 Scenario based on =g —“— ¢
city blocks [28] I |
) — f h res t
r - 5
> rk -0
\ >, S -0

The proposed architecture is shown in Fig. 2 the working flow of MAC-based
sorting. The first step is to sense the data, and the second the trajectory location
is assessed with safety state. The effective control is given from the manipulation
assistant based on MAC protocol.
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Fig. 2 Artefacts architecture of proposed system

4 Analytical Model

A. Model of the System

They compare the results of the designed MAC protocol to that of existing slotted
topologies of mean latency and PDR, as well as its superiority in overhead.

B. Queuing Success Probability

Throughout this part, we will design a Markov chain to determine the probability
of successfully establishing a buffer. The self-sorting technique employs a restricted
transmission range Rl to eliminate neighbouring buffer duplication, and the carrier
frequency of the proclamation packet is 2RI. If a required to transmit a passenger,
it will briefly get to be a QH with the likelihood of P1 by delivering three brief QH
designation signals in the region [2R1, 2RI].

C. Service Possibility

Throughout this section, researchers measure the total gallery wall for transmitting
that a network can acquire after the autonomy and lane allocation operations. If anode
is in a buffer that has properly constructed a buffer of length t, this can send datagrams
during the transmitted data. Instead, it will have to contend also for offering chance
in later stages.
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D. Implementation Overhead

The operational complexity of the personality protocol proposed in this study is
analysed and compared to the conventional stacked leach protocol: TDMA-based
and ALOHA-based procedures that are most significant. To ensure the impartiality
and objectivity of the analysis, these following principles have been developed:

i.  This provides good are the identical, except perhaps the technical cost defined
by various protocols.

ii  Tocompare the overhead performance of various protocols, we devised a statistic
known as implementation efficiency (IE). The IE is calculated by dividing the
quantity of a packet’s payload by an overall number of bits necessary to deliver
the transmission.

5 Performance Evaluation

We perform a number of analyses and simulations to assess the proposed protocol in
latency and PDR, and the results are reported in this section. The models make use
of freeway and urban environments. The results of the system protocol are examined
using various parameter values.

The freeway category is based on a one-way freeway segment at vehicle speeds
ranging from 80 to 120 km/h, which again is standard for highways. The city scenario
consists of a simple street, a perpendicular street, and four squares. The intersection
of two roads is referred to as a junction area. Vehicles approaching the intersection
will have an equal opportunity to choose any of the possible directions. Vehicles at
the intersection [29] can interact with automobiles on both highways that are within
transmission range. Due to the presence of cities, a vehicle that is not in the detection
zone can only communicate with automobiles on the very same street and are within
coverage area.

Nevertheless, the proposed protocol’s performance will degrade in hyper environ-
ments. Collisions become more dangerous as a result of this during the peer process
in hyper-conditions. Furthermore, if a line effectively fills the route, the computa-
tion time in the line capable of transmitting information packets stays unchanged,
whether in moderate or medium-density scenarios, suggesting therefore routers will
take more time to secure a position in a queue. As a result, our suggested protocol’s
condition increases at first and then deteriorates with density. Despite its packet
loss in severely congested environments, the ego protocol outperforms other MAC
approaches in VANET.

Evaluate the results of the ego approach on highways and in cities. At the same
vehicle density, the efficiency of the control signals in the interstate situation outper-
forms the efficiency in providing a clear direction. Because of city block barrier,
cars not positioned at the fusion zone could not get route occupied notifications from
several other routes in a city environment. If two lines are on opposing sides of a
street and are both within transmission range of an automobile in the edge switch,
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transmissions from such two queues will clash if they broadcast at almost the same
time. Crashes have a negative effect on productivity in a city setting. Nevertheless,
in both cases, the suggested methodology exceeds the competition. Figure 3 depicts
the end-to-end delay, and Fig. 4 implicates the efficient packet delivery ratio with
respect to proposed system.

0.6 ¢

0.5

0.4 +

034 100 Sec

L
634 2005Sec

end to end delay

0.1 -

0 T — I ' I ! ! !
Existing Approach Proposed MAC approach

Number of nodes{25)

Fig. 3 End-to-end delay

0.8 4
0.7 1

06 Number of
nodes(25)

0.5 1

0.4+ B 100 Sec

0.3 1 ~
M 200 Sec

Packet delivery ratio

0.2

0.1

D T T T T T T
Existing MAC based

Approach
Time/Sec

Fig. 4 Packet delivery ratio



MAC-Based Secure Data Transmission in Vehicular Ad hoc Networks 47

6 Conclusion

Throughout this study, an innovative simulative MAC protocol is created that makes
use of elevated scenario characteristics to boost the effectiveness of elevated VANET,
as the primary challenge with VANET is meeting needs in dense circumstances.
Automobiles stand in line by ego in the manner of a "counting off", and indeed the
line that reaches the specified length is granted access to the content. To signifi-
cantly reduce communication conflicts, controlling signals for ego are intended to
be crash. The findings of the study and simulation evaluate the protocol’s achieve-
ment of latency and PDR. Furthermore, the latency is smaller than that of standard
stacked mobility models that have a specific format and necessitate assignment infor-
mation communication. The future efforts will be on customising the protocol to
various circumstances, such as more structural response minimisation and tolerance
for heterogeneous latency in cognitive radio networks.
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A Study on Challenges in Data Security m
During Data Transformation oo

K. Devaki and L. Leena Jenifer

Abstract Bigdata analytics has become an essential study due to its significant tech-
nological advancement in data storage, processing capability, analytics methods, and
its applications. Nowadays, handling massive data and securing valuable data from
loss and leakage have become a challenging task. Data is also stored and processed
as semi-structured and unstructured with high volume and velocity. High program-
ming overheads in coarse-grained nature of scientific workflow cause internal data
loss. Therefore, data security is implemented to safeguard the information during
data transformation. Data security helps in protecting customer data, which main-
tains privacy and prevents data loss. Unauthorized user access, abnormal operations,
leakage, inaccuracy, and loss during data transformation cause loss in internal infor-
mation, which leads to incomplete data dependencies and differentiation problems.
The need for data security supervision is necessary due to the increase in volume
and velocity of data. This paper reveals the study related to big data characteristics
and security challenges faced during data transformation.

Keywords Big data security  Data transformation - Data leakage - Anomaly
detection * Data accuracy

1 Introduction

Big data is a field that deals with methods for analyzing, methodically extracting
information from, or otherwise dealing with data volumes that are too large or
complicated for typical data-processing application software to handle. Data capture,
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storage, analysis, search, sharing, transfer, visualization, querying, updating, infor-
mation privacy, and data source are all issues in big data analysis. The ability to
show patterns, trends, and relationships, particularly those affecting individuals and
enterprises, is one of the most critical expectations from big data analytics, with the
purpose of guiding meaningful decisions [1]. The huge volume of data produced
by various fields such as engineering, social networking, health care, and business
is highly volatile. Several challenging problems like data storage, organization and
representation, processing and security prevail in big data technological field. Its char-
acteristics play a vital role in storage and manipulation process where the quality of
data has to be maintained by imposing security. Previously, the characterization of
big data insisted on 3Vs (volume, velocity, and variety), but now it is developed into
10Vs (additionally, veracity, validity, value, visualization, volatility, vulnerability,
and variability). Big data also deals with vast collections of datasets and tedious
processing issues during data transformations.

Organizations can use data transformation to change the structure and format of
raw data as needed. The process of modifying the format, structure, or values of data
is known as data transformation. The process of extracting solid, trustworthy data
from different sources is known as data transformation. This entails transforming
data from one structure (or none) to another in order to link it with a data warehouse
or other applications. It enables you to use modern business intelligence tools to
build useful performance reports and estimate future trends using the data. Data
transformation can be used in a variety of processes, including data integration, data
migration, data warehousing, and data wrangling. The unsolved problems in the
existing methodologies pose a significant impediment. The existing methodologies
in the fields of data security, health care, cloud computing, and IoT experience the
following as limitations, such as network jamming, tampering, unfairness, collisions,
misdirection, flooding, reprogram, overwhelm, during data transformation. In IoT
systems, wireless connections such as Bluetooth, Wi-Fi, and other server modules
are available for transferring measured data. For analytical purposes, data acquired
by IoT sensors can be embedded on any type of material. Data mining methods based
on neural network architectures have been developed that can analyze such readings
in a cloud architecture [2]. It is vital to preserve the accuracy of big data to avoid
data fabrication. The development in information processing methods resulted in
data security issues. Due to the expansion of information processing methods, some
of the big data analytics challenges are identified (i) Generation of duplicate data,
(i1) Lack of security focus in databases, (iii) Sharing of confidential information, (iv)
Lack of access control mechanism, (v) Challenges of data provenance, (vi) Dilemmas
of cryptographic algorithms, etc.

These challenges also create problems in decision-making strategies. To over-
come the difficulties in decision-making process, machine learning algorithms and
tangible queries are used to analyze the key elements in big data. Data is prone to
be modified and leaked by unauthorized users, and as a consequence, there may
be a loss in original data. The most difficult part of the transformation is to deter-
mine the quality and trustworthiness of data. The characteristics of big data (10Vs)
are associated with large-scale cloud infrastructures, where the traditional security
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mechanisms are not enough to handle corrupted data in complex distributed envi-
ronments. The main characteristics of big data are referred to as 10Vs—volume,
velocity, variety, veracity, value, visualization, volatility, validity, vulnerability, and
variability [3]. Huge volume of data storage and velocity of processing provides a
way to unauthorized user modifications. Uncertainty perspectives can be caused by
a multitude of factors, including veracity (the ability to measure truth), variability,
and variety. Data validity, variability, and volatility are the major issues identified
during interoperability challenges. Value and vulnerability issues lead to data leakage
and loss in data security. Data visualization and vulnerability can lead to accuracy
issues. Thus, the characterization of big data defines its impact on the challenges
of data security during storage, processing, transformation, and manipulation. Thus,
the 10Vs identified as big data dimensions contribute as the key factors that have an
impact on data security issues.

The challenges of big data security are discussed in Sect. 2. The research need is
highlighted in Sect. 3, whereas Sect. 4 outlines the proposed line of research, and
Sect. 5 states the conclusion and its direction for future work.

2 Challenges of Big Data Security

Big data consists of a large amount of personal identity information used by the
banking industry, IT companies, social media networks, health care, and other indus-
tries. Whenever a huge amount of information is generated, a proper balance between
the utility of the data and its privacy should be maintained. Data duplication and
anonymous data occupy a huge volume of storage space, which leads to stability
problems. Identification of vulnerabilities and risk assessments plays a crucial role
in the fields of big data security. Data provenance plays a vital role in validity,
authenticity, and integrity in reproducing the results consistently. Scientific work-
flow systems employ one of the approaches to establish provenance dependencies:
(1) they depend on workflow computations to declare dependency relationships at
runtime; (2) they execute implicit assumptions concerning dependency patterns from
where they are derived; (3) they assert no dependency information at all; or (4) they
infer dependency information automatically [4].

This study assesses data security issues such as uncertainty perspectives, unautho-
rized user modification, interoperability, data leakage, and data accuracy issues that
arise when storing and transforming data using provenance information. A discussion
of effective approaches for dealing with such challenges, as well as their limitation,
is also recommended by the study. Figure 1 represents a visual illustration about the
challenges of data security and the research problem identified.
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Fig. 1 Illustration of challenges in data security

2.1 Uncertainty Perspective

Uncertainty in big data can refer to “doubt” or “suspicion” or “dilemma” prevailing
in the data truthfulness. Something that lacks certainty and seems to be imperfect
during analysis may lead to uncertainty. The issues related to veracity, variety, and
variability may contribute to big data uncertainty perspectives. According to a survey
conducted in 2018, the challenges emerging from uncertainty issues are increasing
everyday because the amount of data produced each day is around 2.5 quintillion
bytes [5]. Social networks such as Google process beyond 40,000 searches every
second and Facebook account holders upload nearly 300 million snaps and share
nearly 51,000 comments every single day. Uncertainty accounts for inaccurate and
missing data due to noise and incompleteness [6]. Uncertainty has been noted as one
of the primary challenges identified by Wang et al. [7], which involve unknown or
imperfect information. The author focuses on the veracity characteristics to determine
the impacts based on uncertainty learning performance. Uncertainty problems can be
addressed using the following types, such as Shannon entropy, classification entropy,
fuzziness, non-specificity, and rough degree [6, 7]. Fuzziness-based semi-supervised
learning and ambiguity-based model tree (AMT) are two researches that have been
introduced to learn big data uncertainty, in addition to the above-mentioned types.
Uncertainty focuses on the veracity features which indicate nearly 80% of the data
remains missing during the transformation process, and they are possibly tackled
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using some of the above-mentioned techniques defined with mathematical definitions
[7].

Many distinct types of uncertainty exist in big data analytics, all of which can have
a negative impact on the effectiveness and accuracy of outcomes. The accuracy and
trustworthiness of analysis get affected if uncertainty prevails in data, due to oversight
in social sensing networks. Chao Huang et al. discussed solving the truth discovery
problem in social sensing applications using the Scalable Uncertainty-Aware Truth
Discovery (SUTD) scheme which is compared to state-of-the-art solutions as a result
of the evaluation. Real-world datasets gathered from Twitter in 2015 and used for
demonstration. True claims and undecided claims rubrics are used for evaluating
the truth table. It also addresses the problem related to big data variability issues
and provides a better suggestion for handling real-time datasets in social networks
[5]. Uncertainty can also be measured as (i) inaccurate or incomplete data and (ii)
ambiguous data. In social sensing, the uncertainty of reported records and their
scalability contribute to address veracity and variability problems [6]. Advanced
analytical techniques are used for predicting high precision course of action and
in decision-making strategies. Artificial intelligence techniques such as machine
learning (ML), natural language processing (NLP), and computational intelligence
(CD) [6, 7] are used to address various uncertainty issues as shown in Fig. 2.

The data obtained from wearable devices and social media [5, 6] leads to veracity
and a variety of data accumulation and data conflicts, which makes managing uncer-
tainty issues in health care a difficult task again. Uncertainty embedded in data
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Fig. 2 Classification of data uncertainty handling strategies
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processing has a major impact on learning performance and data stored on the web.
TRUTHFINDER algorithm was invented by Yin et al. [3] to find the true facts among
conflicting information. The TRUTHFINDER algorithm is used to solve the inter-
dependency between trustworthiness and identifying secure websites. The author
has used real datasets such as book authors and movie runtime to categorize the
conflicting information and true information stored on websites. TRUTHFINDER
solemnly addresses the veracity issues and contributes toward overcoming the uncer-
tainty challenges in data security. Sources are assumed to be independent in the SUTD
scheme and dependency exists when connected through social networks. Correla-
tions are not assumed between the claims [5]. The Internet of things (IoT) [8, 9]
uses a global positioning system, radio frequency identification technology, sensors,
and a variety of other devices to collect data. IoT technologies are used in a variety
of sectors, including environmental monitoring, recommendation systems, forest
protection, smart transportation, health care, and smart cities. Hyperspectral sensors
are used in the earth observation area to image specific regions utilizing hyperspectral
remote sensing technologies. Clustering [9] is a frequently utilized and well-studied
technique in unsupervised classification.

A huge amount of un-factual interpretations, fabrication of data, and spam are
noticed in social events, which cause a high risk of uncertainty. Strong social depen-
dency and rumor spreading in social events are high compared to physical event
sources. Complications in dynamic fluctuations of uncertainty information are not
well understood or justified. When the data sizes diverge, aggregation of multidi-
mensional uncertainty information fails. Using more comprehensive methodologies,
it is possible to improve natural language processing and text mining. More scalable
and accurate social sensing applications need to be developed to address big data
uncertainty issues. Thus, the information stored on web often provides conflicting,
duplicate, and doubtful information about the same product with different specifica-
tions. These cause veracity, variability, and variety issues, which lead to uncertainty
challenges.

2.2 Unauthorized User Modification

The term anomaly refers to the existence of an unusual data or abnormality. The
unusual or abnormal behaviors observed in the data streams are called anomaly
detection. Anomaly detection remains as one of the vast areas to be addressed in data
security challenges. Anomaly detection refers to the identification of unexpected
behavior patterns in data. Anomalies operations can be categorized as data fabrica-
tion, sensitive data deletion, and anonymous data insertion during data transforma-
tion, which leads to incomplete or inaccurate data dependency. Anomalies operations
are detected in the distributed and parallel processing systems. A computation prove-
nance system was developed to capture provenance data with MapReduce in Hadoop.
Provenance data [10] is a lineage or pedigree which describes the origin of data and
the process by which it arrived in its current state. The anomalies in tampered and
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forged data are recovered using a set of variants. Anomaly detection done using this
system remains limited to handling compromised computation or user data only [11].
Due to the large accumulation of data, anomaly detection has become a challenging
task in the field of data security. High volume may lead to high dimensionality of
data. Traditional methods [12] as such as cluster-based technique, distance-based
technique, density-based technique, and classification-based technique are used to
handle dimensionality problems and process a huge amount of high-dimensional
data in a manageable time span. By expressing a triangular model of vertices for data
dimensionality, Thudumu et al. [12] have addressed the constraints of classic anomaly
detection algorithms. The model discusses the taxonomy for anomaly identification
in high-dimensional large data, problem, algorithms and tools used to overcome
the challenges of anomaly detection. The anomaly detection from logs was discov-
ered using LogLens [13], an unsupervised machine learning approach. LogLens
was a real-time log analysis system which was used to diagnose the root cause
of complex problems. It automates anomaly detection processes from logs without
target system knowledge and user specification. On power grids, anonymous vari-
ables and trash collectors, also known as the “curse of dimensionality,” are accessible.
A random matrix theory-based algorithm was used to detect anomaly asymptotic
empirical spectral distribution for spatial-temporal datasets of power consumption.
It has limitations over speed, sensitivity, and reliability in practice [14].

Context anomalies are data points that are discovered as aberrant when compared
to metadata. Big Data Provenance Model (BDPM) introduced by Gao et al. was an
extension of the provenance model in order to address data security issues based on
context anomalies. Layers of data are used to express provenance information. The
dependencies between entities, agents, and activities are identified by generating a
dependency log. To find abnormalities, the author used coexistence and inference
rules. The provenance graph is generated based on a real-time log to detect the pres-
ence of abnormal operations [15]. Security is a critical concern for cloud users as
they deal with vast amounts of data. The proposed method [16] combines finger-
print as a biometric trait with an N-stage Arnold transform to verify the legitimacy
of the user. Due to the limitations of the former methods, many people prefer to
use biometric methods to authenticate and manage their accounts. In this paper, a
method that overcomes these disadvantages by performing various phases of user
enrollment, user verification, and processing and verification scheme was proposed.
The complexity of the system and its template matching techniques have been used
to minimize the chances of unauthorized entry. A novel based-arc hidden semi-
Markov model and state summarization were utilized to derive behavior usage from
raw sequences. This model is proposed for detecting anomalies accurately in cloud
environments by observing the usage behaviors created by servers, i.e., system call
identifier sequences. The representation of these behaviors is related to volume,
velocity, and variety of characteristics [17].

Deep learning is a technique that uses neural network to learn and recognize
images with normal and abnormal conditions. It achieves a good accuracy after being
trained by classifiers. In order to distinguish visual activities/events, the raw input
data can be retrieved using a single classifier CNN. For training and classification
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purposes, the proposed method has combined two algorithms such as CNN and SVM.
Many motion characteristics have been included to the frame in order to incorporate
strong graphical features and improve alliteration accuracy. This is the flaws in the
present framework proposal [18]. Different types of deep anomaly detection methods
[19] are used to address the following challenges such as CH 1: Achievement of high
anomaly detection recall rate is addressed, CH 2: Anomaly detection in indepen-
dent and high-dimensional data is addressed, CH 3: Efficient learning of normal or
abnormal data is done, CH 4: Noise-resilient anomaly detection is addressed, CH 5:
Complex anomalies detection is done, CH 6: The problem of deriving anomalous
explanations from specific detection methods remains largely unsolved is addressed.
Table 1 summarizes the methods used for detecting the unauthorized user access and
the challenges addressed by them.

The anomaly detection procedure becomes more sophisticated as the volume
of streaming data grows and cannot be stored statically. Anomalous data points
are not identified among a huge volume of data with high-dimensionality issues. A
better balance of performance and accuracy in anomaly detection is needed [12]. Itis
necessary to refine algorithms based on the capture of temporal and spatial properties
of anomalies for examination. To overcome the incomplete data dependency problem,

Table 1 Different types of

L ing t Method Chall
deep anomaly detection carning types ethods a d;ezzeggs
methods
Anomaly measure | Auto encoder e CH1,CH?2,CH
dependent learning 4,CH5
Generative ¢« CH1,CH2
adversarial
networks
Predictability *«CH1,CH2,CH5
modeling
Self-supervised *CH1,CH2,CH4
classification
Generic normality | Distance-based ¢« CH1,CH?2,CH
feature learning measures 3,CH4
One class e CHI1,CH2
classification
measures

Clustering-based CH1,CH2,CH4

measures
Various end to end | Ranking models ¢« CH1,CH2,CH
anomaly score 3,CH4,CH6
learning Prior-driven « CH1,CH?2,CH
models 3,CH4
Softmax models e CH1,CH2,CHS5
End to end one e CH1,CH2

class classification
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advanced strategies must be provided to address features such as velocity, volume,
and a variety aspect.

2.3 Interoperability

Interoperability refers to a system’s and services’ capacity to interact, exchange,
share, and consume resources or data. Due to the lack of compatibility between
diverse platforms, more obstacles are linked to data exchange and repeatability.
Validity, variability, and volatility characteristics of big data are addressed during
sharing, exchange, and consumption of resources. Data stored on the web remains
inconsistent due to interoperable processing. The PROV set model was designed in
2013 by Missier [20] to promote the spread of information on the web which instan-
tiates interoperability among different management systems, provenance producers,
and consumers that address the validity and variability characteristics. The PROB
tool was used to track provenance, which is based on the volatility characteristics,
allowing researchers to interact by exchanging information without sharing the real
dataset. Interoperability plays a vital role in the field of health care where clin-
ical information is exchanged across many divisions, which leads to variability and
validity issues. The Semantic Interoperability Model for Big Information in IoT
[SIM-IOTT] was introduced to achieve interoperability between data generated by
various information systems in healthcare industry. Interoperability across heteroge-
neous datasets is done by a core ontology constructed, where the clinical information
is securely used, and modification of data is restricted during data transformation to
ensure validity of data [21]. It is a challenging task to find websites with useful and
compatible data. To overcome this issue, a web-based prototype was implemented
by Cheung et al. [22] which allows interoperability among disparate types of yeast
genome data in tabular and RDF formats.

The emerging data economy, where systems are able to transform business and
enhance human experience, needs direct collaboration to perform interoperability.
CWL Prov (Common workflow Language) is an interoperable workflow and struc-
tured representation model using the W3C Prov defined by Farahzaib Khan et al.
CWL Prov enables portability, interoperability, and reproducibility among the work-
flow platforms. Computing interoperability is mainly focused on syntactic, semantic,
and programmatic information [23]. Information can contain numerous datasets,
where data is required to be grouped and merged based on some common fields. The
PROV data model was developed by W3C to extend interoperable representation and
explore information on the web. It encapsulates key characteristics of provenance
that enable the integration of agents, entities, and activities, while also identifying
their interdependence. The CWL tool enables sharing of computational analysis,
which provides preservation of data and methods through interoperability [20]. To
overcome the difficulties of integrating data from disparate sources, storing data in
suitable repositories on the web, some of the above-mentioned tools and techniques
can be used to promote interoperability with data security measures.
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There is no established interoperability over huge sensing data streams in the
existing system. To address this problem, the efficiency of symmetric key encryption
can be enhanced. During interoperability, the uniform resource locator (URL) may
be unavailable, or the syntax may be changed as the data retrieval process is done on
the web server [22]. To overcome this, schema representation needs to be performed.
Resources shared during data transformations are sometimes rendered ineffective
due to incomplete provenance data and limited access to data [23].

2.4 Data Leakages and Data Loss

Unauthorized sharing or disclosure of sensitive information to unauthorized recip-
ients is known as data leakage. Data leakage is identified as a major issue in the
fields of cloud computing, health care, and the banking sector. It is observed that
nearly 73% of customer data, computer system, and network information are leaked,
which accounts for the value and vulnerability issues. Big data and data science
applications consider data leakage as an unlawful action. Physical data leakages like
dumpster diving, shoulder surfing, and photocopies also happen during data access
and transformation. Organization survival depends on securing sensitive data from
falling into the wrong hands. Zhang et al. [24] proposed a rule-based data provenance
tracing algorithm to detect various data leakage threats in provenance data, which
identifies file stealing, renaming, and file movements in cloud directories. It also
detects files sent and received across disparate machines in the identical cloud and
email client file leakages. It fails to detect the overridden files during data integrity
and transformation, which leads to vulnerability issues. Park et al. [25] suggested an
access evaluation algorithm to protect the provenance data, which is more sensitive,
and a dependency-based policy is used which provides access control administration.
Abstracted dependency names and matching dependency path patterns are employed
by using regular expressions. The suggested architecture provides for extremely
expressive policy expression and also allows for easy and effective access control
administration. digital signature algorithm (DSA) was proposed by Bates et al. [26]
to implement a file transfer application to block the derived files of transmission
which prevents data leakages and scattering of sensitive data. The storage overhead
incurred by automated provenance collection is a serious challenge. Linux prove-
nance model (LPM), a framework for building trusted provenance-aware execution
was demonstrated. LPM is used as the cornerstone of a provenance-based data loss
prevention system that can scan file transmissions in tenths of a second to detect
the presence of sensitive lineages. LPM does not address the issue of provenance
confidentiality. It is, nonetheless, an important challenge that has been considered.
Suen et al. [27] used S2Logger, a data event logging mechanism, to capture,
analyze, and visualize data events in a cloud environment to avoid data leakages. It
detects data leakages and policy violations by analyzing the data provenance. Non-
critical paths in the data transfer graph can be pruned by using simplified approaches.
Data leakage restrictions are enforced at control points after data event notifications
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from the corresponding hosts are received. Alabi et al. [28] had used Hadoop MapRe-
duce algorithm to develop a framework for gathering provenance data and examining
data spillage within the Hadoop cluster. It detects the system vulnerability related
to data leakage events within Hadoop systems. It is not easy to collect data prove-
nance in distributed or parallel processing system that addresses system security and
data accountability. To collect information in a synchronized manner, care must be
taken to determine the extraction points within a distributed system; maintain the
authenticity and integrity of provenance logs; and develop visualization tools to help
analysts understand system security threat levels at glance and detect when problem
arise.

Alneyadi et al. [29] have proposed Data Leakage Prevention Systems (DLPS) to
detect and prevent confidential data leakages which are in use, in transit, and at rest.
In the world of information security, data leaking is a persistent issue. Academics and
practitioners are constantly attempting to develop data leakage prevention and detec-
tion technologies to address this issue. DLPSs are becoming more widely recognized
as preferred solutions for locating, monitoring, and safeguarding personal informa-
tion. Furthermore, the majority of current approaches have significant flaws, partic-
ularly when dealing with personal data that is constantly changing. This is due to the
fact that they rely on rigid approaches. Zhang et al. [30] introduced lossy trapdoor
functions (LTFs) to solve the sensitive trap door leakage problem in the LTF system.
A secure application deployment in sensitive data-revealing environments is used,
in which a side-channel analyzer monitors the secret channel, watches the private
memory, and detects the algorithm operating to extract some sensitive information.
Shi et al. [31] introduced matrix factorization to predict the missing data in the time
series from multiple sources. It is used to find the missing data in multivariable
time series by engaging an improved matrix factorization technique. To improve the
accuracy of missing data prediction in multivariable time series, unique strategies to
constrain the matrix factorization are done by merging both the temporal smoothness
of each time series data and information from many sources. The proposed technique
focuses primarily on incorporating data from social networks, which varies from
sensor networks significantly.

Information saved in databases can be accessed by unauthorized people through
various data leakage channels like tablets, smartphones, emails, and social media,
which are used during data exchange and transformation. The assets of the organiza-
tion are to protect their own sensitive data. DLPs are used to protect sensitive data and
are classified according to their approaches rather than their application. DLPs [29]
do not provide classification of confidential data semantically. Privileged malicious
insiders (humans) are considered as the most harmful threat to leaking confidential
data. Data mining tools and big data technologies like Hadoop can be used to store
and to strengthen the security of data, which prevents data leakage. Provenance data
is captured, and access control mechanisms and provenance graph analysis are used
to minimize unauthorized user modifications and misuse of data by social network
platforms. Vulnerability in enormous data must be avoided to increase the value of
accountability in revenue at the right time. Hence, the revenue and reputation of the
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organization were investing a significant number of resources and time-dependent
on the preservation of sensitive data.

2.5 Data Accuracy

Error-free or quality data, which maintains consistency, is known as data accuracy.
Maintaining data accuracy is a challenging task due to huge chunks of data being
generated in this fast-paced digital world. To maintain data accuracy, quality goals
must be established, processed, and data overloading should be prevented at particular
phases. The common attributes of accuracy are identified as timeliness, complete-
ness, consistency, validity, and uniqueness. To maintain the system data safe, it is
necessary to check and update it on a regular basis. In order to determine the perfor-
mance efficiency of a micro-grid solar power system, a big data mining technique
was used. The created method was tested on a variety of datasets in order to determine
its prediction accuracy and assault resistance for data transmission. The approach’s
drawback is related to network limitations; if communication is delayed, the possi-
bility of protecting individuals at a vital time gets reduced which causes minor and
severe problems in IoT architecture’s connected systems [8].

During data transformation, a continuous stream of data from numerous sources
is generated, and the accuracy of the data is violated, resulting in vulnerability issues.
Salman Sultana et al. have proposed a novel approach known as the Spread Spec-
trum Watermarking-based solution. The provenance, which was the key factor in
assessing the trustworthiness of data, was embedded into the interpacket delays to
securely transmit the provenance data packets during data transmission. The confi-
dentiality and visualization during transformation of data over the network were
accomplished through watermarking technique. The approach has the limitation of
handling large provenance data [32]. Ikbal Taleb et al. have considered accuracy as
one of the intrinsic data quality dimensions which contextually exhibits reputation,
accessibility, and relevance during data preprocessing [1]. A Quality of Big Data
(QBD) model was proposed to support data quality profile selection and adaptation
in the preprocessing phase. The limitation of this model was that it lacks quality
rules diversity, i.e., a consensual agreement that defines the structure that establishes
high-quality data, value, etc.

The access control mechanism was also a significant method used to maintain
proper visualization and to avoid vulnerability in data. The layer-based provenance
data architecture suggested by Rajeev Agarwal et al. [33] includes a security access
control mechanism. A provenance data and visualization layer design that is simple
to use has been described. The model’s drawback is that it necessitates a benchmark
for evaluating provenance information performance. Extension of Provenance-Based
Access Control (PBAC) has been introduced by Park et al. [25] which handles the
challenges of traditional access control mechanisms. A PROB toolkit was proposed
to track the provenance of data in which raw data was collected, processed and
preprocessed data was loaded into the cluster file system which produces the derived
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data. These derived data are visualized, shared, and distributed to maintain the quality
of the data [34]. Electronic control units (ECUs) are designed Smys et al. [35] to
provide secure and limited access to specific users while still allowing third-party
requests to be restricted. To ensure authenticity and validity, vehicles with a proper
record will not be allowed to use the blockchain network to communicate with each
other. This architecture outlines the various steps involved in a vehicle’s lifecycle
and evaluation against a similar database was performed.

Sun et al. proposed an Aware Access Control Framework with typed provenance
which applies access control mechanisms to improve the accuracy of data. A layered
architecture was built within the framework which comprises a typed provenance
model (TPM) and a collection of TPM interpreters. The TPM bridges the gap between
provenance questions and complex provenance graphs in solution space. A home-
work grading system was implemented with a proper access control mechanism to
give proper access limitations to the students and mentors. It also defines the exis-
tence of primitive and composite dependency. The limitation of this framework was
that it fails to explore and optimize the performance overhead generated by prove-
nance query engines [36]. Hu et al. [37] proposed an improved NTRU cryptosystem
to present a secure and verifiable access control scheme to protect the outsourced big
data stored in the cloud. Data owners are allowed to update the access policy dynami-
cally. The outsourced ciphertext was also updated by the cloud server, which enables
efficient access control over the data stored in the cloud. A verification process to
validate the user and the data owner is provided to recover the plain text. By estab-
lishing an access control mechanism, only authorized users are allowed to access,
modify, and retrieve data.

The framework used is considered for data provenance captured only by the
application system and not by the operating system. The access control method is
developed using a typed provenance model (TPM) interpreter that is solely meant to
work with RDF-based provenance stores. In real-time settings, performance overhead
is not addressed [36]. Improved NTRU cryptosystem used to analyze the correctness
and computational complexity of the threshold secret sharing with attribute-based
access control needs to be developed to decrypt outsourced cipher data in the cloud
[37]. Provenance security and time-based flow watermarking were used for secured
transmission of data streams, and it fails to address scalability and data degradation
issues during data transmission [32]. Thus, some of the above-proposed frameworks
are designed to secure the accuracy of data by open visualization and reduction of
vulnerability in data. As the data grows, the techniques for securing the accuracy of
data are not adequate and improvisation of mechanisms is essential.

3 Research Gap

Big data analytics is a form of advanced technology which involves complex appli-
cations such as predicting market trends, future needs, and improving efficiencies
in the company’s supply chain. Data is prone to modifications and leakages during
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data transformation by unauthorized users. Data provenance is one of the effective
approaches used to overcome this issue. Data provenance is used during debugging
data, data transformation, evaluating the quality, trust in data, and implementing
access control for derived data. Vulnerability to fake data generation, data leakages,
and data inaccuracy during transformation leads to the problem of incomplete data
dependencies. Handling huge volumes of data might lead to un-factual interpreta-
tions, spam, and duplication of data. The uncertainty perspective may end up with
data security risks like data masking, phishing, and accidental exposure of sensitive
data during transformation. Data accessed through networks uses large stores of data
which can easily learn the normal behavior of networks. Removal of anomalous data
in supervised learning may result in significant improvement of accuracy. The pres-
ence of anomalous data points may lead to higher dimensionality issues. The high
volume of growing data and the velocity of accessing the data lead to vulnerability
and fabrication of data in an unstructured environment.

During interoperability, there is no automatic optimization and discovery of
quality proposals which lack quality rules diversity. To refine and optimize the new
investigations, an analytical model is required. Existing mechanisms are unable to
find the overridden files when a variety of data is handled. It fails to detect the causes
of data leakages, and provenance confidence is not addressed properly. Data leakage
prevention systems are based on techniques rather than applications. Lossy trapdoor
functions are used to address only limited and restricted information. Disclosure of
sensitive and confidential information leads to data leakage issues which are more
expensive to protect. Data breaches occur by intruders who are against the organi-
zation. They can exploit any loopholes and pinpoint weak security to gain access to
private and government company secrets. All the techniques and methods discussed
as existing systems have both advantages and limitations. Research challenges in
big data analytics begin at the time of data creation, data storing, data processing,
data manipulation, and data transformation due to its huge volume and high velocity.
The adoption of implicit rules can often lead to incomplete and inaccurate data
dependency during computation. It automatically affects the value characteristics
of big data. Even though researchers have provided valuable techniques to handle
provenance data, performance overheads issues during data transformation are not
addressed.

Internal data loss happens due to high programming overheads and calculation
processes in the coarse-grained nature of scientific workflow. All possible data
dependencies are not maintained during data transformation. Unauthorized users
and abnormal operations are identified during transformation. Data inaccuracy and
data loss may occur as a result of data leakage, resulting in incomplete or inaccurate
data dependencies and data integrity issues. Thus, the scientific workflow requires
proper recording of dependencies and significant overheads observed during data
transformation.
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4 Proposed Line of Research

Data security supervision protects data from being accessed, modified, or stolen.
Data security supervision also helps to prevent electronic data from being hacked.
The classification of security controls includes management security, operational
security, and physical security controls. Failure of security supervision leads to theft
of intellectual property, identity theft and information extortion, and programming
overheads which lead to the problem of inaccurate or incomplete data dependencies.
To overcome the problem of inaccurate or incomplete data dependencies, provenance
ontology and provenance tracking are to be adopted in the proposed methodology.
Unstructured data, such as webpages, documents, videos, and satellite images, which
are not organized and stored properly, are prone to data leakages and modifications.
Modification and fabrication of data in the field of supply chain affect the company’s
efficiency. Hence, a clear, fine-grained ontology is required to categorize and store
the data.

Figure 3 explains the proposed methodology where data is stored in layers such
as file data, stream data, indexed data, and messages, which categories the unstruc-
tured data from disparate sources. MapReduce is used for data preparation. Data
preparation operations include cleaning data, extracting relevant features from data,
eliminating duplicate items from datasets, and changing data formats. MapReduce
provides an excellent framework for conducting multiple operations in parallel while
processing huge datasets. Dependency among the data and entities occurs when a
task, milestone, or activity is dependent on the completion of another job or milestone
before it can begin or finish. When an output from one job or project is required as
a mandatory input for another activity, a dependency exists. Dependency must be

Data
pre-processing

Dependency
log generation

Data
Stored at layers

File Data
Stream Data Provenance

Indexed Data o tracking
Messages is implemented

Tracking
log generation

Fig. 3 Proposed system



64 K. Devaki and L. Leena Jenifer

recognized and tracked since it affects project success. A dependency log is generated
to identify the dependencies between the entities and the data which has been stored.
Provenance tracking is a technique to be adopted in the proposed system to main-
tain user access to information. Provenance tracking enables full transparency and
accountability to the corresponding environments. It helps in solving the problem
of inaccurate and incomplete data dependencies which occur due to uncertainty
perspectives, unauthorized user access, interoperability, and data leakage challenges.

5 Conclusion and Future Work

This paper discusses the 10V characteristics of big data and the various challenges
faced during data transformation. The study briefly discusses the uncertainty perspec-
tives, unauthorized user modification, interoperability, data leakage and data accu-
racy challenges, existing methodologies, and their limitations. From the review of
existing methods proposed, the data sources used are mostly independent and depen-
dency may exist when connected through social networks. The study presents the
10V’s characteristics of big data and their correlations between the five challenges
of data security. Thus, the paper serves as the outline for our future work to over-
come incomplete or inaccurate data dependency problems which exist during data
transformation. The proposed system is the recommended strategy for achieving
full transparency and accountability in the corresponding provenance environment,
where data loss can be avoided by keeping track of dependencies and substantial
overheads detected in scientific workflow during data transformation.
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Abstract FANET is a special type of ad hoc network. Now a days, FANET
is used in different applications like civilian and military-based systems. Due to
frequent changes of network topology, FANET faces unique challenges compared
with previous networks such as mobile and ad hoc networks. The major problem of
FANET is selection of an effective route without duplicate relay nodes in a network.
In this paper, we introduce an EBDPS—an edge-based disjoint path selection scheme,
which eliminates the redundant path selection and improves the energy efficiency and
network lifetime. The proposed EBDPS scheme estimates the steadiness of the avail-
able link during communication and identifies the efficient relay nodes. The proposed
algorithm computes the multiple robust link-disjoint paths during the process of route
discovery. The selected disjoint paths effectively control the communication load and
the energy efficiency during the data transmission phase.

Keywords FANET - Disjoint path selection - Energy efficiency + Minimum hops *
Edge-based disjoint path selection scheme

1 Introduction

In both military and civilian domains, UAVs have been used extensively. In recent
years [1], FANETSs containing multiple UAVs have been investigated for enabling
complicated applications that are difficult for using conventional mobile ad hoc
networks or individual UAVs. The precise and prompt data delivery is required
between UAVs in FANETS for applications such as wildfire monitoring and search
and rescue operations. Several unique features are included in FANETS, such
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as frequent topology changes, high mobility, and posing challenges on network
connectivity [2].

Figure 1 shows the simplest flying ad hoc network. For maintaining the link
between BS and other sub-UAVs, the part of a gateway node is included in the
backbone UAV for FANETSs. The wireless communication equipment will consider
by gateway UAVs, and it can work under the constraints of long communication
with ground stations, close communication with UAVs, low power consumption,
and high power stations [3]. The same movement patterns, like direction and speed,
need to be included in all connected UAVs for FANETS in order to sustain the reliable
connection. For accomplishing the missions of autonomous aerial reconnaissance,
the deployment of large number of same small UAVs can be done and used the
communication architecture while performing those missions [4].

For data transmission, the shortest path is used by the reactive routing protocols
like AODV in the route discovery process, and an alternative path is sought only if an
active path is broken [5]. Link breakage is caused by the frequent route discoveries in
FANETS, which characterizes based on a high degree of mobility and results in high
overhead significantly [6]. Two significant problems are caused by this link failure.
All packets that have transmitted on the broken route have dropped out, and the
average packet delivery ratio (PDR) has reduced [7]. Until a new route is discovered,
the data transmission is stopped, and the average end-to-end delay is increased.

The multiple paths’ establishment is allowed in the disjoint path routing. A unique
set of nodes is contained for each path between a source and destination. Two different
types of paths are link-disjoint and node-disjoint paths. The common nodes are not
included in the node-disjoint paths other than source and destination. In a similar
manner, any common link doesn’t include in the link-disjoint paths, but common
nodes may exist . By comparing with the link-disjoint routes, less-effective links are
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resulted due to the lower number of such disjoint routes although the links failure is
guaranteed by the node-disjoint in case of main interest toward the fault tolerance
during the path failure [8].

In this paper, we define a new metric called link steadiness, which defines the
steadiness of the available link during data communication. The factors used to deter-
mine the link steadiness are minimum energy drain rate, node closeness, ETX, and
link availability parameters, respectively. A new FANET routing protocol is proposed
using this new factor, and it is known as EBDPS—an edge-based disjoint path selec-
tion scheme, which eliminates the redundant path selection and improves the energy
efficiency and network lifetime. The proposed EBDPS scheme aims to reduce the
routing complexity and improving energy efficiency on the links by avoiding redun-
dant path selection using an edge-based disjoint path selection scheme. Two different
components are included in the algorithm, such as route maintenance and route
discovery process.

1.1 Contributions in This Paper

e In the proposed EBDPS scheme, a new metric called link steadiness, which defines
the steadiness of the available link during data communication, is introduced in
this proposed scheme.

e The newly introduced link steadiness parameter evaluates the link steadiness of
the selected links based the multiple parameters like link steadiness is minimum
energy drain rate, node closeness, ETX, and link availability factor.

e In the proposed scheme, the possible paths are selected and cached in the source
node, and the steadiness of the selected primary path is constantly monitored to
reduce the possibility of link breakage during data transmission. So, the packet
delivery rate is not affected if the link breakage occurs.

e These selected disjoint paths control the number of hops required for forwarding
the information to the destination via minimum hops. It achieves energy efficiency
during data transmission.

e The proposed scheme of EBDPS provides improved results in delay, packet
delivery ratio, and controls the overhead in the lower or higher mobility of network
environments.

2 Literature Survey

IfaUAV wants to engage in communication and the destination location is not known,
the route discovery is adopted. Shirani et al. [9] have discussed the determination of
the shortest path to the destination using route discovery. In the route reply (RREP)
packet, the novelty is that the position of destination is included that shared with
all intermediate nodes. UAVs exploit the greedy forwarding method if there is a
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disconnection until the destination. As any connectivity factor is considered, the
chosen path included in the links can be broken quickly as a drawback. Many route
discoveries result that consuming more energy and resources.

Oubbati et al. [10] present the on-demand discovery path to address the issues
of UAVs by considering the connectivity factor among UAVs. For establishing a
robust routing path, the sequence of UAVs that are near each other is required. As
this protocol can’t able to determine various alternative solutions, it can’t deal with
sudden link breakages that occurred on multiple path links.

Among UAVs, unbalanced energy consumption is a serious issue. Shiand Luo [11]
have demonstrated that the network is categorized into clusters, where CH is chosen
using the relative velocity, energy level, and the connectivity degree with its members.
The intra-cluster communications use by member nodes for direct communication.
Since the residual energy is sufficient for communicating with other CHs that are
located a little far, all communications will make via the CH. The residual energy is
minimized as successive communications transit via the CH. It will run out of energy
faster than other UAVs that results in strategy failure.

Aadil et al. [12] have focused on minimizing the overhead through the clus-
tering formation based on a higher energy level. Based on the distance that separates
the communications of UAVs, the dynamic transmission power is considered. For
adequate CH selection, the formation of clusters is made using the k-means density
(i.e., the neighborhood degree). This type of routing protocol is provided better
performance for a path-planned mobility model, not in the case of FANET applica-
tions. To overcome the UAV’s energy constraints, other types of schemes have been
proposed for particular mobile nodes.

Oubbati et al. [13] have supported the exploitation of residual energy level and
movement data of each UAV to ensure a high level of communication stability. The
author has used the robust route discovery process to explore routing paths, which
consider the discovered paths’ connectivity degree, the prediction of link breakage,
and the balanced energy consumption. The proposed scheme showed better results in
reduced packet losses, minimized the number of path failures, and increased network
lifetime.

Salam et al. [14] have proposed a bio-inspired mobility-aware clustering opti-
mization for BIMAC-FASNET. Based on the algorithm of honey-bee optimization,
the clusters are formed in FASNET. The simulation results prove that the proposed
scheme shows better performance in the cluster formation time, CH lifetime, commu-
nication load, reaffiliation rate, link connection lifetime, and number of UAVs per
cluster.

Smys et al. [15] have investigated the energy-effective protocols for wireless
sensor networks. Based on the network hop selection, routing, and latency, the
proposed protocols are categorized and examined each class for comparing the
routing protocols’ parameters. The NS-3 simulator is used to validate the perfor-
mance outcomes. Based on the results, the routing task needs to be implemented for
various technologies to prolong the network lifetime and ensure the better sensing
coverage area.
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Jacob and Darney [16] have considered an artificial bee colony algorithm to be
implemented for routing enhancement in WSNs. The wireless communication is
impacted positively by the evaluative features of an artificial bee colony optimiza-
tion algorithm. It makes the routing decisions as decentralized and synchronous.
By comparing with the previous state-of-the-art models, the proposed algorithm
improves the performance in terms of reduced interference and increased throughput.

3 Proposed Framework

The motive of the proposed EBDPS—an edge-based disjoint path selection scheme
is to eliminate the redundant path selection and improves the energy efficiency
and network lifetime. The proposed EBDPS scheme computes stable and multiple
link-disjoint paths based on the proposed metric of link steadiness, and an alter-
native reliable path is determined using high steadiness during link failure. It is
designed primarily for low and high-mobility FANETs and where the link failures
occur frequently. The new parameter of link steadiness is discussed for the route
maintenance and route discovery of link-disjoint.

3.1 Link Steadiness Metric

The factors used to determine the link steadiness are minimum energy drain rate,
node closeness, ETX, and link availability factor, respectively (Table 1).

Let’s assume that nodes 7 and j are in the communication range of each other. LST;;
refers to the link steadiness between i and j, and it can formulate as an integration

Table 1 Factors considered . .
. Factors considered | Description
in the proposed method
LST Link steadiness factor
MDR Minimum-energy drain rate
NC Node closeness
ETX Expected transmission count
LA Link available factor
Ees Residual energy
DRI Drain rate index
D Distance between node i and node j
R Communication radius
dy, d, Forward delivery ratio and reverse delivery
ratio
T, Transmission range
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of the minimum energy drain rate MDR;;, node closeness NC;;, ETX as ETX;; and
link availability factor LA;; as follows in Eq. (1):

LST,’j = Ol]MDR,’j + OlQNC,‘j + O[3ETX,’j + Ol4LA,'j (l)

where o, oy, a3 & g indicate the weighting coefficients that constrained by the
below Eq. (2):

art+ort+aztas=1 2)
E
MDR;; = —— (3)
DRI, (¢)
NC;; = R= Dy (4)
J R

where D;; represents the two nodes’ Euclidean distance and R is the node’s
communication radius.

1

ETX =
dfxd,

(&)

dy is defined as the measured probability of an arrived data packet at the recipient,
and the reverse delivery ratio d, is the probability of successfully received packets.

LA, = ! ©)

(1= Rofrx, +1)

Here, LQ,, denotes the link quality of the node n; R, denotes the radius of the
node n, Tx,, and denotes the maximum transmission range of the node.

3.2 Route Discovery

For determining the multiple and stable link-disjoint paths between source and desti-
nation pairs, the control packet structures are modified and two additional fields called
ini_hop and LST are added with them. Each routing table entry structure is shown
in Fig. 2. The novelty in the route discovery mechanism is, each every link is esti-
mated with link steadiness factor which comprises of minimum energy drain rate,
node closeness, ETX, and link availability factor. The computed LST is added to
the route discovery mechanism and considered as the primary parameter for route
selection. Since all the estimated have the link steadiness metric, it is easier for
the proposed method to share the LST value with the neighbor nodes during route
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Destination LST
Min_hop_count hop_count
Expiry time
Next_hop
Path list
Last_hop
Pre_hop

Fig. 2 Routing table structure in nodes

discovery process. Since LST is the primary route selection parameter, it is easier
for the source node to select and establish the route based on the estimated route
stability.

Here, min_hop_count indicates all paths’ minimum hop count to the same desti-
nation. The constraint of min_hop_count plus one is not shorter than the hop count
should satisfy by each path in a route. Otherwise, it leads to routing loops. The
pre_hop field indicates the previous hop address from that the packet received and
last_hop is the last hop address to the destination.

Consider the below example for a better explanation of the route discovery process.
The number near the link represents the link steadiness LST metric (Fig. 3).

Node C is paired with the reverse path, which has the largest metric if it receives
the message from neighbor D. A complete route (S-A-C-D-F) is formed by transmit-
ting a response message via node A. Some predefined threshold is smaller than the
corresponding path metric difference if the previously arrived metric (0.4) is much
smaller than the response copy from node E, which has link_st (0.7). Good stability
will not achieve by both the routes when a new response packet transmits via the

Fig. 3 Route discovery
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unused reverse route, ex: C-B-S. These two link-disjoint paths’ combinations like
S-B-C-E-F and S-A-C-E-F are sharing for maximizing the stability. The response
message of 0.7 metric will send via node A, and the other message with 0.4 metric
will send through node B.

Algorithm (Pseudocode)

MDR—minimum energy drain rate, NC—node connectivity, ETX—expected trans-
mission count, LA—Ilink availability, LST—Iink steadiness metric;
NODE_LST—LST value of the node; SELECT_LST—threshold LST value to
select the node;
DIFF_THRESHOLD—difference of LST value between two response packets;
BREAK_THRESHOLD—predefined threshold to consider the path is supposed
to be broken.

For all nodes n
Calculate MDR,NC,ETX,LA
Calculate LST
End for
Node n store LST in routing table
Route discovery phase
SOURCE broadcast control packets
DESTINATION send response_packet
If new_response_packet
Intermediate node n checks for NODE _LST
If (NODE_LST > SELECT_LST)
Add node n into forwarder_list
End if
If duplicate_response_packet
If (NODE_LST > DIFF_THRESHOLD)
Add node n into forwarder_list
Else
Discard the packet
End if

Route Maintenance Phase
If (NODE_LST > BREAK_THRESHOLD)
DESTINATION Intimate the link breakage
SOURCE Check for BACKUP_PATH
If BACKUP_PATH exists
Retransmit the data through BACKUP_PATH
Else
Reinitiate the route discovery process
End if

End if
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4 Results and Discussion

The proposed protocol comparative analysis is done with the existing ECAD and
BIMAC protocols. For the simulation requirement, totally of 25 nodes are considered,
which are placed randomly in the network. Since our network is FANET, the random
waypoint model movement was given to the nodes. MAC 802.15.4 utilizes in order to
facilitate the FANET communication property. The initial energy capacity of 100 J is
configured with every node in the network with each node in omni-antenna direction.
The constant bit rate (CBR) traffic generator is used to generate consistent traffic
during data transmission. The data communication is carried out by UDP as no
acknowledgment needed from the receiver node. The implementation of the protocol
is done in NS-2, and performance is compared with ECAD and BIMAC protocols.
Table 2 represents the simulation table of network process.

Figure 4 shows the simulation results of routing overhead for the proposed
algorithm and previous existing techniques. Routing overhead refers to the trans-
ferred or transmitted total number of packets from one node to another. The routing
process overhead, packet preparation, and routing table in a node are included. In our
proposal, the routing overhead is minimized by avoiding path redundancy and calcu-
lating the path steadiness metric. It avoids the selection of unstable routes thus fewer
path failures. The simulation results listed in the Table 3 prove that the proposed
method reduces the overhead up to 0.12 compared with the existing methods.

The ratio of a delivered packet to the total sent packet from source to destination
is the packet delivery ratio (PDR). Figure 5 shows the results of the packet delivery
ratio for the proposed algorithm EBDPS and other previous methods like ECAD
and BIMAC. The maximum number of data packets is reached to the destination.
The efficient route selection improves the PDR by selecting the efficient relay nodes.
The proposed mechanism measures the link stability using the steadiness metric;
hence, the appropriate nodes are only selected for routing. Based on the analysis of
simulation results, the efficiency of PDR is achieved by the proposed algorithm than
the previous techniques listed in Table 4.

Figure 6 displays the throughput results of proposed algorithms and existing
methods. Throughput is defined as the total units of data in a system is measured that
can process for a given time. The high throughput rate ensures high data deliverability
to the intended destination. The quick path change affects the network throughput

Table 2 Simulation table Parameter Value
Number of nodes 25
Network area 1000 x 1000 m?
Initial energy 1007
MAC type 802_15_4
Routing protocol AODV
Simulation time 100 s
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Table 3 Time versus routing
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Tal.)le 4 Time versus packet q. o ECAD BIMAC EBDPS
delivery ratio
20 0.9085 0.9369 0.9695
40 0.9124 0.9430 0.9891
60 0.9238 0.9497 0.9826
80 0.9317 0.9548 0.9839
100 0.9397 0.9635 0.9861
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majorly. In our proposal, the path change issue was tackled by selecting the reli-
able relay nodes by estimating the steadiness of every link. And the relay nodes are
selected based on their steadiness and available energy. Due to this, the selected path
will be stable for a long time and ensures a high data delivery rate. Thus, the proposed
method shows better throughput results listed in Table 5 over the existing ones like
ECAD and BIMAC.

Figure 7 shows the simulation results of energy consumption for the proposed
algorithm and previous existing techniques. Maintaining sufficient energy helps the
UAVs to fly high and longer duration. The UAV’s flying ability is directly connected
with the available energy. The high energy consumption leads to quicker energy drain,
and they lost their flying capability. The proposal method ensures optimized energy
utilization by selecting the appropriate relay nodes and avoiding path redundancy. By
comparing with the existing methods of BIMAC and ECAD, the proposed method
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Table 5 Time versus throughput

Time ECAD BIMAC EBDPS

20 108.56 133.42 144.13

40 116.87 143.17 151.42

60 125.78 152.46 165.75

80 131.20 160.42 171.01

100 139.05 165.64 177.39
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Table 6 Time versus energy Time ECAD BIMAC EBDPS
consumption
20 5.328 4.954 3.920
40 4.987 5.480 4.933
60 6.987 6.540 5.811
80 7.854 7.510 7.067
100 8.918 8.70 8.296

EBDPS saves a considerable amount of energy to improve the network lifetime it
has listed in Table 6.

Figure 8 illustrates the end-to-end delay results of the proposed method EBDPS.
Delay is an important QoS parameter for forwarding data in a time constraint envi-
ronment. Minimizing the communication delay improves the network lifetime to
a great level. The selection of relay nodes for communication ensures a high data
delivery rate within the estimated time. Also, the consideration of the link steadiness
metric ensures the participation of stable relay nodes for data communication. The
simulation results demonstrate that the proposed algorithm shows effective results
listed in Table 7 in end-to-end delay comparative to other methods of ECAD and
BIMAC.

5 Conclusion

The high mobility and frequent topology changes are the major concern in achieving
efficiency in FANETS. Itincludes various distinctive challenges owing to the dynamic
topological structure, selecting the effective reliable relay node without redundancy.
Redundant link and relay node selection played a vital role in controlling the commu-
nication load and energy efficiency. In this work, we introduce an EBDPS—an edge-
based disjoint path selection scheme, which eliminates the redundant path selection
and improves the energy efficiency and network lifetime. The proposed scheme uses
minimum energy drain rate, node closeness, ETX, and link availability factor to
estimate the link steadiness metric. The selected disjoint paths effectively control
the communication load and the energy efficiency during the data transmission
phase. The proposed algorithm is outperformed by the existing schemes in terms
of control overhead, packet delivery ratio, and end-to-end delay in either lower or
higher mobility.
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Table 7 Time versus

Time ECAD BIMAC EBDPS
end-to-end delay

20 0.058 0.041 0.025

40 0.101 0.084 0.068

60 0.187 0.160 0.148

80 0.345 0.316 0.259

100 0.421 0.390 0.365
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Abstract Sign language is the main source of communication for the deaf-mute
people. These people go through many kinds of problems whilst communicating in
person or through any other devices. To overcome this communication barrier, they
need an interpreter which converts the sign language into text. In some situations,
these impaired people may be unknown with sign language. Thus, necessity of sign
interpreter is unpreventable. Developing this kind of interpreter needs a wide range
of knowledge in fields such as deep learning, image processing, and convolution
networking. The crucial point of this analysis is to know whether recognizing the
gesture can succeed in assisting the self-learners in learning the sign language. This
ideology can avoid their quarantine from the rest of the society notably. Results from
this literature review could help in development of an efficient sign interpreter which
helps for the communication between non-signer and a signer.

Keywords Sign language - Interpreter - Speech - Text - Signer

1 Introduction

In this modern world, humans often use the technological advancements such as
mobile devices [1-3]. Vocally, impaired people are often off the beaten track of
accessing social interactions, education. Assistive technology is the hope for these
people which can solve their problems and encourage to lead a normal life. To put
numbers in context, census 2020, World Health Organization (WHO) says that there
are 466 million people all over the world (5% of world population) suffering with
hearing problems of whom 34 million are children. When it comes to employment,
these people will be facing a lot of issues and difficulties. Some of deaf-mute people
feel they are discriminated because of their disability whilst some avoid socializing as
they feel them also maybe unskilled in sign language. 68 % of people with hearing loss
feel off the beaten track at work as they cannot communicate properly. According to
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Fig. 1 Block diagram

the World Federation of the Deaf, 300 sign languages are in use around the world and
70 million impaired individuals are using them. Sign languages, like other languages,
are naturally germinated. They are considered as highly structured systems governed
by a set of linguistic rules [4] (Fig. 1).

2 Objective

The main objective of this survey paper is to analyze the different techniques or
methodologies used to interpret the sign languages so far. This will give clear idea
about the pros and cons of techniques used in the previous papers, which in turn
helps to build an effective interpreter.

3 Background

Communication is the most important part of everyone’s day to day life. Sign
languages and gestures are helping them a lot to communicate with rest of the
world. Limited research has been done about the Indian sign language due to the
complex pattern of gestures [5]. The sign can be a word or a spelling which can be
represented using fingers [6]. The challenge is to recognize the hand postures using
two-dimensional representation provided by image or video. In most of the intelli-
gent system, architecture of classifier for recognizing sign language uses convolution
neural network architecture. The depth sensors help in capturing extra information
to improve accuracy [7]. The sign language techniques are majorly classified into 3
groups: wearable sensor-based models, computer-based models, and hybrid systems.
Sensor-based sign language recognition makes use of stain sensors, pressure sensors,
orinertial sensors. Unlike camera-based systems, sensor-based systems are less likely
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to get affected by environmental conditions. The major disadvantage of this tech-
nique is that the user may feel uncomfortable due to restricted movement as according
to sensor configuration. To overcome this, sensors can be fixed into wearable hand
gloves, wrist bands, or watches.

Computer-based systems make use of camera and image processing techniques to
classify the gestures. This model is quite user-friendly as it the gestures are performed
using plain hand and it costs less. But this approach is limited by external factors
such as lightening, background, position of the camera, and shadows. More than
one camera can be used to take three dimensional images which give more accurate
results. Hybrid system is combination of both sensor-based and computer vision-
based approaches. This typically makes use of camera and wearable sensors. This
approach gives high recognition rate. But this technique restricts the mobility of the
user.

4 Methodology

Majorly four steps are used to translate the sign language.
A. Data Collection

Data collection is a method of collecting the images of signing hand which represents
various gestures. Images can be captured using several different varieties of cameras.
Database will be created for the training as well as testing purpose. The resolution
of the images varies from device to devices and even the background of the image
matters. To reduce the computational errors and for better comparison, image should
be pre-processed. So that all the images will be of equal scale.

B. Hand Partitioning

Hand partitioning is the method used to take out the hand sign from the collected
images [6]. Hand region needs to be extracted by removing the background. The
colour-based segmentation is one of the simplest ways of extracting structure of
hand. The resultant image of segmentation process will be a binary image, in which
white colour act for skin pixels and dark black colour act for background of the
image. This may contain segmentation errors which can be reduced by filtering and
morphological operations (Fig. 2).

C. Feature Extraction

It is important to convert the data collected into some representation for many appli-
cations before training a network. To classify the images obtained from the previous
step, it is necessary to extract some key features of the image. Hand shape is most
prominent feature amongst all. Many techniques are available to represent the shape.
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Fig. 2 Hand Images
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D. Categorization

The features extracted in the previous method are utilized here as classifier input.
This step will recognize the sign. The ANN is one of the most used tools. Artificial
neural network has many applications in pattern recognition field. This step includes
training and testing phase. Training is done to configure the neural networks in the
way that the set of inputs should produce the set of desired outputs. Testing is done
to check the efficiency and accuracy of the system (Fig. 3).

5 Techniques

1. Computer Vision Technique [1]: To enable the camera for capturing instanta-
neous movements, we use this computer vision technique. These images should
be converted into grey scale using canny-edge algorithm. The speech recognition
library is used to translate the voice recorded into plain text.

2. Transfer Learning [8]: Transfer learning is one of the ML techniques. In this
technique, the models are trained on huge datasets and restructured to fit more
distinct data. This can be done by reprocessing the part of weights from the
existing pre-trained model and changing or reinitializing the weights at super-
ficial layers. For instance, a fully trained network can be able to classify few
more additional sets of data by reinitializing its weights at the final classification
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layer. The major advantage of this is that it offers less data requirements and
time.

3.  GF with PCA [9]: Gabor filter is used for extracting features from the images.
Combination of an elliptical Gaussian with a tangled exponential which repre-
sents sinusoidal plane wave produces a 2-dimensional Gabor filter. PCA is one
of the statistical techniques used in the field of pattern recognition of data of
high dimension.

4. LSTM Encoding and Decoding: This NN model was put forward by Hochreiter
et al. [10]. This network implements succession model which helps to control
input frames. This model operates the sequence data. This helps in learning
information with longer learning cycle, and it will also avoid the problem of
gradient disappearance.

5. Convolutional Neural Network: CNN is multi-layered neural network by
which visual patterns can be recognized [11]. It is better than traditional machine
learning techniques. Difficult to implement on small dataset. Often over fitting
takes places whilst implementing on small datasets [12]. To avoid over fitting,
most of the researchers refer to use existing model that are implemented on large
dataset like ImageNet. They use fine-tuning for training small dataset using the
pre-defined models that are implemented on large dataset. They used VGG19
network, and then modify it to detect the BDSL alphabets (Fig. 4).

6. Digital Image Processing and ANN: An algorithm is used for image
processing; this method is done using digital computer. ANN has 3 inter-
connected layers input hidden and output layers [11]. In this system, it takes sign
input through MATLAB image processing and converts into text. This system

Weight and back
propagation changes

Fig. 3 Categorization/classification
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Fig. 4 Overview of the
network [12]

provides two-way communication and helps in easy interaction between normal
people and visually impaired people. There are three levels of processing image
low-level, middle-level, and high-level process [12]. The histogram of oriented
gradient (HOG) is a feature description used in image processing. In this system,
HOG is used for object detection (Fig. 5).

7. CNN and Image Pre-processing: An algorithm is used for image processing;
this method is done using digital computer. ANN has 3 inter-connected layers
input hidden and output layers [13]. In this system, it takes sign input through
MATLAB image processing and converts into text. This system provides two-
way communication and helps in easy interaction between normal people and

Fig. 5 Using MATLAB to
o . E
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visually impaired people. There are three levels of processing image low-level,
middle-level, and high-level process [14]. The histogram of oriented gradient
(HOQG) is a feature description used in image processing. In this system, HOG
is used for object detection.

8.  Minimum Eigen Value Algorithm [15]: There are diverse types of methods
exists: edge, corners, and blobs. This algorithm focuses on corners because they
are resistant to opening problem here Shi-Tomasi method is used it is also called
minimum Eigen value algorithm. The corner tips in the image are scalar object
corner can be detected by looking at intensity value of image.

9. CNN and Deep Learning: This model can translate the Indian sign language
(ISL) to spoken English [15]. The following steps are used to convert the signs
to English:

1. Create the database containing the hand gestures of sign language.

2. Hand gestures can be recognized by input application of neural networks
and algorithm.

3. Processing is done by using categorizing and deep learning methods to
increase the working of model.

4. Converts sign to spoken English.

Convolutional neural network (CNN) has basic features:

1. Insert information will be processed for algorithm use.

2. Sign and gestures are classified and train the system with number of iterations
on training dataset.

3. Provides the output for the gesture.

Using this, sign is converted to text messages. But converting text-to-speech is
done by number of libraries and APIs exit functions are used [16]. Algorithm is
developed on CNN using Kera’s deep learning library using this identification and
classification [17]. This model can provide accurate output (Table 1).

6 Conclusion

Technology is an obsession for this modern world. Mobile phone has a major impact
on this technology. In this application, we can change sign language into text so that
communication will be easy for deaf and mute people. We have surveyed several
techniques and methodologies employed in sign language interpretation technique. In
most of the cases, the translation is one way, either from sign language to text/speech
or text/speech to sign language. A complete two-way translator is exceedingly rare
for ISL. We believe that this research is a great start for implementing this for deaf
community.
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Table 1 Techniques and features used in this application

R. Srikanteswara et al.

Authors Algorithm/notation | Advantages Limitations Accuracy Year
used
Shinde Computer vision, A GUI based, Unable to create | Phase 1-85% 2020
etal. [1] |canny-edge user-friendly an API and the | Phase 2-95%
detection algorithm | mobile application can
application bot utilize the
cloud
Sruthi CNN using DL More accurate | Videos taken 98.64% 2019
etal. [2] | technique, due to large directly from
dataset mobile camera
cannot be used
Soewito Hand gestures Evaluating Less accuracy | 87% 2020
etal. [3] | extraction algorithm | accuracy of for blurry
image images
recognition, Al
system for the
conversion of
images of
gestures into
Indonesian text
Adithya Distance No need to wear | Images captured | 91.11% 2013
etal. [6] | transformation, any device by | in poor lighting
Fourier descriptors, | user, low with colourful
Kurtosis, ANN computational | background
complexity may show low
accuracy
Beena PDNN The application | Applicable only | 94.6774% 2017
etal. [7] implementation of | translates and for static
the CNN, speaks the gestures
GPU-enabled translated
system with Theano | sentences w.r.t
to the gesture
Admasu EMA using GF with | Fault tolerant, Gave low - 2010
etal. [9] PCA, ANN able to identify | performance
unknown input | when the
sign fast orientation level
is increased
Siming Linde-Bunzo-grey | No gradient Dataset is 91.5% 2019
etal. [10] | (LBG) algorithm disappearance | restricted to
range
Satheesh | Minimum Eigen Takes less space | If image is not | — 2015
etal. [15] | value algorithm and less stored in
computational database,
time system cannot
give output

(continued)
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Table 1 (continued)
Authors Algorithm/notation | Advantages Limitations Accuracy Year
used
Kishore Elliptical Fourier Less Works only in | 95.1% 2015
et al descriptors, ANN computational | dark
time background
Tripathi DWT, HMM Not restricted Person should | 80.4% 2015
etal. [17] only to dark use gloves
background which are
overly
expensive
Pandey K-means clustering, | Video of Performance More than 90% | 2015
etal. [13] | MATLAB person’s signing | was satisfactory | for most of the
hand is taken in case of alphabet
instead of segmenting the
images region of hand
from image
Athira SVM for Good accuracy, | Can give better | 89% for single | 2019
etal. [18] | classification, no wrist band results only in | handed dynamic
multi-class C-SVC | required, uniform gesture
to train dataset economical background and | 91% for figure
under proper spelling gesture
lighting
conditions
Daphne OpenCYV, High accuracy | Will give Original-74% 2019
etal. [19] | TensorFlow, Keras | in identifying accurate results | Skin mask- 72%
the ASL static | only in well-lit | Sobel filtered
gestures room 71%
Harini Python OpenCV Memory Accuracy is less | 99.91% 2020
et al. [20] | library, CNN requirement is | with poor
less, and lighting
accuracy is high
because of csv
dataset
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Abstract In the growing world of digitization, digital media is engendered in abun-
dance. With the ascension of the utilization of the Internet, there has been a prodigious
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and documents such as pdf and text data. Information is free and more accessible
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a vigorous need to make it more accessible. This can be achieved with semantic
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1 Introduction

Twenty-first century has been called the cognizance age due to the ascension of
engendering of digital content which has been made possible due to facile access to
the Internet. There has been rapid digitalization across the industries. Information is
free and more accessible than in any other era of humanity. Due to such an erudition
explosion, there is a vigorous need to make it more accessible. This can be achieved
with semantic search. In general, semantic search betokens as search with sense [4].

The general process related to semantic search can be divided as mentioned below:

1. Media Cleaning and Transforming: Today, a common trend is that most of the
large-scale media is stored on cloud storage. Hence using a message broker and
multiprocessing environment, one can download all the files in parallel and per-
form a series of format checks. Then, it can be categorized into media types and
loading can be done on distributed file system (DFS). The DFS file id is then used
for information retrieval (IR).

2. Media Processing and Information Retrieval: The pipelines are decentralized so
that there is no single point of failure. The pipelines are basically stream pro-
cessing queues that have a neural information retrieval model attached which acts
as a consumer of the stream. Based on the file types and information retrieval
algorithm, it performs the task of downloading the file from the DFS using file
id, performs inference on the media file using the IR model, and then stores the
extracted information in a document database.

3. Indexing and Searching: The traditional document database is not suitable for high
performance and fast search; hence, one always indexes the stored document to
elastic search which is a distributed, multitenant-capable full-text search engine.
It stores the indexes into the main memory (RAM) and hence offers fast search
to the input queries.

So nowadays to cope with such challenges, this research paper presents an infras-
tructure to take the semantics of the data for making a neural information retrieval
system and later accommodating a semantic predicated probe which avails organiz-
ing the digital media assets efficiently and accurately. This paper endeavors to address
a genuine-world scenario for all types of media files like documents, images, audio,
and videos.

This research paper also utilizes the concept of multimodal for pdfs, jpg, mp3,
etc., and making them searchable is the main challenge in this era. Not only this but
it is withal an arduous task to integrate all the processing and probing systems under
a mundane genuine-time backend infrastructure.
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2 Literature Survey and Related Work

The systematic literature review always serves the purpose of exploring state-of-
the-art approaches for neural information extraction, retrieval, and processing for
multimodal neural search.

Authors [21] have reviewed various feature extraction techniques in content-
based image retrieval. Authors focused on extracting color and texture features.
Authors showed that Gabor wavelet transform is used during efficient discrimina-
tion of texture feature. Authors [2] have reviewed various text mining approaches
and techniques like classification, clustering, and extraction. Authors have also dis-
cussed text mining approaches in healthcare and biomedical domain. Authors [1]
showed that highly scalable and computationally efficient and consolidated infor-
mation extraction approaches are in need for dynamic and unstructured big data.
Authors told that quality, usability, sparsity, dimensionality, heterogeneity, scarcity,
etc., are prominent challenges in information extraction field. Authors [7] proposed
framework for semantic search engine through new ranking approach. The proposed
framework can be further extended to detect more accurate semantic information
from social network. Authors [16] presented a scalable real-time visual search sys-
tem on JD.com’s e-commerce platform. Authors have designed, implemented, and
evaluated proposed approach through various optimization techniques. Authors [28]
developed LOD backend infrastructure for research information of the social sci-
ences. Authors have used GESIS use case for the same. Authors [25] had presented
semEHR, a unified information extraction and semantic search system for obtaining
clinical insight from unstructured clinical notes. This approach is ontology-based
approach. semEHR is open source. Authors [12] reviewed various approaches or
techniques related to Web data extraction and prepared comparative analysis for the
same. Here, authors tried to identify efficiency of extraction process. Authors [27]
invented a generalized deep multimodal neural architecture search (MMnas) frame-
work for various multimodal learning tasks. To achieve this, authors had constructed
a unified encoder—decoder backbone. Authors [17] introduced the multimodal multi-
domain conversational dataset (MMConv). This dataset is fully annotated accumu-
lation of human-to-human role-playing dialogues spanning over multiple domains
and tasks. Authors also provided realistic user settings, structured venue database,
crowd-sourced knowledge database as well as annotated image repository. Authors
[24] proposed NaLa-Search, a novel semantic Web search and navigation architec-
ture. It allows users to explore data stored in the LOD cloud through a multimodal,
interaction-based (voice and touch) mobile application.

So as mentioned above, subsisting work majorly fixates on single media data
extraction from the given text content but does not extract that from an image in
pdf or ppt. So, our proposed solution tackles this circumscription by scaling up this
to different file formats. The proposed architecture utilizes different state-of-the-
art models on respective file types maximizing the quantity of index metadata for
semantic search.
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3 Proposed Architecture and Approaches

Figure 1 shows an ETL architecture in a nutshell which contains many miniature
parts which are explained in further subsections. This diagram has three serving

layers with specific purposes.

1. Extraction: This is the layer that majorly deals with the extraction of data from
various sources and supplies it to the further pipelines for processing in our archi-
tecture. This is the first or gateway layer for our architecture, as everything com-
mences from here. The extraction phase itself contains three main extracting
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(a) Document Extraction: Here, the data will be extracted from all the different
document types like .doc, .ppt, .xls, .pdf, etc. The data which are extracted
are generally of 2 types, extracting images and extracting text.

(b) Video Extraction : Here, the audio/video frame is extracted and stored sepa-
rately.

(c) Web-page Extraction: Here, the HTML tree has been parsed to text. Then,
this phase will extract text and image data from the Web sites.

2. Transformation: Transforming all the raw data and files from the extraction pro-
cess and converting them into a normalized format and storing them utilizing
an asynchronous task distributed system is the responsibility of the layer. This
layer consists of 3 blocks: audio transformation, image transformation, and video
transformation.

3. Loading: It is the heart of the implementation as all the important and heavy pro-
cesses fall under this layer. All the information retrieval processing is performed
with the output indexing at this layer. It also gives an abstraction layer for the
searching of all the indexed data.

3.1 Extraction Phase

Figure 2 shows a bird’s-eye view of the extraction phase along with the compo-
nents of the gateway serving backend and its components.

The whole indexing process starts with defining a config.yaml file. This config
file contains configuration for various file types and also contains configuration for
choosing various deep learning-based information retrieval techniques for further
processing. Additionally, information retrieval (IR) methods (e.g., for image—image
captioning, OCR, scene recognition), etc., need to be performed. And inside it, of
the mentioned IR methods which containers need to be started automatically and
used as part of the pipeline. For further references, see https://github.com/semantic-
search/indexing-main/blob/master/config.yaml

1. Media Sources: The entry point for whole ETL process is the API gateway. The
source of the blobs can be a MEDIA Cloud store which is a storage bucket
containing blobs within any organization. The source can also be list of Web site
URL, which needs to be indexed. The source can also be a manual file upload via
API call.

2. Serving Backend Server: As per the API endpoints, the URL, files from media
store, and single files are passed to a necessary block.

3. Extract Web sites: Text is extracted from URLs by a rule-based HTML to text
parser. Rules like Ignore URLs, ESCAPE SNOB, Ignore Images and sanitizes the
text by replacing any unwanted spaces, new line characters, tab spaces etc.

In the case of media files, the backend either starts media extraction process by
iterating the media store or receives a single file to extract.


https://github.com/semantic-search/indexing-main/blob/master/config.yaml
https://github.com/semantic-search/indexing-main/blob/master/config.yaml
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on their respective parsers.

A

Task

In the document extraction, text and images are extracted from documents based

These images along with other images are parsed through the EXIF parsers,

extracting the GPS coordinates, and getting their location info by calling Open-
StreetMap Database and indexing the address info which will be used as an attribute
during searching.

3.2 Transformation Phase

Figure 3 shows the first phase of transformation in our implementation. It is the main
agent of the process with powerful asynchronous job queue used for running tasks in
the background. It contains components and data structures like queues that connect
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the rear and front part of the architecture. Tasks which are the query or in a particular
process that has to be executed, which are provided.
The following implementation consists of different internal blocks in its workflow.

[

2. Producer Block: Enqueues new task based on events in backend.
3. Task Queues: Task queues are used as a mechanism to distribute work across
consumers.

Consumer Block: Contains worker nodes which processes tasks from queue.

In the architecture, the setup has been made in which the number of files denotes
the number of tasks and each worker consisted of doing a finite dedicated process. So
different processes don’t make a worker rather a particular process becomes a worker
and have their independent queue as well which had benefits like where one can get
to load a particular process on our pipeline so when the resource management is done
so it can be done optimally and wastage or scarcity of resources will not occur. Each
worker will be hosting in different pods during deployment and have independent

resources.

Number of files that are queued can be seen as

Number of workers = Number of processes

Concurrency = System Capacity Dependent

(D
2)

Queued files = Number of files/(Number of workers * Concurrency) (3)

So, the remaining time can be calculated by this through multiplying queued files
with constant time variable.
After a task is processed by the worker node, the output is stored into our database
for future processing and access.
Figure 4 shows the summarized block view of our task which is processed by
workers in the asynchronous job queue. The task originates in our extraction phase,
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and in the transformation phase, its primary work is to send the correct files and
documents to the distributed file system and from there to the dedicated pipelines
which will be the genesis of the loading phase.

Figure 5 shows media transformation task flow for audio and video. The WAV
audio format is mainly used through the IR pipelines by the deep learning models.
So, our goal is to convert the incoming audio to the desired 16Khz mono-channel
WAV audio format which is the requirement of the ORM models. Lib SoX is used to
convert incoming audio data to WAV format. The WAV file generated by SoX needs
to be converted to 16KHz mono-channel format, for that FFmpeg is used. FFmpeg
is also used to extract audio data from incoming video data to WAV audio format.
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3.3 Loading Phase

Figure 6 named loading architecture aims at indexing all the documents in elastic
search index as well as in full-text search index. This is the final stage of our imple-
mentation. It is the continuation of our last loading process. Here, the data is coming
to the loading process from information retrieval pipelines like image captioning
results, image recognition results, audio transcribe results, and many more. So, these
neural semantic extraction results are converted into text form. The text is then sup-
plied to document embedding model and ultimately to index the text in elastic search
and secondly to full-text index.

This process integrates text similarity search by adding vector fields into elastic
search. The vectors are generated by passing each text statement from the cleaning
process through a sentence embedding model which is Bert Large Cased model
with 24-layer, 1024-hidden, 16-heads, 340 M parameters. This results in 1 x 768
dimension dense vectors with dims matching with the BERT model of which are
indexed into the elastic search.

So, survey had been done that BERT architecture was best suited for our imple-
mentation as this model can understand the meaning of each word based on context
both to the right and to the left of the word; this represents a clear advantage in the
field of context learning.

Document Embedding .~
”~
Model [1x768] ES Index Full Text
text Index
A vectors |ndeXeS

Clean |,

Text i

<

<

o Text Results
IR Pipelines »
= Document
DB
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Extracted Text From Documents

Fig. 6 Loading phase—text
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When the user enters a query, the query goes through the same embedding model,
and a vector is generated. Then, the calculation of the cosine similarity between the
ranked vectors of elastic search and the user query provides accurate semantic similar
results.

This whole bulk-indexing process is done in parallel using Redis Queue for real-
time queue-based indexing based on Redis DB with real-time monitoring and queue-
based controls for the process.

Secondly, for the subordinate full-text search index, the process is as follows.
Incoming text and its metadata are stored in the full-text search index in the pri-
mary memory for fast retrieval of data. When the use enters a search query, first,
a Levenshtein distance is calculated between the query and the text in the full-text
search index, and the results with high scores are sent as a response. Due to this,
these typo-tolerant search results are obtained.

{

"settings": {
"number_of_shards": 2,
"number_of_replicas": 1
I

"mappings": {
"dynamic": "true",

" _source": {
"enabled": "true"

I

"properties": {
"doc_id": {

"type": "text"

I

"text": {

"type": "text"

I

"text_wvector": {
"type": "dense_vector",
"dims": 768

}

}

Below is the explanation of the above configuration:

The text vector configuration is of dense vector type with dimensions matching
with the BERT model (1 * 768). Also, other elastic search cluster parameters are no.
of shards and no. of replicas. Lastly, the dynamic mapping of ongoing data indexing
is set to be true.

Figure 7 represents loading phase for media. In the working of the whole pipeline
process, once the extraction and transformation stages are completed, it invokes the
neural information retrieval pipeline by ingesting the DFS key by producing in the
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appropriate APACHE KAFKA topic. The end connector which is the consumer of the
IR pipeline and which has the deep learning code performs the information retrieval
processes and stores the output into the database.

This whole process is asynchronous for all the IR methods belonging to a file type.
The different topics of kafka are same as the method name and are taken config.yaml
which helps the producers to send the key to the appropriate consumer based on the

config.yaml.
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3.4 Search Process

Figure 8 named search procedure starts from the client—a browser or any application
that calls the REST API. The request from the client is passed to the API gateway
where it is decided which micro-service is to be called based on the HTTP method
and route of the REST APIL.

There are basically four kinds of search such as text search, audio search, image
to image search, and face search. Indexing of data for all of the above search methods
is a part of the neural information IR pipelines.

4 Category-Wise Summary of Implemented
Models/Approaches

Table 1 provides the different deep learning models that are utilized in the paper for a
particular extraction category. These algorithms and their corresponding models are
openly available and widely used models. For the experimentation, all the information
retrieval models have been integrated into a pipeline to the proposed architectures.
Additionally, as a component of the open source, all these models are packaged into
their separate containers with all the indispensable deep learning models and source
files inside it and open-sourced the source code along with the containers in a public
domain.

5 Experimental Results

Figures 9 and 10 illustrate experimentation results with various ways of search.
All the information retrieval models have been implemented and integrated into a
pipeline to the proposed architectures.

Figure 9 consists of three different implementations; the topmost implementation
is of full-text search, shows its typo-tolerant search, and displays accurate results
using them. Next in the middle is the elastic search implementation which brings
relevant results of the query using the vector similarity search. The one, in the end,
is the image captioning search which takes a text query as an input and searches
the result of a query over the text consisting of words and sentences which were
extracted using the image captioning model during the loading process. This gives
us the relevant images according to query context.

Figure 10 also consists of three different implementations; the topmost imple-
mentation is of face search which returns us with pertinent images using the face
recognition model, according to the input query image given. Next in the middle is
the reverse image search which gives us similar images as results according to the
image submitted. At the end, there is OCR search that matches the query text to the
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Table 1 Category-wise summary of implemented models/approaches

Extraction category

Implemented models/approaches

Image recognition

ResNet50 [10]

Image recognition

ResNet152 [10]

Image recognition

ResNet101v2 [10]

Image recognition

ResNet152v2 [10]

Image recognition

vggl6 [23]

Image recognition

vggl9 [23]

Image recognition

Inceptionv3

Image recognition

NASNetLarge [29]

Image recognition

MobileNet [11]

Image recognition

MobileNet large [11]

Scene recognition

Places365

Scene recognition

Places365

Scene recognition

places365kerashybrid [10]

Scene recognition

places365kerasbase [10]

Scene recognition

IBM Max Scene Classifier

OCR

EASY OCR [3]

OCR Keras OCR [3]
Object detection mask-rcnn-senet [9]
Object detection YOLOV4 [5]

Object detection

yolov4-voc [5]

Object detection

ppyolo [20]

Object detection

openimages [14]

Object detection

ms-coco [19]

Object detection

retina-net [18]

Image search

XCEPTION MODEL [6]

Image captioning

Image captioning [26]

Image captioning

self-critical.pytorch [22]

Image captioning

IBM MAX image Caption (im2txt)

Speech to text

QUARTZNET [13]

Speech to text

Jasper speech to text [15]

Speech to text

Deep speech [8]

Sound classification

IBM MAX audio classifier

Audio fingerprint

Audio search
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Fig. 10 Face, reverse image, Face Search
and OCR search
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OCR text (extracted from all the images during the loading phase) in the full-text
search index and gets results according to the text present in the images along with
typo-tolerance.

6 Conclusion and Future Work

With the ascension utilization of the Internet, plenty of digital content/media has been
engendered. Due to such a cognizance explosion, there is a vigorous need to make it
more accessible. This can be achieved with neural semantic search. This paper gives
a novel architecture cognate to the whole extract transform load (ETL) process and
information retrieval. The proposed architecture is robust enough to let the utilizer
decide the data source which needs to be indexed; its cloud provider agnostic thus
provides more flexibility. The architecture can be custom-tailored to the Desiderata
by designating which file types or models need to be utilized for processing the
data source. Different from the subsisting approaches that design handcrafted and
task-concrete architectures to address only a single task, our architecture can be
generalized to automatically engender optimal architectures of different tasks.

This paper further provides a summary table of all the approaches utilized in this
ETL process. The experimental search result shows the cessation-to-end working of
the novel architecture along with the precision of the results and all the respective
model. The implementation of the proposed architecture can be found at https://
github.com/semantic-search; it contains the model architecture with all the neural
information retrieval pipelines with the coupling code and withal the faculty to inte-
grate your own neural information retrieval pipeline model along with the facility of
customization of culled IR models utilizing the config mechanism as discussed above
in the paper. Adscititiously, it withal contains a mechanism to explicitly mention the
source of blob store on any cloud, for example, Google Cloud or AWS. These cloud
storages are majorly used as the primary blob stores in most backend infrastructures.
Hence, the architecture in this paper provides flexibility to the user to integrate search
as a service in the real-time application on top of their existing blob store, which
allows anyone to explore relevant content at scale. Providing a deeper understanding
of the intent of the search query significantly improves search results as compared
to the traditional search methods using the approaches mentioned in this research
paper. Hope that this research work may serve as a solid baseline to inspire future
research on multimodal neural search.
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A Comparative Study Analysis on Air m
Monitoring and Purification Systems L

Nida Praveen, Lipika Goel, and Sonam Gupta

Abstract Industrial activities and vehicles are the foremost cause of degradation
of air quality (AQ) level. The main cause is the emission of harmful gases or air
pollutants, solid particles, smoke, and dust from these industries. Air pollutants can be
smog, nitrogen oxides, carbon monoxide, carbon dioxide, ammonia, sulphur dioxide,
and other pollutants. Outdoor as well as indoor AQ level is affected by these types of
pollutants. Other case of indoor AQ level degradation may be the release of air-borne
chemicals from the furniture and during cooking. This degraded air that is polluted
air is the main (AAFSs). The aim of this paper is to perform a comparative study
analysis on the research that have cause of disease in humans. Hence, there is a need
of indoor automatic air filtration systems in order to generate the lucrative AAPSs
in last few years, thereby controlling the AQ level.

Keywords Air quality - Machine learning + Cloud computing * IoT

1 Introduction

Basically, air is the combination of various gases that are present in a fix ratio to
compose the pure air. However, any imbalance in the ratio of gases may cause to
excessive harm to the life of living beings on the Earth. This imbalance may occur due
to either the mixture of new harmful gas in air or by the increment of any particular gas
in air, such types of gases are called contaminants in air. Various contaminants may be
smog, nitrogen oxides, carbon monoxide, carbon dioxide, ammonia, sulphur dioxide,
and other pollutants [1]. The exposure of these harmful particles in the atmosphere
causes various chronic health diseases like respiratory infections and lung cancer.
This problem has been overcome by various researchers in recent years that promote
the real-time monitoring of unfavourable situations occurring in the air; hence, this
is a concerning research topic as various methods are proposed to monitor AQ in
the real-time scenario. Due to these adversarial effects, air purification is also the
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seeking topic in research field. Also, government is looking for the challenging ways
to threat the air pollution. Various simple air filtration systems have been developed by
simply putting the filter behind a fan. However, until the AQ is measured, respective
actions cannot be taken on the basis of bad or good AQ levels. The other method
adapted to purify the indoor air is the ventilation facilities in buildings. This type of
AAFSs works by simply exchanging the outdoor and indoor air. Conjunction to these
ventilations, there can also be openings in walls which permit inclusion of fresh air
from outside into indoors, thus can be behaved as infiltration walls. It can be said
that proper ventilation in conjunction with AFSs can be a good solution to tackle the
problem of degrading AQ. Poor AQ can also cause poor mortality rate as polluted air
causes various diseases in any normal person’s body that can damage the functioning
on life giving organs of human body such as lungs [2]. Moreover, modern lifestyle
is also causing poor indoor AQ [3] as people are using air conditioners and heating
systems which leads to sick building syndrome (SBS). In order to increase morbidity
and mortality rate, various researchers are proposing different air purification systems
as this is the serious issue to be considered. Additionally, since the outbreak of life
taking COVID-19, AQ monitoring is a serious concern. Therefore, it is a worldwide
topic to be researched. Remaining of the paper is organized as follows. Section 2
presents the survey performed by us on various technologies and countermeasures
proposed by various researchers in last 7-8 years. Section 3 gives the comparative
analysis of the studies along with the gaps in the studies proposed. Section 4 highlights
the number of studies, focusing on functioning of the proposed system such as AQ
monitoring, AQ monitoring, and AAFS. Lastly, Sect. 5 concludes the paper followed
by some proposed future researchers directions in Sect. 6.

This paper is aiming to perform a comparative study analysis on the research that
have been performed in order to generate the lucrative AAPSs in last few years.

2 Literature Survey

Degrading AQ is the serious concern in last few years; hence, AAFSs is trending
topic among most of the researchers. Some of the research that have been proposed
to develop air purifiers/AAFSs/Air purification systems are discussed in this section.

In this paper, the authors propounded air purification system (APS) having AQ
monitoring systems. The system was designed for indoors [4]. In this paper, the
researcher propounded an AQ monitoring system. They collected the real-time AQ
data using microcontroller (Arduino) and stored the data in the database located at
remote server. This data was updating as per the time and also this was accessible by
any user via an active Internet connection from the server [5]. The author propounded
AQ monitoring model based on wireless gas sensors. The proposed system was able
to detect the harmful compounds like CH,0, CO,, and CO. They implemented the
smartphone application to show the real-time sensed data. The system was designed
in the way that whenever the sensed data reaches the threshold value, alert message
was displayed on the user’s screen via Bluetooth and Wi-Fi [6].
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The author propounded IoT-based indoor AAFS. They utilized the indoor plants,
Chlorophytum comosum and Sansevieria trifasciata, to develop the proposed AAFS.
The proposed system was less costly, and also, less maintenance was required to grow
the plants. The plants were put in houses, offices, and small buildings, and testing
was performed on the basis of before and after AQ checking in the surrounding
atmosphere. The proposed study concluded that the two plants were a cheap solution
to purify the air at a great extent [7].

The researcher designed an intelligent and controlled AAFS and sweeper robot.
They presented the software and hardware design of the proposed control system.
The proposed system was designed for a control system that was controlling the door
(to be open or close) on the basis of the dust absorption in air utilizing the stepper
motor [8]. In this paper, the author utilized activated carbon fibre to model an AAFS.
They combined metallic collection rod with fibre brush, and fibre sheet, in order to
generate the proposed model. Fibre sheet applied electrostatic force that collects the
charged particles on collection rods, and those charged particles absorbed the harmful
gaseous particles from the air, thereby cleaning the air. The model’s performance was
compared to the HEPA purifier. The comparative results of the proposed model and
the HEPA filter showed that the proposed method outperformed by 35%accurac [9].

In this paper, the author propounded a cheap sensing system to monitor the AQ.
They studied the actual-time concentration of different harmful gaseous particles.
They deployed the proposed system in several cities and collected the sensors data.
They saved the collected data in uSense database that was accessible via different
users through Internet. This system was mainly deployed to make people aware about
the surrounding’s AQ, so that preventive actions can be taken if necessary. However,
the proposed system was only to check the AQ and could not give any purification
system [10].

The researcher propounded an AQ monitoring-enabled AAFS. AQ monitoring
task was performed utilizing gas sensors [11]. A threshold was set to buzzer the
alarm that was displayed on the LCD display, if the AQ pollution level exceeds the
threshold value. Thus, the air filtering process was enabled to purify the air [12].
The author utilized AHP technology to select the best AAFS. They proposed three
alternatives: Bap706, Bap600, and Bap1700 to choose the best AAFS for urban areas.
The best purifier was selected to be Bap1700 that was chosen by the panel of four
members [13].

In this paper, the researcher propounded an indoor AAFS having mobile pedes-
trian tracking capability. This system can track the pedestrian can monitor various
pollution causing particles in air around the pedestrian and thereby can purify the air
accordingly. The performance of the system was assessed using various algorithms.
Pedestrian tracking was performed by utilizing Cam Shift algorithm, and Harr +
AdaBoost algorithm was used to check the air quality, thus implementing the mobile
AAFS [14].

Researcher propounded a negative ion-based AAFS. They developed a negative
ion production circuit having 8 and 4 kV outputs; this generated voltage was used
for air ionization process. These generated ions reacted with dissipate gas, thereby
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cleaning the air. The performance was verified by preparing a prototype and circuit
analysis [15].

The author [16] performed a study on use of mechanical air filter utilized for
indoor polluted air. They showed that high efficiency particulate air (HEPA) AP is
most widely used while purifying air due to its efficient pollution removing capa-
bility that is 99.97%, when the size of polluting particles is not more than 0.3 pm
(diameter). The author [17] propounded an AQ sensing and controlling system that
was specially designed for health centres facing the issues caused by polluted air.
They applied the data analytics on the sensed data about the concentrations of CO,,
temperature, and the Ry value to analyse the trends in AQ. Based on the sensed
data, the control mechanism was able to control the speed of AAFS. They utilized
ZigBee technology as the communication channel. Based on three different actions,
the complete software was divided into respective sections as: (a) data monitoring
system; (b) AQ analysing system; (c) application and purification system.

The author [18] propounded a sensor-based AQ monitoring system. The proposed
system was implemented by distributing the sensors in a particular area and informa-
tion was exchanged using serial bus communication. The researcher [19] proposed
real-time AQ monitoring, and purification system specifically designed for varied
particulate matters. They performed air purification using five-stage filtering using
sterilization cotton filters, HEPA, activated carbon, cold catalyst, and fine dust filters.
However, the system was particularly designed for smaller areas only, and also, no
method for purification time has been estimated. Researcher [3] proposed indoor
AQ monitoring, and analytics system especially designed from the perspective of
COVID-19 outbreak. They used IoT sensors for sensing eight types of pollutants in
clinical lab and utilized machine learning models to classify indoor AQ. However, no
purification method was proposed, only analytics has been done on AQ recorded data.
(SBC) network with the rate of 20KBPS to IMBPS. The hardware thus accurately
monitored the AQ in less time and more efficiently.

3 Comparative Analysis and Gap Study

Table 1 shows the comparative analysis of the studies that have been discussed in
this paper.

4 Analysis

Above studies have been analysed, and the results are represented in Fig. 1. From
the graph, it can be seen that only 40% (total 6) studies have only performed AQ
monitoring process, 33% (total five) studies have performed the air purification along
with the monitoring process; also, only 7% (total 1) study has performed the data
analytics on the trend of AQ, however, could not provide the good air purification
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Year | Summary Technology used GAP study Authors(s) | References
2019 | Development of | Based on Manual starting | Marinov [4]
an effective micro-controllers and | of air purifier. etal.
indoor air Sensors Not effective on
purification course particles
system. Works
effectively for
particulate matter
metrics
2018 | An app was Mobile app Only data Huang et al. | [6]
designed as an (Wi-Fi-based), monitoring,
interface to alert | pollution and data pollution
the user when the | monitoring using gas | monitoring, and
pollution (gas) Sensors alarm generation
concentrations but not any
were above a purification
certain level method
2018 | Utilized the cloud | Data recording on Only data Okokpujie | [5]
technology to Excel sheet, remote monitoring and | et al.
analyse the server monitoring pollution
quality of airin | using microcontroller | monitoring, but
real-time. Usage | (Arduino) not any
of PPM metric. purification
Wi-Fi needed to method
access Internet to
access the data
from the
environment
2018 | Development of a | Sensors and filters Effective for Parvatekar | [7]
drone to monito | embedded drones indoors only; et al.
the quality and however, swarm
thereby purifying bots were
the air when proposed for
needed model
development for
larger space
2018 | Development of a | IOT based system Not feasible for | Shitole [8]
natural air utilizing indoor corporate office | et al.

purification
system using
indoor plant,
thereby cheap

plants-Chlorophytum
comosum and
Sansevieria trifasciata

buildings,
needed proper
ventilation

(continued)
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Year | Summary Technology used GAP study Authors(s) | References
2017 | An automatic Dust sensor, stepper | Biased in dust Qijunetal. |[9]
system based motor, and control concentration
upon electrostatic | system measurement
forces, than air
development of purification
an air purifier and
sweeping
machine
2017 | Based on novel | An automatic system | High power [12]
electrostatic based upon consumption
forces gave better | electrostatic forces
and faster results | (ACF, metallic
collection rod, carbon
fibre brush)
2017 | Design and Arduino Non-automated [13]
development of a | microcontroller-based | air purifier was
semi-automated | gas sensors used, manual
air purification starting of air
system gave purifier
buzzer when
pollution levels
exceed a
threshold point
2017 | Comparison Analytical hierarchy | Lack of [14]
among the three | process (AHP) suggestions in
air purification circuitry design
systems and
found out the best
of three
2016 | An improvement | Kalman filter, Not an efficient [10]
for outdoor air CamShift algorithms, | approach for
quality (AQ), AdaBoost outdoor air
hence a good purification
approach to track system
AQ for pedestrian
2015 | To initiate the uSense database and | Continuous [15]
program to make | gas sensor looking into
people aware the uSense domain,
air quality, which but not any alert
was also a benefit system was
for local implemented
government

(continued)
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Year | Summary Technology used GAP study Authors(s) | References
2013 | Works on the —ve ion generating Efficiency levels | Lai et al. [16]
basis of reaction | circuitry design not included in
of active and results
exhaust air
particles
2015 | AQ sensing and | Data analytics using | Not an efficient | Yuand Lin | [17]
controlling Auto regressive method of Air
system that was | integrated moving purification
specially average (ARIMA)
designed for
health centres
facing the issues
caused by
polluted air
2020 | Real-time AQM | MQ135 for data System is Niranjan [18]
and purification | collection and air particularly and Rakesh
system purification using designed for
specifically five-stage filtering. smaller areas
designed for Sterilization cotton only and also no
varied particulate | filters, HEPA, method for
matters activated carbon, cold | purification time
catalyst, and fine dust | has been
filters have been estimated
utilized for the same
2021 |Indoor AQM and | Use of IoT sensors for | No purification | Mumtaz [19]
analytics system | sensing eight types of | method was etal.
especially pollutants in clinical | proposed, only
designed from lab. Use of machine analytics has
the perspective of | learning models to been done on AQ
COVID-19 classify indoor AQ recorded data
outbreak

results, and rest 20% (total 3) of the studies have compared the different air purifica-
tion methods. Thus, it can be inferred that there is not such system that as-a-whole
can be counted as a good system having all the facilities like AQ monitoring, data
collection, alerting facility, Web-based access, air purification, and data analytics on

trends on air quality.

5 Conclusion

This paper aimed to provide a detailed study on AAFSs. From the papers presented
in this study, it is inferred that development of AAFSs mainly focus on the indoor
pollutants like: nitrogen oxides, carbon monoxide, carbon dioxide, and more powered
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Study Analysis

B AQ Monitoring
B AQ Monitoring + AAFS
®m AQ Monitoring + AAFS+ data

analytics
comparison

Fig. 1 Study analysis

is required to create the electrostatic force of attraction to attract the harmful gaseous
particles to clean the air. Also, not all the research have the monitoring systems, and
some were also lacking in good air purification system, but provide only monitoring.
Hence, the system that can monitor the AQ can store the data in databases to provide
access to user to monitor data to perform the air purification task and also to predict the
future possibilities of air pollution in any particular area would be a tough compatible
solution to the degraded AQ problem.

6 Future Research Directions

Based on the survey performed in this work, we can suggest some future research
directions that can aid the respective researchers.

e Developing more robust and efficient system that can generate instant alert via
mail or SMS in the situation when AQ reaches the threshold level.

e (Calculation of estimated time that can be taken by the purifier to clean the envi-
ronment in which the system is deployed based upon the values collected of AQ
parameters.

e Development of AQM systems for real-time environment in spite of just for lab
environments.

e More development of mobile applications that can be used by the common, non-
technical people as well.

e Automatic switch off and on system based on the quality parameters’ value of the
deployed environment.
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Malicious Node Detection and Prevention
for Secured Communication in WSN Checicfor

Vaibhav Dabhade and A. S. Alvi

Abstract Wireless sensor networks (WSN) are composed primarily of resource-
constrained sensor nodes, different monitoring characteristics and terminal nodes.
Such types of infrastructure have been used in areas such as health care, defense,
agricultural sectors, and emergency management, as communications systems and
intrusion detection. Due to various growing use of wireless sensor networks, essen-
tial information is shared in an insecure channel among network entities including
sensors, communication gateways, participants, etc., and the existence of critical
and confidential information in the network emphasizes the difficulty of secu-
rity risks. Through this work, we present the Hybrid Pairwise Key Establishment
Scheme (HPKE) for connected devices with large scale sensors. This work often
deals with the shortest path of computing among two nodes using broadcast tree
construction (BTC) that optimizes the usage of internal resources and the consump-
tion of energy. The intrusion detection scheme (IDS) recognizes certain possible
factors of detecting malicious, potentially unreliable nodes during communication
between nodes. Eventually, we will implement some dynamic application in network
simulation environment of proposed system.

Keywords Wireless sensor network + BTC - Hybrid Pairwise Key Establishment
Scheme

1 Introduction

A wireless sensor network (WSN) typically comprises several wireless small, low-
power, and low-cost wireless network nodes. Every sensor node is powered by a
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battery, with local storage of data process technology. Sensor devices can commu-
nicate at a small distance, wireless communication. Wireless sensor networks are
helpful in different scenarios, such as gathering information to a remote topography
or tracking a hostile situation, due to low overhead computational and communica-
tion costs. Two negotiating parties need to share a hidden key in the symmetric-key
practice before communicating with each other. Because of the volatile network
topology, safely and efficiently transmit the encrypted data in the sensor nodes is a
significant challenge when designing a wireless sensor network. Several quick redis-
tribution schemes have been examined to solve wireless communication’s critical
quality problem in recent studies. The basic concept here is to pre-load a collection
of symmetric keys onto the sensor network before deploying them. After implemen-
tation, if two nodes share one standard key, they can be communicated with each
other. Most of the strategies suggested are either focused on the theories of proba-
bility and random graphs or based upon polynomial bivariate. As we discussed in
the literature, that scheme has its limitation and cannot attain both the protection and
efficiency specifications of wireless sensor networks simultaneously (Fig. 1).

This work suggests an enhanced pairwise robust authentication scheme for wire-
less sensor networks to tackle current critical pre-distribution frameworks’ weak-
nesses. Our system is effective against selective forwarding attacks compared to
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existing approaches. Our scheme’s other advantages include low overhead storage,

full network access, large network scale, poor communication, and computational

overheads. The framework is also capable of detecting malicious activities using the

IDS technique and the minimal use of resources using the nearest neighbor approach.
The major contribution of paper is illustrated as below,

To develop a poetization-based cluster head (CH) selection in WSN.
To design and develop a cluster-based WSN for data aggregation by CH to reduce
the data redundancy.

e To develop an algorithm for detection malicious and network attacks such
wormbhole, sinkhole, sybil attack, etc.

Moreover, the further sections of the paper are divided as follows: Sect. 2 describes
various existing methods done by previous researchers for malicious nodes detection
in WSN. Sect. 3 describes material and methods with implementation of the proposed
system, while Sect. 4 depicts the algorithm specification for proposed implemen-
tation. Sect. 5 describes the experimental setup for evaluating the proposed work
and results achieved with our methodology and comparative analysis with various
state-of-the-art methods. Section 6 discusses the conclusion and its future scope.

2 Review of Literature

According to [1], numerous segments and sub-size sensor nodes are often utilized as
multi-hop communication points via the radio channel in wireless sensor networks. In
today’s world, wireless sensor networks are used for a variety of purposes, including
health care, the environment, agriculture, flood control, and military applications [2].
Essential process generation, key distribution, crucial update, and post node setup are
all part of the key management system. [oT devices are minimum objects that rely on
themselves in a wireless network. By encrypting pairs of nodes in between, the access
control method allows for four different types of keys to guarantee message synchro-
nization. They are also crucial for information, community, and networking. The
security key is used to encrypt previously transmitted data as well as to authenticate
new nodes joining the network. A cluster’s nodes are connected by a standard group
key. Cryptographic keys in pairs are used to secure node-to-node communications
and the whole network.

The WSN has a single or multiple placed hop route that are used to detect the
condition and transmit the information to the access point. The technology that
displays the AODV routing mechanism has already been modified to monitor and
avoid wormholes in the real world. As a result, this improved AODV has been
included in the wormbhole threat detection and mitigation approach [3].

WSN nodes are vulnerable to a variety of assaults, including capture attempts,
data movement jamming, and denial of service, due to their wireless networking,
arrangement, and intimate contacts with their physical surroundings. As a result, all
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network contacts must be secured. The distribution of cryptographic keys during the
initial setup is a must for safeguarding communication between nodes [4].

For WSNs, a number of key management methods have been suggested. It is
possible to divide them into two groups. The first is crucial pre-distribution methods,
in which secret keys are selected from a pool and disseminated before to the nodes
being deployed to the sensor nodes. Essential estimation is the second category. The
primary calculation is based on a certain mathematical concept, such as matrices and
polynomials [5].

Specific keys are kept in a node store in pairwise systems that have been suggested
(n — 1). This method offers sufficient security since the penetration of a single node
does not reveal the secrets of other nodes. However, when the number of nodes grows,
the device fails to scale because more memory is required to hold the keys [6].

Because they offer real-time monitoring and are possibly low-cost solutions, wire-
less sensors are becoming more popular as a solution to a variety of real-world
issues. When sensors are used in harsh environments, they are susceptible to phys-
ical assault. Before a WSN may exchange data, encryption keys must be established
between sensor nodes. Computational power and energy transfer will be saved using
a hierarchical primary management system [7].

The wireless network outperforms traditional sensors because it is built with tiny
sensor nodes that have limited processing and computing capabilities. These sensor
nodes may detect, measure, and gather information from the environment and send
it to the user or sink node depending on some local decision process or network
application installed in the region [8].

When sensor networks are placed in an adversarial environment, they are suscep-
tible to a variety of malicious assaults. An adversary listens to traffic rapidly and
impersonates one of the network nodes. The communication should be encrypted
and verified to ensure secrecy. A comprehensive examination of critical agreement
problems in generic network settings has been conducted. Trusted-server, public-key,
and key pre-distribution schemes are the three kinds of key arrangements accessible
for agreements [9].

IoT relied heavily on wireless sensor networks (WSNs) to maintain reversal
contact among nodes at the higher technology layer of the system. Key implementa-
tions can be categorized into decentralized protocols which are delegated. A central-
ized authority opts-in is solving problems and making to delete those keys or nodes
inside the system. The decentralized model is smoother and requires fewer messages
to submit but more complicated integration [10].

Intermediate network nodes can incorporate power-conservation findings from
individual sensors. It gathers results from multiple sensors and calculates a minor
post. This group activity involves safe communications from individuals. Team key
establishment for safe group contact in WSN is the bottleneck [11].

Chan et al. [12] address three new key setting frameworks using a pre-distribution
system to collect keys from each node randomly. Second, comparatively Its difficult to
identify small scale attacks than large one. Second, in the multipath-reinforcement
framework, the system demonstrates whether authentication between any pair of
nodes can be improved by leveraging the security of other connections. The design
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provides a random-pair credentials scheme that completely protects the confiden-
tiality of the entire network when every node is detected and allows node-to-node
authorization and qualified majority-based termination.

Cheng and Agrawal [13] suggested several key pre-distribution schemes create
pair keys among sensor networks in the studies; they are too cumbersome or unreli-
able for some common attacks. To fix those vulnerabilities, they present the enhanced
pairwise key setup scheme (IPKE) for wireless sensor networks of enormous size.
Compared to the prior main proportion of total systems, the device scheme will
provide complete network access, maximum assisted network size, lowest overhead
transmission and energy consumption. The study results also show that the proposed
framework scheme is resistant to various types of attacks.

Chen Zong-Gan et al. [14] state that the adaptive threshold NEDA addresses the
LM-RAS problem. Three novel strategies, i.e., LPFE, NSS, HRS, are integrated
into NEDA to achieve more effective CSS for extending the network’s lifetime.
LIFE measures individual fitness, which indicates the participation a person makes
to the lifespan of the network. The NSS uses neighborhoods to create probabilistic
models to identify new things, which helps to produce varied CSS. The Hours uses
the residual power of the detectors as laboratory prepared for the improvement or
elimination activities to fine-tune the exposure strategies.

Chen Ling et al. [15] studied WSN SCC algorithms primarily. The research indi-
cates that attention should be paid to the sensor nodes and the channel’s energy
balance during the algorithm’s operation. This also reflects a significant benefit of
the SCC algorithm relative to the LEACH algorithm. The application of the SCC
algorithm will effectively lengthen the network’s lifetime and decrease network
power loss through the simulation test line. The following two aspects indicate its
core implementation advantages. Cluster head nodes are distributed uniformly in the
network. They are also in a sparse location, effectively avoiding problems such as
weak access to the network caused by inadequate energy supply.

Igbal Siddiq et al. [16] state that the primary purpose is to estimate and improve
definite issues such as node attack, node communication stability, energy consump-
tion as well as throughput ratios. The principle of node communication by keys and
creating a connection safely helps protect a network. The structure used to protect
the sensor network in the paper is Single Space Key Distribution by Advanced Blom.

Farhadi Mostafa Moghadam et al. [17] defined the proposed protocol as a secu-
rity attack based on security problems. Additionally, to resolve wireless nodes secu-
rity concerns, the protocol scheme proposed by Alotaibi has implemented a shared
authentication and essential agreement procedure based on Diffie—Hellman elliptic
curve cryptography algorithm.

The energy-efficient hierarchical key controlling protocol inhomogeneous hierar-
chical WSN is defined by T. Kavitha and Rajadurai Kaliyaperumal [18]. This protocol
is evaluated using network simulation, and its EEHKMP output consequences are
matched with the E2ESCP in terms of energy, quality of service, and throughput.
The ordinary delay transpired in EEHKMP evaluated with the E2ESCP approach
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for efficient completion of contact between the nodes stands reduced to 0.23%. For
EEHKMP and E2ESCP, the average packet transmission ratios are 0.77 and 0.69,
respectively.

Aggarwal and Gupta [19] proposed an energy-efficient essential pre-distribution
approach designed to create trust between nodes. This method considers the energy
of the nodes when determining the keys and their relative distances from one another.
In addition, the current critical pre-distribution techniques give very minimal or zero
security from node compromise attacks. The scheme proposed could detect node
compromise attacks without the need to share a key ring.

Ugur Yildiz Huseyin et al. [20] proposed a linear programming system to resolve
the issue of incomplete stable communication in terms of its effect on network exis-
tence, path length, queue size, and energy dissipation. The results of numerical anal-
ysis of the device show that having a low (below 0.1) likelihood of primary protection
association has a significant effect on network lifetime; however, as this likelihood
increases, the decrease in network lifetime is rapidly curving down.

Jasim et Ahmed et al. [21] proposed a technique that generates a random value
and a secret key unexpected time sign to improve authentication. The base station
node will validate the false aggregated data when the packets are received using the
previously generated key. Secure node authentication, data fragmentation techniques,
fully homomorphic encryption, and model access control are also used to identify
and prevent threats. The stable node authentication method prevents attackers from
gaining access to the network. To minimize network latency, the base station node
uses distance information between the participating nodes. To verify the depend-
ability of the suggested procedure, the device replicates two well-known assaults:
Sybil and sinkhole attacks.

GAP Analysis

e Due to absence of data aggregation, most of system generate high network
overhead during data transmission [5, 6].

e High power consumption for direct communication to cluster member to base
station [11, 12].
Low detection accuracy for malicious nodes detection [8—10].
No prevention for internal attack detection like buffer overflow, DDOS, etc. [4].

3 Proposed System Design

This research basically emphasizes on secure data communication in WSN with
pairwise semantic key encryption scheme and detection of internal malicious nodes
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when it misbehaviors. System also explores intrusion detection system (IDS) tech-
nique with shortest path generation approach using BTC. The different phases of
proposed work have been described below.

Problem statement

This proposed work to design and develop a system for dynamic network attack
detection and prevention from WSN; the major objective of proposed system it to
detect malicious behaviors of nodes and prevent it.

Designing of WSN

In the first phase, we create network simulation with a few nodes in the NS2 environ-
ment. The NAM simulator generates and sets each node location as well as public
parameters. The particular node has specific energy in Joules, location details, radius,
number of neighbor’s nodes, etc.

Pairwise Symmetric-key generation and Encryption

In that phase, we create pairwise key generation using a 64-bit AES Encryption
Algorithm, and we collaborate some secure hash function methods, some RSA
techniques, and numerous MD5-based one-way functions. We maintain one large
[64 * 64] matrix for pair matching for each receiver nodes. That maintains higher
security for encrypted data.

Broadcast Tree Construction

This approach is used for minimum resource utilization during data transmission.
Whenever two parties communicate, it is mandatory to use section channel and the
trustworthy shortest path. Using BTC, we construct the most straightforward path
based on each neighbor node and its trust values. This approach gives us assurance
about perfect path selection where never generates any cut during communication.

IDS approach

Intruder nodes are dynamically monitoring their adjacent neighbors using oper-
ating messages that identify the black hole node. If a node is forwarding packets, a
watchdog node can examine its next node’s validity and forward the packet. So any
node inside the coverage area is reviewed by the watchdog objective function. If any
node does not deliver the incoming packet, the watchdog function counts delays and
compares it to a predefined threshold for transmitting the message. Unless the wait
is much less than the threshold, watchdog assumes maybe the next node is collabo-
rative; else, the node would be marked as malicious. Even the watchdog node checks
the packet so as not to change it. Whether any node only acknowledges but does
not forward through the watchdog node, this watchdog recognizes it as a sinkhole
node and eliminates the node from both the transmission of the packet path. The
proportion of transmitting and receiving network packets to one sinkhole node is
infinite.
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Intruder Revocation

Whenever any internal node exhibits misbehavior and is detected by the watchdog,
it takes complete control and coordinates for the next transmission. Moreover, BTC
immediately constructs another path to collaborating with remaining neighbor nodes
and forwards data to the destination node. This process repeatedly executes until the
destination is reached. The essential advantage of this method is, it never pauses the
transmission process and attacker does not get complete information about hacked
data.

4 Algorithm Design

This algorithm describes the execution of malicious node detection during the
communication. It has validated each internal nodes-based IP table. Once data trans-
mission has started from source node, it validates the entire process and collects the
list of malicious nodes.

4.1 Algorithm for Malicious Node Detection

Input: All Network Nodes N, Source Nodes SRCnd, Destination node DESTnd, PREQ
internal nodes
Output: detection of malicious node Mnode
Step 1: Initialized network with N nodes
Step 2 : select SRCnd and DESTnd for transmit the data
Step 3 : Find the route between SRCnd and DESTnd using path discovery and send
PREQ packet to all nodes using below formula
n

Fx = ZSRCnd — PREQ — DESTnd

k=0

Step 4 : Generate individual ip table at DESTnd for each source
Step 5 : Store all received packet data and information in respective ip table.
Step 6 : if(All ip tables are similar)
No malicious node found in network
Step 7 : else
Ip[i] € irrelevant ip table received by DESTnd
Ip[j] € any relevant ip table received by DESTnd
Foreach (Adj(N) into ip[i])
IftAdj(N)) I= Ip[j])
MaliciousNode.add(Adj(N))
End if
End for
Step 8 : MaliciousNode.List
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5 Results and Discussions

We provide the assessment of both the planned and current systems in this part.
We quantitatively assess the study after explaining our experimental setup using
the various parameters utilized, such as throughput, packet delivery ratio, cost, and
time. Our tests are carried out using the NS2 simulator version 2.35, proven to
provide realistic results. The NS simulator runs TCL code, while the header input
uses both TCL and C++ code. For communication in our simulations, we utilize an
infrastructure-based network architecture. The network selection is used to provide
access to the wireless network at any time. In NS2, WMN simulates. The TCL file
depicts the simulation of the whole architecture that was suggested. To run in the
NS2 simulator, TCL uses the EvalVid Framework, which also helps to record running
connection information messages using the connection pattern file us1. The NS2 trace
file. Tr may be used to examine the findings. Filtering, processing, and presenting
vector and scalar data are all supported. The project folder’s results directory includes
us. tr file, which provides the simulation’s performance results. Using the graph tool,
we plot the result parameters against the x and y-axis parameters based on us.tr file.
The graph files have. awk extensions and may be plotted using the graph program
(Table 1).

5.1 Performance Metrics and Parameters

5.1.1 Throughput

The ratio of the total amount of transfer by the destinations to the entire simulation
time is what it is called. The throughput is a result of the mobility pattern; for
example, if two nodes are constantly nearby and move together, the TCP connection
connecting them will have the same throughput as a single hop. Throughput, on the
other hand, is 0 if the two nodes are constantly in separate network partitions. TCL

Table 1 Parameters and Parameter Values

values
Simulator NS-allinone 2.35
Simulation time 25s
Channel type Wireless channel
Propagation model 2 Ray Ground
Standard MAC/802.11
Simulation size 1000 * 1500
Max packet length 1000
Ad hoc routing AODYV, SAODV, DSR, DSDV
Traffic CBR, PBR
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Fig. 2 Simulation results for number of nodes versus throughput

script is used to improve congestion prevention for TCP vegas. When the TCL script
is run, it creates a trace file that contains all of the simulation events. The throughput
is estimated with the help of an awk script that analyzes the trace file and saves the
results to a file. Figure 2 shows the throughput displayed using the data received
from running the awk script.

The diagram below shows throughput in an IDS system with four distinct proto-
cols. Using DSR in simulation, the throughput numbers are somewhat improved.

5.1.2 End to End Delay

It is the time it takes for a packet to travel from source to destination across a
network. The greater the performance, the shorter the delay. High channel delays in
amobile network that cause the TCP timer to expire would require TCP to retransmit
the delayed packet needlessly, wasting time and energy, and degrading network
performance.

Figure 3 illustrates the fluctuation of delay defined on the y-axis with regard to the
number of nodes defined on the x-axis, and it can be shown that delay is not constant
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Fig. 3 Simulation results for number of nodes versus delay

with respect to nodes due to incomplete environmental awareness. In addition, it has
been discovered that IDS with DSR has a shorter latency than DSDV.

5.1.3 Control Overhead

Overhead is defined as any combination of extra or indirect computing time, memory,
bandwidth, or other resources needed to achieve a certain objective. Routing overhead
increases the length of time it takes to transmit and receive routing packets, and the
routes selected influence which nodes lose energy fastest. Proactive protocols may
cause a significant increase in bandwidth and energy consumption for networks with
highly dynamic topologies. Because the route to the destination is created when it
is required based on an initial discovery between the source and the destination,
reactive protocols trade off this overhead with increased latency. The simulation
graph in Fig. 4 shows the change of control overhead (y-axis) with relation to the
number of nodes (x-axis), and it can be shown that DSR has lower control overhead
than DSDV. The number of nodes grows, so does the control overhead of IDS DSR.
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Fig. 4 Simulation results for number of nodes versus control overhead

5.1.4 Packet Delivery Ratio

The ratio of the total number of packets received by the destination node to the
number of packets sent by the source node is what it is called. The simulation graph
shows the change of packet delivery ratio (y-axis) with regard to the number of nodes
(x-axis), and it can be shown that PDR of DSR is higher than DSDV IDS protocol
(see Fig. 5).

5.1.5 Packet Drop Ratio

The ratio of the total number of packets dropped by the destination node to the total
number of packets sent by the source node is what it is called. The simulation graph
depicts the change of packet loss ratio (y-axis) with relation to the number of nodes
(x-axis), and it can be shown that DSR has a lower packet drop rate than DSDV IDS
protocol (see Fig. 6).
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In Fig. 7, we demonstrate the comparative analysis between proposed systems
versus various state-of-art systems. The evaluation has done based on detection of
nodes.

For this experiment, we used KDDCUP99 dataset for generate the malicious
connection, and according to detection of those connection, accuracy has defined.
The accuracy achieve by proposed system is around 96% which is better almost 5%
than [12, 13, 17].

6 Conclusion and Future Work

This system focuses on the detection and prevention of network attacks during data
transmission. The suggested methods improve ad hoc network security while also
preventing various types of network assaults. It helps to increase the packet delivery
ratio (PDR) and reduce network overhead by fostering the implementation of the
appropriate routing protocol [22]. In the future, it will be necessary to enhance the
table entries at the receiving node in order to identify wormhole nodes more quickly.
In addition, wireless ad hoc networks’ security will be improved. With the use of a
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novel described method, it is possible to avoid different kin fog network assaults.
Wormhole attacks have been recognized as attacks that may be strong and inflict
significant network damage, even when communications need authentication and
encryption, for future study.
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Clustering-Based Protocols in WSN

Trupti Shripad Tagare and Rajashree Narendra

Abstract Currently, the world is witnessing a rapid development in the area of wire-
less sensor networks. It holds a potential to transform many features of our economy
and life, starting from bio diversity mapping to industry automation, transportation,
healthcare monitoring. These networks primarily aim to develop protocols to utilize
the sensor node energy efficiently and thereby maximize the lifetime of the network.
In this research paper, we compare the energy efficient clustering-based protocols
used in wireless sensor networks. The work involves implementation of homoge-
neous protocols, namely low-energy adaptive clustering hierarchy (LEACH), energy
aware multi-hop multi-path hierarchical (EAMMH). Next, the heterogeneous proto-
cols such as enhanced distributed energy efficient clustering (EDEEC) and stable
election protocol (SEP) are executed. The analysis is carried out in terms of number
of nodes and probability of election for cluster head (CH). The observations and
results obtained for these protocols are presented.

Keywords Wireless sensor networks + Low-energy adaptive clustering hierarchy -
Energy aware multi-hop multi-path hierarchical - Enhanced distributed energy
efficient clustering + Stable election protocol + Average energy *+ Dead nodes *
Energy efficiency - Cluster head

1 Introduction

Wireless sensor networks (WSNs) consist of large number of sensor nodes. These
nodes are spatially distributed in the area to be monitored. These nodes are tiny and
have limited power. These sensor nodes are usually placed in inhospitable environ-
ments to sense various physical parameters like temperature, pressure, vibrations,
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etc. The node consists of sensing device, trans-receiver, processing unit, and a tiny
battery. The basic requirement of these networks is to consume minimum power and
enhance the network lifetime [1, 2]. Energy is the most important resource for a
WSN. This demands for efficient use of node energy as the exchange or recharging
of node batteries in these conditions is a herculean task. Today, WSNs are employed
in large number of applications like military applications, healthcare monitoring,
telematics, smart buildings, etc. Hence, a number of routing protocols are proposed
to reduce the consumption of energy in the nodes.

The energy efficient protocols in WSN are classified into the following categories:

e Flat routing-based protocols
e Hierarchical-based protocols
e [ocation-based protocols.

Flat routing-based protocols: Each and every node in the WSN has an important
role. The sink requests for some data and then waits for each sensor node to sense
and provide the data centric characteristics [3]. Few techniques used in the imple-
mentation are direct transmission and minimum transmission energy (MTE)-based
protocols.

Hierarchical-based protocols are implemented in two steps. First, the cluster
head is chosen, and then, the routing is carried out. The data are aggregated to
make the network scalable and energy efficient [3]. These are further classified
into homogeneous protocols which can be implemented using LEACH, LEACH—
centralized (LEACH-C), EAMMH protocols, and heterogeneous protocols which
can be implemented using DEEC, EDEEC, SEP techniques. Chain-based protocol
is also an approach from hierarchical routing protocols which reduce the consump-
tion of energy in the network. It can be implemented using power efficient gath-
ering in sensor information systems (PEGASIS), hierarchical PEGASIS, mobile
sink improved energy efficient PEGASIS-based (MIEEP) routing protocol.

Location-based protocols track the node location. The two techniques used to
estimate the nearest neighboring node distance, i.e., finding the coordinate of the
neighboring node, and the other is the use of global positioning system (GPS) [3].

In this work, we analyze the hierarchical-based clustering routing protocols of
WSN and evaluate their performance. Our proposed concept is to compare the
homogeneous and heterogeneous protocols using simulations with MATLAB and
has presented details comparative evaluation and inferences.

2 Literature Survey

e Paper [1] elaborated on the need of energy efficiency in WSN and implemented
direct communication, LEACH, energy, and distance-based algorithms for few
nodes and concluded that LEACH outperformed the other techniques.

e In [4], the detailed survey of flat routing protocols was carried out, and several
parameters were taken into account to establish a comparison between them.
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e Paper [5] provided a detailed review of all the efficient energy routing protocols
and techniques to increase the network lifetime

e In [3], the author gave a detailed insight of the hierarchical-based protocols and
carried out a comparative study between MODLEACH and MIEEPB routing
protocols in WSN with results showing better performance of MIEEPB over
MODLEACH.

e While paper [6] carried out implementation of clustering techniques, namely
EAMMH, LEACH, SEP, and TEEN routing protocols for WSN. The results
proved that the change in these parameters affects the performance of cluster
protocols in WSN.

e [7] Demonstrated the implementation of LEACH and SEP protocols. It employed
MATLARB to carry out the analysis.

e In [8], the comparative study of LEACH, N-LEACH, and SEP routing protocols
of WSNs was carried out. The results showed that SEP protocol provided a longer
network lifetime due to its heterogenetic nature. Also, the SEP’s advance nodes
helped in increasing the network lifetime.

e In [9], the author discusses the classification and comparison of different energy
routing protocols. Here, NS simulator was used for simulation and carried out the
performance analysis.

e Paper [10] proposed a hierarchical clustering protocol with a load balanced
approach. The parameters considered were energy efficiency, scalability, and reli-
ability. An ant lion optimizer was used in the selection of CH. The results showed
an improvement in all the parameters.

e [11] proposed the dragonfly algorithm which used the LEACH-C protocol. Here,
the flocking attitude of the flies was utilized in CH selection. The simulated results
showed an improvement in the number of alive nodes, increase in life time of the
network.

3 Objective

The efficient energy consumption in WSN is of primary importance to enhance
the network lifetime. It is clear from the literature survey that many researchers
have proposed different clustering protocols, namely LEACH, LEACH-C, DEEC,
EDEEC SEP, EAMMH, and EEHC. However, this study, we compare and analyze
the performance of only the following variants, namely

e Homogeneous Protocols: LEACH, EAMMH
e Heterogeneous Protocols: SEP, EEDEC.
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4 A Detailed Study

4.1 Homogeneous Protocols

Homogeneous protocols are the type of protocols that operate on a homogeneous
WSN. A homogeneous WSN is one where all the sensor nodes have the same
capabilities in power, storage, processing, and communication [12].

The homogeneous protocols are discussed below:

Low-energy Adaptive Clustering Hierarchy (LEACH): It is established on
hierarchical routing. In this approach, all the nodes in a network divide themselves
into several local clusters and a cluster head (CH) which is selected on the basis
of probability from randomly placed sensor nodes. Figure 1 depicts the structure of
the CH and cluster nodes. Here, the data aggregation is performed in the CH, and
the data are transmitted to base station (BS) using single hop. Basically, a stochastic
algorithm is applied to each node at each round. When not sensing, these nodes go
into sleep mode and conserve their energy. Each round helps the node in determining,
whether it will become a CH. A node elected as CH cannot become CH for next P
rounds , where P is the desired percentage of CHs which will be set by the designer.
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Fig. 1 The architecture of cluster head and cluster nodes [6]
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Thus, in each round, a node has a probability of 1/P in being elected as CH. The
normal nodes select their nearest CH to transmit its sensed data using time division
multiple access (TDMA) approach [13, 14].

Energy Aware Multi-hop Multi-path Hierarchical (EAMMH) Protocol: It
combines the energy aware routing and multi-hop intra-clustering approaches. It
divides the network into clusters, but it includes multi-hop to transmit the aggregated
data to the base station. Similar to LEACH, EAMMH also has the set-up phase
wherein the cluster organization takes place. Next, in the steady-state phase, the
aggregated data are sent to the BS.

4.2 Heterogeneous Protocols

Heterogeneous protocols are the type of protocols that operate on a heterogeneous
WSN. A heterogeneous WSN is one where all the sensor nodes have different capa-
bilities in terms of computing power or range of communication. The concept is based
on irregular sensor model which is used to calculate fairly accurately the performance
of sensor nodes.

The heterogeneous protocols are discussed below:

Stable Election Protocol (SEP): This protocol aims at understanding the hetero-
geneity present in the nodes using hierarchical protocols. Here, the nodes that are
elected as CH, aggregate the data, and transmit it to BS. Here, we consider a hetero-
geneity in nodes by classifying them into two types. First are the normal nodes
enriched with few Joules of energy, and second type are advanced nodes which are
facilitated with more energy when compared with normal nodes (in Joules). SEP
applies at each node the weighted election probabilities to elect a CH node. The
protocol delays the death of first node, and that period is referred to as the stability
period. This approach is powerful for closed loop applications with feedback are in
consideration.

Enhanced Distributed Energy Efficient Clustering (EDEEC): This protocol
works in line with SEP and EDEEC algorithm. However, the only enhancement it
makes is to consider the energy present in the entire network as also a criterion for the
selection of CH at each round. It considers heterogeneity in the nodes by considering
the normal advanced nodes and super nodes. Here, the probabilities are set for normal
nodes, advanced nodes, super nodes remaining energy level and total energy of the
network to select a CH in every round of election.
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5 Simulations and Analytical Observations

In this section, we carry out the analysis and performance evaluation of all the
hierarchical clustering protocols discussed using MATLAB R2020a. The complete
codes are written, and simulation results obtained for different cases are provided in
this section. We provide the comparison between the homogeneous and heteroge-
neous protocols. The homogeneous protocols have all nodes with same energy (in
Joules) while the heterogeneous protocols have variety of nodes namely the normal,
advanced, and super nodes which differ in their initial energy. The protocols for
homogeneous, namely LEACH and EAMMH and for heterogeneous, namely SEP
and EDEEC, are compared here.

Homogeneous Protocols
Simulation Parameters

The simulation parameters considered are shown in Table 1.

Simulation Details

First, the homogeneous protocols LEACH and EAMMH are considered. All the
simulation parameters are kept same during the simulation of LEACH and EAMMH
protocols.

Assumptions

e Nodes are static in nature.
e The energy present is each node is same and hence homogeneous.

Figure 2 represents the random distribution of heterogeneous cluster nodes in a
100 m x 100 m network field depicting the normal nodes (alive), cluster heads, dead
nodes.

Table 1 Simulation parameters for homogeneous protocols: LEACH and EAMMH

Simulation parameters Values

Network area 100 m x 100 m

Number of nodes (varied) CASE 1&3:100
CASE 2&4:250

Initial energy: EO 0.1J

Eelec = Etx = Erx 50 nJ

Probability of a node to become cluster head during election (varied) CASE 1:0.1
CASE 2:0.2

Energy spent in transmit amplifier types: Efs 10 pJ

Emp 0.0013 pJ

Energy required for data aggregation: EDA S5nl]

Maximum number of rounds: rmax 100

Heterogeneity percentage 0.0
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Fig. 2 The random distribution of homogeneous cluster nodes in a 100 m x 100 m network field

The simulations are executed with respect to the following parameters:

e Average energy in each node per round (with variation of probability and number
of nodes)

The simulation results are shown in Table 2 for four cases.
Observation

As seen in Fig. 3 and from Table 2,
CASE 1: With P = 0.1 and number of nodes = 100

Table 2 Average energy of each sensor node per round

Round | CASE 1: P =0.1 CASE2:P=0.1 CASE3:P=0.2 CASE4:P=0.2
No No. of nodes = 100 | No. of nodes = 250 | No. of nodes = 100 | No. of nodes = 250
rmax Average energy in | Average energy in | Average energy in | Average energy in
sensor node (in J) sensor node (in J) sensor node (in J) sensor node (in J)
LEACH | EAMMH | LEACH | EAMMH |LEACH | EAMMH | LEACH | EAMMH
0 0.09482 | 0.09482 | 0.09847 | 0.09847 |0.09852 |0.09852 |0.09853 |0.09853
20 0.06903 | 0.07069 |0.06527 | 0.06835 |0.06943 |0.06973 |0.06507 | 0.06945
40 0.04146 |0.04339 |0.03827 |0.04293 |0.03579 |0.04391 |0.03851 |0.04378
60 0.02276 |0.02549 |0.02148 | 0.02587 |0.02078 | 0.02669 |0.02339 |0.02645
80 0.01262 | 0.01477 |0.01147 |0.01439 |0.01097 | 0.01531 |0.01254 |0.01517
100 0.00642 | 0.00776 |0.00535 |0.00716 |0.00519 |0.00743 |0.00545 |0.00756
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Fig. 3 LEACH and EAMMH protocol: average energy in each node per round (in Joules) of each
node for four cases

Results show that in EAMMH protocol, there is more average energy in each node
compared to LEACH protocol with each round. At 100th round, EAMMH shows
a 0.1343% increase in average energy in the sensor node when compared with that
using LEACH.

CASE 2: With P = 0.1 and number of nodes = 250

EAMMH has more average energy in each sensor node per round when number
of nodes is increased. At 100th round, EAMMH shows a 0.182% increase in average
energy in the sensor node when compared with that using LEACH.

CASE 3: With P = 0.2 and number of nodes = 100

Results show that EAMMH still performs better than LEACH. At 100th round,
EAMMH shows a 0.224% increase in average energy in the sensor node when
compared with that using LEACH.

CASE 4: With P = 0.2 and number of nodes = 250

Results again show that EAMMH still performs better than LEACH. At 100th
round, EAMMH shows a 0.211% increase in average energy in the sensor node
when compared with that using LEACH.
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Table 3 Number of dead nodes per round

Round | CASE 1: P =0.1 CASE2:P=0.1 CASE3:P=0.2 CASE4:P=0.2
No No. of nodes = 100 | No. of nodes = 250 | No. of nodes = 100 | No. of nodes = 250

max | No. of dead nodes No. of dead nodes No. of dead nodes No. of dead nodes

LEACH | EAMMH | LEACH | EAMMH | LEACH | EAMMH | LEACH | EAMMH
30 3 1 18 11 9 3 16 10
40 7 5 47 36 23 11 48 27
70 45 42 122 101 47 38 109 99
80 54 51 141 117 57 45 124 119
90 64 56 160 136 67 53 146 134
100 69 63 186 166 74 61 174 161

e Number of dead nodes per round (with variation of probability and number of
nodes)

Tabulation

Table 3 shows comparison of LEACH and EAMMH protocol with respect to number
of dead nodes per round with respect to four cases were the probability for CH election
and number of nodes is varied.

Observations and Result
As seen in Fig. 4 and from Table 3,

CASE 1: With P = 0.1 and number of nodes = 100.

In LEACH protocol, the first dead node is seen at round number 25, while for
EAMMH, it occurs at round number 28.

CASE 2: With P = 0.1 and number of nodes = 250.

The simulation results for LEACH and EAMMH protocol show that in LEACH
protocol, the first dead node is seen at round 15, while for EAMMH, it occurs at
round 16.

CASE 3: With P = 0.2 and number of nodes = 100.

In LEACH protocol, the first dead node is seen at round number 17, while for
EAMMH, it occurs at round number 25.

CASE 4: With P = 0.2 and number of nodes = 250.

In LEACH protocol, the first dead node is seen at round number 17, while for
EAMMH, it occurs at round number 23. Compared to CASE 1, with more probability
and number of nodes, the time of death of first node in the network is delayed by
double number of rounds.

Conclusion for homogenous protocols between LEACH and EAMMH: From the
tabulations for all the cases, it is clear that EAMMH provides longer network lifetime,
and average energy per node is greater compared to LEACH protocol.
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Fig.4 LEACH and EAMMH protocol: number of dead nodes per round with P = 0.1 and nodes
=100

Heterogeneous Protocols
Simulation Parameters

The simulation parameters are shown in Table 4.

Simulation Details
The heterogeneous protocols SEP and EDEEC are simulated using MATLAB [15].

Assumptions

e The nodes are static in nature.
e The energy in normal nodes is less than that in advanced nodes.

Figure 5 represents the random distribution of heterogeneous cluster nodes in a
100 m x 100 m network field depicting the normal nodes (alive), advanced nodes
(alive), cluster heads, dead nodes.

The simulations are executed with respect to the following parameters:

e Average energy in each node per round (in Joules)
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Table 4 Simulation parameters for heterogeneous protocol: SEP

147

Simulation parameters Values
Network area 100 m x 100 m
Number of nodes (varied) 250
Initial energy: EO 0.1J
Eelec = Etx = Erx 50 nJ
Probability of a node to become cluster head during election (varied) 0.1
Energy spent in transmit amplifier Types: Efs 10 pJ
Emp 0.0013 pJ
Energy required for data aggregation: EDA S5nJ
Maximum number of rounds: rmax 100
Heterogeneity percentage 0.1
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Fig. 5 The random distribution of heterogeneous cluster nodes in a 100 m x 100 m network field

Comparison between homogeneous protocols LEACH, EAMMH, and heteroge-

neous SEP is carried out for 250 nodes as shown in Fig. 6.

Observations and Result

As seen in Fig. 6 and Table 5, the simulation is carried out for a network field with
250 nodes. Also, probability P = 0.1 is fixed. Thus, for same settings, the simulation
results show that heterogeneous SEP protocol is more energy efficient protocol when
compared with homogeneous LEACH and EAMMH techniques. However, EAMMH
is better than LEACH as observed in our previous results. But these results hold good
as long as the number of nodes is less, but when number of number of nodes increase
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Fig. 6 Comparison between LEACH, EAMMH, and SEP protocols for average energy (in Joules)

in each node per round

(to 250 as shown in results), the average energy curve of both LEACH and EAMMH

shown same results.

Thus, LEACH protocol is suitable when the number of nodes is less because of

its simplicity.

SEP protocol is best suited when the nodes are large in number.

e Number of dead nodes per round

Comparison between homogeneous protocols LEACH, EAMMH, and heteroge-
neous SEP is carried out for 250 nodes as shown in Fig. 7.

TableS Average energy of  gongNo | CASE: P = 0.1, No. of nodes = 250

each node per round

comparison for LEACH, rmax Average energy in sensor node (in J)

EAMMH, SEP LEACH EAMMH SEP
0 0.09849 0.09849 0.1095
20 0.06663 0.06871 0.09937
40 0.04065 0.004417 0.08917
60 0.02315 0.02713 0.07908
80 0.01251 0.01515 0.06898
100 0.00715 0.00715 0.05883




Performance Analysis and Assessment of Various Energy Efficient ... 149

X 98
180 T : ! : y > ! : Y 168 :
160 1| LEACH (Red) 4
EAMMH (Blic)
SEP ( )
140 1
o X 94
§ 120 ¢ Y 136
8 100
(o]
© 80
8
g 60
=
40
20 X 93
YO
0O 10 20 3 40 50 60 70 80 9 100

Round Number

Fig. 7 Comparison between LEACH, EAMMH, and SEP protocols for no. of dead nodes per round

Observation

As seen in Fig. 7 and Table 6, the simulation is carried out for a network field with
250 nodes. Also, probability P = 0.1 is fixed. Thus, for same settings, the simulation
results show that heterogeneous SEP protocol provides longer network lifetime when
compared with homogeneous LEACH and EAMMH techniques. Only when, the
number of nodes is still increased to 350, 500, we can observe dead nodes after 1000
rounds. Thus, again helps us to infer that with heterogeneity in the network, the
protocols help to increase the network lifetime.

e EDEEC protocol is implemented with the following improved parameters
compared to LEACH, EAMMH, and SEP are presented in Table 7

Table 6 No. of dead nodes

per round comparison for Round No CASE: P = 0.1, No. of nodes = 250
LEACH, EAMMH, SEP fmax Average energy in sensor node (in J)
LEACH EAMMH SEP
30 18 16 0
40 40 35 0
70 114 90 0
80 134 108 0
90 154 131 0
100 173 154 0
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Table 7 Simulation parameters for heterogeneous protocol: EDEEC

Simulation parameters Values
Network area 100 m x 100 m
Number of nodes(varied) 500
Initial energy EO 057
Eelec = Etx = Erx 50 nJ
Probability of a node to become cluster head during election (varied) 0.1
Energy spent in transmit amplifier Types: Efs 10 pJ
Emp 0.0013 pJ
Energy required for data aggregation: EDA S5nJ
Maximum number of rounds: rmax 5000
Heterogeneity percentage 0.1

(1) Alive nodes per round; (ii) dead nodes per round; (iii) no. of packets transmitted
to base station per round; (iv) no. of times the cluster head is selected per round.

Observation

As seen in Fig. 8, EDEEC protocol provides longer lifetime for the network with the
use of advanced and super advanced nodes.
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e Alive nodes are more even, when the protocol is run for 5000 rounds
e Results show that, at 1332 rounds, only 1 node is dead in the network.
e At 5000 rounds, the number of packets transmitted to BS is 0.26 Mb.

Conclusion for heterogenous protocols between SEP and EDEEC: From the
tabulations for all the cases, it is clear that SEP is better than homogenous proto-
cols LEACH and EAMMH because of heterogeneity of nodal energy. Hetero-
geneity provides longer network lifetime, and average energy per node is greater.
Further EEDEC outperforms LEACH, EAMMH, and SEP when large dense network
consisting of large number of nodes is involved.

6 Final Conclusion

Energy efficiency in sensor nodes for prolonged network lifetime is a basic require-
ment in WSN applications [16]. This can be effectively obtained by the use of energy
efficient hierarchical clustering techniques. In this work, the comparative analysis
between homogeneous and heterogeneous protocols is carried out. The MATLAB
2020a simulation tool was used. The previous work in this area compared the algo-
rithms with fixed number of nodes and probability [17]. It did not consider EDEEC
algorithm. So, in this work, an attempt is made to see the effects of change in these
parameters to the energy efficiency and life time of the network and worked on
LEACH, EAMMH, EDEEC, and SEP protocols.

e Firstly, the homogeneous protocols with nodes in the network with same capa-
bilities for various cases were carried out. The results prove that EAMMH is
more energy efficient as it consists of intra-clustering routing technique which is
responsible for delaying the death of first node and hence contributes significantly
in enhancing the lifetime of the network.

e However, LEACH continues to be the best choice when very few nodes are into
consideration as its very simple to implement.

e As the number of nodes increase, EAMMH and LEACH provide similar results.

e Next, the heterogeneity in the nodes was introduced to enhance the lifetime of
the network by introducing few nodes with more energy. The advanced and super
nodes were initialized with more energy than the normal nodes.

e Results of SEP prove that where EAMMH ceases to be efficient when nodes in
the network increase, SEP provides increased network lifetime as it prolongs the
stability period when compared with other clustering techniques.

e The results of EDEEC protocol conclude that it is the most energy efficient
protocol and suitable for dense and sizeable WSNs.

In future, the chain-based protocols can be implemented and performance
evaluation with respect to different parameters can be carried out.
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Abstract Application of artificial intelligence (Al) in education is an emerging
field of research. In a country like India with huge population, education cannot
be provided without the participation of private institutions. However, many private
institutions are unable to provide sustainable education as they lack the knowledge of
the current industrial requirements and the quality of the students being admitted. Al
can be used to build a complete road map for improving the performance of students
in various directions using their existing academic data and to forecast the ways of
improving the performance of the students for sustainable growth of the students and
the institution. The proposed research applies Al methods to assist the academic insti-
tutes in formulating a necessary framework for making decisions towards sustainable
education. The analysis involves different strategies to predict academic performance
which comprises, collection of known data, data processing, generating training and
testing datasets, building a model, and applying the model to the unknown data.
Predictive algorithms are used to identify the most important attributes in academic
data to suggest a prediction framework. The internal score and the health conditions
are predicted based on the lunch provided to the students. Similarly, the AT model
built on the collected data will be applied in the academic databases maintained by the
NIC. As a result, more efficient measures can be identified to improve the academic
performance of students in higher educational institutions and universities.
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1 Introduction

Al and deep learning [1] comprise several algorithms and picking the right one or
blend of algorithms, for the work is quite difficult for anybody working in this field.
Be that as it may, before we inspect explicit calculations, comprehend the three
general classifications of Al, the supervised learning, unsupervised learning, and
reinforced learning. Al is totally subject to programming models.

Data mining is the method involved with finding and extracting information in
the current datasets. It assists with finding stowed away examples in a huge dataset.
Educational data mining (EDM) is the as of late developing discipline that assists
with creating strategies in investigating particular sorts of information from training
dataset and help to foresee students’ scholarly performance. EDM is considered as
learning science, just as a component of information mining. Foreseeing students’
learning curve is a very difficult issue to address. Data mining provides an extremely
essential support in foreseeing students’ performance in their studies which will help
in proposing upgrades to the existing system.

In this study, we have taken in to account the students undergoing their higher
studies in universities. The academic performance of the students is predicted using
neural network technique by analysing 27 relevant attributes such as the time spent
on watching TV and Internet, time spent towards studying and sleeping, travel time,
medium of education, and education level of their parents. Based on these parameters,
we are able to recognize the influence of these parameters in their performance as
well the most influencing parameter. Further, based on the values obtained, we can
recommend the students to concentrate and improve their skills in the low-scoring
parameters.

1.1 Prediction Using Supervised Learning

One of the most widely used and successful types of machine learning is supervised
machine learning. When we wish to predict a specific outcome from a given input,
we utilise supervised learning, and we have examples of input/output pairings. These
input/output pairings, which make up our training set, are used to create a machine
learning model. Our goal is to make precise predictions for novel, never-before-seen
events. Supervised learning always necessitates more efforts from humans to create
the training set, but it then automates and speeds up what would otherwise be a
time-consuming or impossible activity.
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1.2 Unsupervised Learning Technique

Unsupervised learning encompasses all types of machine learning in which the output
is unknown, and there is no teacher to guide the learning algorithm. The learning
algorithm is simply shown the input data and requested to extract knowledge from
it in unsupervised learning.

1.3 Reinforcement Learning Algorithm

The latest and popular ML model is the reinforcement learning algorithm. Unlike
the other two methods, the reinforcement learning uses input from earlier itera-
tions to continuously improve its model. This makes it different and better than
the other models in which no feedback is used for improvement. It is a very good
example for learning models that improve through continuous learning. In a conven-
tional reinforcement learning approach, outputs are graded rather than labelled, and
performance requirements are quantified.

2 Literature Review

Predicting students’ academic performance using association rule mining was studied
in [2] that talks about the application of rule mining in evaluating the performance
of students. In [3], authors have used the decision tree algorithm that discovers the
parameters that have a say in the academic performance of the students studying in
universities. How Internet have influenced the other learning resources as well as
the time. The influence of using the Internet as a learning resource and the effect of
the social networks in sharing the students in learning time were discovered by [4]
using artificial neural network (ANN). Predictive analytics using the decision tree
along with the combination of neural networks to classify and group student learning
patterns to describe their academic standard was explained in [5]. The correctness of
various models which forecasts the students’ educational performance and the one
that contributes the most to better their e-learning outcome, taking into account the
socio-economic and the demographic features of the students was studied by [6]. A
useful study done by [7] to predict the chance of students being at risk (AR) or not
‘Not at risk” (NAR) with respect to their degree is considered to be an informative
work. However, there is a need to analyse the influence of other factors mostly indirect
in nature that affects the performance of the students.

The effect of several data mining techniques and classifiers in forecasting the
academic growth of the students was presented by [8, 9]. Baker et al. [10] analysed
the contributions of the researchers towards educational data mining with respect
to the present scenario. Identifying and selecting suitable features that are more
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predominant in the evaluation process using machine learning were carried out by [4].
A good data mining approach based on lean production was done by [11]. The GALT
proposed by [12] is a reasonable approach to predict the students’ academic success
level. A detailed overview about the role of emotional intelligence in transforming
students from schools to colleges was presented by [13]. The works done by [14] and
[15] deal with the frame work and an educational data mining approach, respectively.

An excellent review of the recent data mining techniques in predicting the
academic performance of students was carried out by [16]. Reference [17] anal-
ysed the various factors that may put the students’ performance at risk during their
first year of graduation. The contribution of information technology towards identi-
fying the upcoming performance of students and providing early recommendations
was studied by [18]. The use of data mining algorithm in big data analysis and
perturbations resented in [19] is a very useful work related to our research. The work
proposed in [20] is very helpful to detect the possibilities of depression in students
at early stage using social media. An improved sigmoid function presented in [21]
is an important contribution to classify tasks in the ELM domain.

3 Opverall Architecture of the Proposed Work

The proposed model contains three phases. At the first phase, data collection is carried
out, in which data about the lifestyle of the students, existing students’ performance,
and the parent’s details are collected. At the second phase, the gathered data is trained
and tested against different ML models [1] and accuracy of the models is determined.
Atthe final phase, the accuracy score of all the models are compared and best model is
recommended as the suitable one to predict the performance of students. The overall
architecture of the proposed work is presented in Fig. 1.

Data collection is done by requesting the students and other stake holders to fill
the details in three different ways such as filling the form in person, filling a Google
Form and filling the details in the Google Sheet. The form contains suitable questions
to acquire data for all the required parameters. Also, the details of their parents such
as their educational qualification, age, occupation, place of residence, and average
monthly salary will be collected. After data collection, they are converted into .csv
format for feeding to the ML models. The data is carefully split into train and test data
usually 80% and 20%, respectively. The accuracy of all the ML models is recorded by
varying the training and testing data split to obtain maximum accuracy. Finally, the
maximum accuracy score obtained from various training models will be compared
to select the best method for the prediction process.

The objectives of the proposed work are

e Gathering the living style and current performance of the students studying in
universities.

e Applying different machine learning models and comparing their accuracies based
on the most influencing parameter.
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Fig. 1 Overall architecture of the proposed work

e Recommending the model with high accuracy for predicting the student’s
academic performance and taking corrective actions at the early stage.

4 Implementation and Results

In the proposed work, artificial intelligence is a based predictive algorithm is used to
identify the most important attributes in academic data. Prediction analysis of student
performance and prediction analysis of institution/department/course performance
are done. To predict academic performance, a strategy which comprises collection
of known data, data processing, generating training and testing datasets, building a
model, and applying the model to the unknown data is applied. Predictive algorithms
are used to identify the most important attributes in academic.

Among the several existing models, decision tree model, neural network, and
naive Bayes model are used in this research. A decision tree (DT) classifier brings
out the association among the various nodes, branches, and children in the sense
of the structure of a tree and association rules for natural language processing. The
iterative dichotomiser or classification and regression trees algorithms can be used
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by the DT classifier. It is a recursive algorithm that uses a top-down greedy search
to scan the attribute space for feasible branches without going backwards. It builds
the decision tree using a predetermined set of training samples and then prunes it.
To classify the qualities, DT algorithms rely on entropy. Entropy is a mathematical
computing technique that gives heterogeneous samples a binary numerical value of
0 and homogeneous samples a binary numerical value of 1. Random forest and K-
nearest neighbour (KNN) algorithms gives the best accuracy score for the collected
student dataset when compared to the other competent algorithms in this field.

4.1 Process Involved in Prediction

e Data collection from institution and courses.

e Al-based predictive analysis of collected data using methods identified in literature
survey.

e Creation of postgresql database with master tables for the collected dataset.

e Identification of predictive methods best suited for academic data available with
National Informatics Centre (NIC).

e Improving prediction accuracy of the identified methods by attribute selection
and parameter modifications.

e Integration of suitable Al-based predictive analysis methods.

e Creation of web application for the analysis using Windows-Apache-Postgresql-
PHP/Linux-Apache-Postgresql-PHP based.

e Make the method as a module which can be integrated with NIC developed Web
applications.

Artificial intelligence methods are chosen to apply and make modifications on the
method according to the student dataset. Student data table is created with several
master tables linked with it. Several machine learning methods were applied, and
best method is chosen. According to the student dataset, the columns are catego-
rized, and predictions are made on that dataset by using the method which gives the
best accuracy of result. The predicted result for the student dataset is maintained
in a website which can be referred later by the university authorities for improving
the academic performance of each student in the institution. A Web application is
created for the COE to look at the analysis made on the student data using Windows-
Apache-Postgresql-PHP/Linux-Apache-Postgresql-PHP. The prediction result can
then be imported as a module to the NIC developed websites for predicting students’
performance. Figure 2 shows the data flow between various modules.
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4.2 Data Flow Between Modules

This study utilises a dataset from the National Informatics Centre, which contains
1440 student records. All of this information regarding student behaviour is used to
build the set of features that make up the predictive system’s input, which is based
on a machine learning algorithm. There are 27 attributes in the dataset (Table 1).

4.3 Training and Testing Data

e Training set—A training set is used to train a model and identify its optimal
parameters, which are the parameters that the model must learn from data.

e Test set—A test set is required for evaluating the trained model’s generalisation
capability. The latter refers to a model’s ability to spot patterns in previously
unseen data after it has been trained on it.

e Validation set—Validation set is used to fine-tune a model’s hyperparameters,
which are higher-level structural settings that cannot be learned directly from data.
These options can indicate how complicated a model is and how quickly it detects
patterns in data.

As shown in Fig. 3, the proportions of the training and test sets are normally
80-20%. After that, a training set is split again, and the remaining 20% is utilised to
create a validation set.

Splitting the data into training and testing sets

X_train, X_test, y_train, y_test = train_test_split(X, y, test_size=0.33,
random_state=42)

sc = StandardScaler()

X_train = sc.fit_transform(X_train)

X_test = sc.transform(X_test)
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Table 1 Attributes of student dataset

K. Kanagaraj et al.

S.No. | Attributes Description

1 university_register_number | Assigns unique register number for each student

2 Section Describes the students section

3 student_name Stores the name of the student

4 Gender Stores the gender of the student

5 Age Stores the age of the student

6 Program Describes the program the student is undergoing E.g.,

B.Sc.,B.C.A,, M.Sc., M.C.A., ME,,

7 physical_activities List of physical activities the students is participating
history_of_arrears The details of arrears of the student

9 race_ethnicity The

10 Lunch The choice of students lunch E.g., Veg, non-veg

11 internal_marks The score of the student in internal assessment

12 external_marks The score of the student in external assessment

13 assignment_score The mark scored by the student in assignment

14 tv_usage The time spent by the student in watching TV/ day

15 internet_usage The time spent by the student in surfing Internet/day

16 sleep_hours The number of hours the student sleeps

17 study_hours The number of hours spent in studying subjects

18 dayScholar_hosteller Whether hosteller or day scholar

19 travel_time The time spent in travelling

20 Health The health condition of the student

21 Attendance Regularity level in attending classes

22 parent_guardian Name of the parent or guardian

23 parent_level_of_education The education level of the parent or guardian

24 Medium The medium of education of the parent

25 home_ownership Whether the parents are staying in own/rental house

26 marital_status Marital status of the student

27 student_class Year of study of the student

66—80 percent

20-33 percent

Training Set

Fig. 3 Training and testing data split percentage
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4.4 The Methodology

A brief overview of the machine learning algorithms employed in this study is
presented in this section.

4.5 Random Forest Algorithm Implementation

Random forest is a well-known machine learning algorithm that uses the supervised
learning method. In machine learning, it can be utilised for both classification and
regression issues. It is based on ensemble learning, which is a method of integrating
several classifiers to solve a complex problem and increase the model’s performance.
There are a number of benefits to go for random forest algorithm, but one of the most
focal points is that it diminishes the risk of over fitting and the specified preparing
time. Also, it offers elevated level of exactness. It runs proficiently in huge databases
and produces exceedingly exact forecasts by evaluating lost information.

e Random forest is a classifier that combines a number of decision trees on different
subsets of a dataset (as illustrated in Fig. 4) and averages the results to increase the
dataset’s predictive accuracy. Instead of relying on a single decision tree, random
forest collects the forecasts from each tree and predicts the final output based on
the majority votes of predictions. Let’s have a look at the steps in the random
forest algorithm:

Training Training Training
—> Data Data . Data
1 2] n
Training ¢ ¢ ¢
Set Decision Decision Decision
Tree Tree Tree
\ 2)
Voting
Test Set {averaging)
Prediction

Fig. 4 Random forest algorithm implementation
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e Data Processing

In data processing, the student data is read, and the preparation of the student data
is done.

"'Read the data™

df = pd.read_csv(r'C:\dataset\student-dataset.csv')

# Any results you write to the current directory are saved as output.
df.head(10)

print("the shape of our dataset is { }".format(df.shape))

#Data preparation

df.info()

df.describe()

df.nunique()

¢ Fitting Random Forest Algorithm to Training set

The random forest algorithm will now be fitted to the training set. We’ll use the
random forest classifier class from the sklearn.ensemble package to make it fit.
The code can be found below.

from sklearn.ensemble import RandomForestClassifier
classifier = RandomForestClassifier(n_estimators = 50)
classifier.fit(X_train, y_train)

e Predicting test set result

We can now anticipate the test outcome because our model has been fitted to the
training data. We’ll make a new prediction vector, y pred, for prediction. The code
for it is as follows:

y_pred = classifier.predict(X_test)

e Creating Confusion Matrix

Now, we’ll make the confusion matrix to figure out which forecasts are true and
which are incorrect. The code for it is as follows:

from sklearn.metrics import classification report, confusion matrix, accuracy_score
result = confusion matrix(y_test, y_pred)

print("Confusion Matrix:")

print(result)

The accuracy score of random forest algorithm is: 0.9684873949579832.
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Fig. 5 K-nearest neighbour (KNN) algorithm implementation

4.6 K-Nearest Neighbour (KNN) Algorithm Implementation

The K-nearest neighbour algorithm is based on the supervised learning technique
and is one of the most basic machine learning algorithms. The KNN architecture is
seen in Fig. 5. It assumes that the new case/data, and existing cases are similar and
places the new case in the category that is most similar to the existing categories.

It’s also known as a lazy learner algorithm since it does not learn from the training
set right away; instead, it saves the dataset and performs an action on it when it
comes time to classify it. The steps involved in KNN algorithm are,

Data Processing

In data processing, the student data is read, and the preparation of the student data
is done.

"Read the data™

df = pd.read_csv(r'C:\dataset\student-dataset.csv')

# Any results you write to the current directory are saved as output.
df head(10)

print("the shape of our dataset is { }".format(df.shape))

#Data preparation

df.info()

df.describe()

df.nunique()

e Fitting KNN Algorithm to Training set
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We’ll now apply the KNN algorithm to the training data. We’ll use the K neighbour
classifier class from the sklearn neighbours library to make it work. The code can
be found below:

from sklearn.neighbors import KNeighborsClassifier
classifier = KNeighborsClassifier(n_neighbors = 8)
classifier.fit(X_train, y_train)

e Predicting test set result

We can now predict the test outcome because the suggested model is fitted to the
training data. For prediction, we’ll make a new prediction vector called y pred,
with the following code:

y_pred = classifier.predict(X_test)

e Creating Confusion Matrix

Using the code provided below, we will now generate the confusion matrix to
identify the accurate and erroneous predictions.

from sklearn.metrics import classification_report, confusion_matrix, accuracy_score
result = confusion_matrix(y_test, y_pred)

print("Confusion Matrix:")

print(result)

The accuracy score of KNN Algorithm is: 0.8676470588235294.

The accuracy of the different algorithms for the same set of data is compared and
plotted in Table 2. The random forest algorithm is found to have better performance
than the other algorithms and is recommended as the best technique for predicting
student’s academic performance.

Several interesting observations are made from the acquired result. Figure 6 shows
the impact of parent’s level of education in the grade obtained by the students. It is

Table 2 Accuracy score of different prediction algorithms

Name of the Number of Percentage used Percentage used Accuracy score
algorithm samples used for training (%) for testing (%)

Decision tree 1440 80 20 0.72

classifier

Random forest 1440 80 20 0.96

algorithm

KNN algorithm | 1440 80 20 0.86
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Comparision of Parent Level of Education with Student Grade

H“h“““

Parest L OF Egucition

Fig. 6 Comparison of parent’s level of education with the student’s grade

also found that there is even variation in the student’s grade with the difference in
the nature of job of the parents having similar educational level.

From 10, we found that the wards of the parents who had some collegiate education
secure higher grades and the wards of the parents having master’s degree score lesser

grades.
The impact of the difference in lunch provided to the students in their grade is

presented in Fig. 7. This indicates that students taking standard lunch are performing
better than the students having lunch under reduced or free meals scheme (Fig. 8).

Distrution of Health according lunch provided

350 4

Total Students

standard

Fig. 7 Distribution of student health according lunch provided to them
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Fig. 8 The graphical representation of student data and behaviour

The influence of lunch provided to the students at standard rate as well as
subsidized rate are studied and presented in Figs. 9a, b.

From Figs. 9a, b it is observed that the number of students scoring less than fifty
belongs to the lunch with free/reduced cost.

Educational institutes’ major goal is to deliver high-quality education to its
students and to increase the quality of the students. The proposed system helps
to discover knowledge from educational dataset to examine the primary factors that
may affect student performance. This technique helps higher educational institu-
tions to take corrective actions to overcome the disruptive factors that influence the
pupil’s education at the earlier stage. The Al model adopted in this system uses the
knowledge gained from various stake holders to provide helpful and constructive
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Fig. 9 a Distribution of internal marks of 927 students taking lunch at standard rate, b distribution
of internal marks of 513 students taking lunch at free/reduced rate
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recommendations to academic planners in higher educational institutions in order
to improve their decision-making process, improve student academic performance,
reduce failure rates, better understand students’ behaviour, assist instructors, improve
teaching, and many other benefits.

5 Conclusion and Future Enhancements

Machine learning techniques for predicting student performance have proven to be
useful for identifying poor performers and enabling tutors and administrators to take
remedial measures at an earlier stage. Predicting performance using the recent Al-
based technologies as proposed in this work would allow institutions to focus more
on students who are more likely to perform poorly in examinations. The ability to
forecast a student’s progress aids the educational organization in providing timely
support to the student and also helps the growth of the educational system in educa-
tional institutions. In future, the system can be improved by increasing the number
of records in the dataset to get more accuracy. The training can also be extended by
applying other popular machine learning models to explore the influencing parame-
ters unidentified by the current system. Also, more parameters can be added to the
existing dataset to help administrators and professors to intervene early to help and
assist students in the bad and average categories to improve their grades. This study
will also be enhanced in the future by adding more data from various years and
different universities.
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Analysis of Factor Verification Affecting )
Recruitment Process Through Social L
Dynamics

Krishna Kumar Singh® and Priyanka Srivastava

Abstract Verification of candidate profile is most challenging job for HR profes-
sional as it involves a lot of time and other resources. Verification of credentials
needs to be done before the job offer is made, and if any discrepancy is found at a
later stage, the entire process of recruitment loses its credibility. This can result in a
loss of money, time and other resources for the organizations. Graph-based analysis
using NoSQL software has proved to be extremely helpful in the verification of the
credentials at the very beginning of the recruitment process, thereby saving a lot
of resources and enhancing the credibility of the process. Graph databases help in
identification of patterns in semi-structured and unstructured data. By analysing the
data gathered from social media platforms, with the help of graph-based tools, deeper
and newer insights about candidate’s profile can be generated. Nodes of the graph-
based NoSQL can store various heterogeneous data for map, analyse it and create
connection between datasets. HR analytics can further help recruiters in intelligent
decision-making and in improving the efficiency and quality of talent acquisition
process. Various factors like demographical information, educational qualification,
employment history, behaviour, communication records, etc. are taken into consid-
eration for deciding the candidature and suitability of the prospective employee.
Objective of the paper is to provide a model to verify and validate candidate’s profile
before recruitment process begins. Keeping this objective in mind, authors propose
a graph-based model for analysing this heterogeneous data used during recruitment
process with the help of nodes for better, quick and authentic verification of data
given by the candidate. Authors used algorithms like clustering and association to
establish relationship among nodes and develop various insights about the suitability
and fit of the candidate. This model would be helpful for recruiters in differenti-
ating and segregating candidates based on graphical prediction and would also come
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handy in sorting the huge list of applicants quickly and accurately. At last, authors
also discuss the limitations of the model.

Keywords Graph + Social connectivity + Verification + Predictive modelling -
NEO4]J - Cybervetting - HR analytics - Analytics

1 Introduction

According to Marc Benioff, ‘Acquiring the right talent is the most important key
to growth. Hiring was—and still is—the most important thing we do’. Attracting
and recruiting talented candidates who are culturally fit with the organization is very
important for the success of any organization. As social media has become a signifi-
cant part of people’s lives, it is also emerging as a relevant tool to not only connect with
potential candidate but also to ease out the screening and background checks. The
pervasiveness and power of social media networks is more than obvious. According
to ‘DIGITAL 2021: GLOBAL OVERVIEW REPORT’, the number of active social
media users worldwide is 4.20 billion which is more than 53% of the total popu-
lation of the world. The number has gone up by 13% as compared to the last year.
The average time that a user spends on social media every day is 2 h and 25 min.
Global Web Index(Q3,2020) says that a millennial or Gen Z-er has, on an average,
8.8 social media accounts (which is up 83.33% from 4.8 accounts in 2014) and India
topped the list with 11.5 social media accounts per person, in the survey of Internet
users of 46 countries. The information available on social media is easily accessible
and visually appealing. A glance through the social media engagement of the indi-
viduals is enough to provide important insights into his/her beliefs, behaviour and
reputation. Because of these factors, social media has assumed greater relevance in
various aspects and stages of HR functions especially with respect to recruitment
and background verification process. Background verification through social media
involves analysing the profile information, social media posts and studying his/her
social network and engagements on social media platforms to check the authen-
ticity of the information provided in the resume and also to understand if he/she is
culturally fit with the organization. For example, a huge number of users share the
information about the places they visited or their travel details on Facebook. Their
‘Likes’, ‘Dislikes’, pages or groups—they are member of—everything gives an idea
about the personality, hobbies and interests of an individual and can be very useful
for HR in assessing his/her candidature objectively. Although using social media data
for background checks is not without challenges and obstacles. Graph theory-based
analytics is helpful in establishing relationship in the nodes created with the hetero-
geneous dataset acquired from different sources including social media. However,
the number of organizations using online information for the purpose of recruitment
and verification is bound to surge as social media is increasingly becoming an inte-
gral part of our social lives and is intricately woven into the phenomenon of social
networking. A survey by CareerBuilder says that 70% of the employer’s research
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about candidates using social networking sites during hiring process and about 48%
of the employers engage in continuous checking up of the current employees on
social platforms; 34% of the employers accepted that they have fired or reprimanded
the employees on the basis of content found online [1]. Clustering based on the simi-
larities is helpful in the character analysis and psychological analysis. Clustering
also used to verify data and credentials of the candidates as per requirement. It can
be assumed that social media verification can contribute hugely to a comprehensive
background verification process by corroborating the findings in other checks, as
well as, by providing new information.

2 Literature Review

With the enhanced emphasis on hiring the right kind of employees who are cultur-
ally fit with the organization, a comprehensive, accurate and objective assessment
of prospective employees has also assumed greater significance. Internet gives indi-
viduals access to huge amount of information on any topic they desire and provides
them a tool to get insights into their friends, family members, prospective employees,
etc. [2]. The practice of utilizing social media data for enhancing the quality of
recruitment has been prevalent among organizations [3]. Few other studies have also
corroborated rapid growth in the use of social media in staffing and emphasized the
increasing relevance of platforms like Facebook, LinkedIn and Twitter in recruitment
[4, 5]. According to a study by Narvey, social media has become the lifeline of how
communities engage and create meaningful relationships [6]. It shows how deeply
social media is entrenched in our lives. Social network of individuals can include
interpersonal ties with friends, family members, colleagues, professional contacts,
etc. These interpersonal connections come handy while deciding if there is a fit
between job description and the profile of the candidate [7]. Bartakova et al. have
also acknowledged the huge potential of social media for recruitment [8]. An earlier
study by Gundecha and Liu stated that organizations, trying to leverage social media
for recruitment, face challenges because of the dynamic, unstructured and scattered
nature of the data available on social media [9].

You are responsible for everything you post and everything you post will be a reflection of
you. [Social Media]

—Germany Kent

A number of visualization approaches and tools are now being used for exploring
the hidden connections and revealing the insights which may be difficult to under-
stand from the traditional methods. Graph representation is one of them. It helps
in analysing in huge datasets by visualizing and studying them as connected graph
[10]. The network graph or node-link diagram, where nodes refer to the elements
in the network and edges refer to connections between these nodes, helps in visual-
izing the data in totality thereby bringing more clarity about the relationship between
categories and element; some of the nodes in a network play more decisive role than
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others [11]. These are known as central and are characterized by certain metrics
referred as centrality measures. These centrality measures indicate the relative rele-
vance of nodes and edges in their study titled, ‘Using graph theory and social media
data to assess cultural ecosystem services in coastal areas: Method development and
application’, observe that relative ease of application and shorter processing time
makes it a very cost-effective method which can smoothly be applied to an expanded
geographical scale [12]. Few recent studies assert the importance of knowledge
graph in instant screening and significant reduction in the time and effort involved
in manual screening of the profiles for finding the best fit with the job, during a
recruitment process and provide relevant insights for the HR specialists [13]. A lot
of personal information is shared by people on social media which gives a glimpse
into their personalities, hobbies, values, religious beliefs and political ideologies
[14]. In another study, 89% of the recruiters said that if they come across any proof
of ‘unprofessional behaviour’ on social media profile of the prospective employees,
it can lead to the person not getting hired [15]. It has also been established that
connectivity and interfaces on social media platforms impact shaping of the online
identities of the people [16]. Research shows that reliability and accuracy of the
information related to the personality of people, which has been filtered out from
their social media profiles, using the data analytics tools. The most important use
of social media for background verification is to validate the credentials and iden-
tify the misleading information in the resumes. The organizations tend to access the
information available on the social media to evaluate if the candidate is a suitable
to be hired or if there is any ‘red flag’ about the individual that makes him unfit
for the organization in the long run, like any act of vulgarity, evidence of sexually
implicit actions, consumption of prohibited drugs or alcohol, etc. [15, 17]. In a study,
few of the employers surveyed, found ‘cybervetting’ to be transformational because
it helped them to find the real fit with the organization and authenticate the ‘real
person’, they were hiring ‘providing the opportunity to piece together exactly who
the applicants are, cutting through layers of impression management and possible
deceit’ [18]. In the same study, thirty-five of the total forty-five participants opined
that ‘cybervetting’ is more efficient, less time-consuming, and less expensive than
other conventional tools.

The goal is to turn data into information, and information into insight.

—Carly Fiorina, former executive, president, and chair of Hewlett-Packard Co.

There has also been a lot of development in the field of predicting the personality
of an individual on the basis of social media content analysis and then evaluating
his/her suitability for the job. A software created by Leite, Palgon and Vila gathers
the information, about a profile, from the social networking connections, creates
verification score and relays the information along with verification score to a set
of profile consumers, thereby helping them in validating the information provided
by candidates [19]. Another application developed by Khan, ‘Perfect match’, allows
jobseekers access to a ranked list of matching jobs and recruitment professionals,
a ranked list of matching resumes. Zide et al. studied the relationship between the
content people share on their LinkedIn accounts and their occupations for three
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Fig. 1 Data after pre-processing

domain groups—HR, sales/marketing, and industrial-organizational psychologists
and concluded that out of the three groups, people belonging to sales/marketing
profiles were highly into networking [20]. Few other researches also point out towards
an approach of predicting the personality of an individual on the basis of the analysis
of the content available on his/her social media account. Few HR practitioners find
it inappropriate because of the lack of standardization [21].

3 Pre-processing of Data

Recording of data has been done through survey from employees who applied for
the job and sourcing data from company HR. As per company policies, authors are
restricted from revealing company identity. As per requirements, authors collected
data related to employee’s professional life only. Data contains employee id, city,
city development indexed, gender, experience, university they enrolled, education
level, experience, company size, domain, company type, recent job, training hours,
etc. Initially, data had some ambiguities and was available, both in qualitative and
quantitative nature (Fig. 1). Authors removed all possible ambiguities by following
data pre-processing methods with the help of Python and final results after pre-
processing of data is given below.

4 Model Building and Implementation

Flow of the model is being describe in five stages with the help of NoSQL tool
called Neo4l. First step is to collect data from organization which are interested to
mine various insights of the prospected applicants applied for the job and data from
social media related to the prospective employees. There are various limitations of
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the data collections as law of the land and may create hindrance. Second step is to
pre-process data according to the requirement of tools and analysis. This is explained
in Figs. 2 and 3. Authors imported data in Neo4J and created nodes in it. Each row
in the table will become one node which contains all parameters (employee id, city,
city development indexed, gender, experience, university they enrolled, education
level, experience, company size, domain, company type, recent job, training hours,
etc.) of a candidate. Third step is to finalize various parameters (conditions) of the
candidate to discover various insights from his/her profile to judge the suitability
for the job. Fourth step involves the implementation with the help of tools. In this
model, authors have used Neo4J. It is most advance tools to work with graph-based
model with heterogeneous datasets. Fifth and the last step is to get analytical results
and then interpretating those results. Neo4J cypher code of Neo4], link and relation-
ship between nodes were created which satisfied desired conditions like friendships.
With the help of connectivity of nodes and establishing relationship among people,
authors were able to establish core relationship among people’s credentials and orga-
nizational goals. There should be an alignment between the prospective employees’
credentials and the organizational goals and vision. Benchmarking of the whole HR
process is equally important for HR professionals. Graph helps in understanding
skillsets of the prospective candidate with respect to the other professionals having
same experience in the open market. Social media data and its connectivity is very
helpful in that process. Past behaviour of the prospective employees is being verified
with the help of relationship with other employee in that organization. Friendships
are formed between people with similar mindsets as like personalities attract each
other, and HR professional can have better understanding and can make more accurate
predictions about the psychological behaviour of the person with the help of relation-
ships established through the data. Prediction of longevity and ROI will become easy
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Fig. 2 Model formation in Neo4J
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with the patterns identified from the data through graphical networks. By keeping
these theoretical beliefs, authors built graphical model with the help of NoSQL.
Nodes with headers and conditions were created with the help of cypher query
(Figs. 4 and 5). All cypher queries are visible on the top of working area. Number
of total possible nodes with the conditions mentioned in queries are visible at the
bottom of the working areas. Explanation of nodes and heterogeneous data stored

by nodes are visible in Figs. 6 and 7.
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To find out various nodes, combinations with people having some similarities are
being clustered with the help of cypher language (Fig. 8). Graph-based clustering of
prospective candidates according to the skill sets proves to be an effective way to
find cluster of people with similar skillsets. All nodes having similar properties on
one account are placed together. To create any number of clusters with the dataset,
implementor have flexibility of customize queries and gets desired results. Authors
fetched clusters having similar experience and it is visible in Fig. 6. Then centrality
nodes will be discovered based upon most efficient employees or maximum value
among all nodes.

Verification of employees is the most critical and costly process for every organiza-
tion. Many small- and medium-scale companies are not able to conduct verification
process because of the cost. Data from social media and other sources would be
helpful in the verification of employees during recruitment and selection process.
Authors used graph-based tool called NEO4J to analyse social interaction-based
data. These types of data are available on social media account or socio-relational
data available from personal and professional background. Educational qualification
of the candidate is one of the key parameters during recruitment process. Authors
have created cluster of nodes whose one of the values under educational qualification
is same as prospective candidate for recruitment. Researchers try to find out ranking
of the institute and working status of the other nodes including quality of job. If
ranking of educational institute is good and other students of the institute have good
placements in better companies, educational standards of the institute are satisfactory
for the recruitment. Second factors of analysis is to verify educational qualification of
the candidate. If we are able to create cluster of nodes whose educational institute are
the same and they are connected for long, then we can be sure that his/her degrees
are genuine. So educational verification through graphical nodes can be done for
better understanding of candidate. HR professionals have flexibility to see details
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of nodes and set conditions as per requirements of recruitment process and suitable
candidate required as in Fig. 9. Verification of behaviour of employee can be done
based on employee’s friends and their behaviour. Skillsets of friends reflect in the
skills of employees. Society where employees have been living plays a vital role in
the mindset of the people. So, cultural aspects of the employee will be understood by
verifying locality and its social impact. Verification of educational background of the
employee can be done by establishing connectivity of nodes among people who had
educational degrees from same institute. In spite of many skills, employee may not
be able to perform unless they spent quality time during job. Nodes containing details
of communication and digital media can throw light on the time spent by employees,
on these mediums. If employees spend very less time on digital media, it may imply
they are not tech savvy, and if they spend a lot of time, it may be concluded that they
are investing much of their time and energy on these platforms. Financial health of
the employees is also a critical factor to judge their mental status. If they are more in
debt, they may not be able to focus on their job. Nodes of bank loans, credit cards as
well as credit score and its connectivity with employees’ nodes will present a picture
of their financial health.

Clustering based on the data will help in the analysing and getting insights of
the most suitable employee in the list of prospective candidates (Figs. 10, 11 and
12). Authors formed clusters based on the various parameters. Connectivity of data
through daily communication with mobile phone is one of the key datasets for the
graph analysis. Time spent on mobile phone and number of times calls made on
particular phone number revealed various psychological behaviour about candidate
which plays key role in recruitment or selection of candidate and is one of best-
known parameters to check suitability of candidate for the particular post. More time
spent on official phone numbers means he/she is busy to perform his/her duties,
and more time on personal phone number may mean candidate is less dedicated
towards current job. This behaviour might affect the performance of the candidate
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Fig. 11 Formation of clustering based on certain similarity

after selection. This psychological aspect of the candidate is also a key consideration
during selection process.

Authors drawn centrality of graph which provides most prominent node in the
graph to influence all other nodes. If candidate is in central nodes and other relative
nodes are not having much influence, it can mean candidate has leadership position
in the society and may have leadership quality. This method will be more viable to
understand leadership quality of the person and connectivity of the person in the
society. This analysis will also highlight societal behaviour of a person, i.e. whether
a person is social or not.
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Fig. 12 Formation of clustering based on certain similarity

Clustering of nodes was formed to find similarity in the nature among people. It is
hard fact that people having similar interest are connected with each other. Cluster on
Web is being verified by nodes in graph formed over a long-time during communi-
cation. Interest of candidate can be known by the fact of known clusters. So, authors
created clusters by clubbing nodes having similar properties. Employment verifica-
tion of the candidate will be done by clustering of nodes having same employment
history in the data of nodes. Number of nodes connected with each other in cluster
and if candidate’s node has connection with other nodes in the cluster verifies its
employment status. More number of edges between the nodes increased confidence
level of recruiters about employment history of the candidate. Output of these is the
data and information based upon relationship among different entities. On the basis
of these outputs, authors concluded various insights as discussed in the next section
of the paper. Outputs of the graph-based analysis tools are different cluster of people
with same attitude and same factors which plays vital role in exploration of their
psychology.

5 Conclusion and Limitations

After getting different output values like clustering of nodes, etc., analysis and inter-
pretation of those results are based upon situation. It also depends upon the positions
that organizations are going to hire for. Importance and number of factors considered
for the analysis may vary from case to case. For example, experience verification
will be based upon changes in positional coordinates of the person in the duration in
which candidates are claiming experience. Similarly, connectivity is the most effec-
tive way of establishing relationship among entities and graph-based methods are
most effective in it. With the help of graph, HR professionals are able to explore many
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hidden patterns of the prospective employees in the organization. Social bonding
and behaviour of people speak louder about their sociological and psychological
behaviour, which can be helpful in recruitment process of the organization. Each
node contains all vital details of the prospective employees and their societal rela-
tionship and reveal various key aspects of a person like nature, attitude, etc. Changes
in the data like location and movement will talk about continuity of job in the previous
organizations. Authors used NoSQL (Neo4J) tool to explore various patterns to know
different aspects of the people during recruitment process. NoSQL (Neo4J) tools are
effective way to draw model and verify credentials of prospective candidates with
their heterogeneous and unstructured nature of data. Model, proposed here, shows
verifications as well as validation process of prospective employees during recruit-
ment process. This paper also makes an attempt to explore psychological aspects of
personality with graph theoretical concepts. Model and results of the paper can be
used during recruitment process to validate and verify various claims made by candi-
date in the resume and evaluate his/her candidature during the process. This model
can be integrated with existing system of HR process to enhance its credibility and
efficiency. Although model is meant for the recruitment and selection process based
on verification of data entered by candidates, there are some limitations of the model
also. Graph-based model is based upon data on social media and data provided by
candidates but if candidate has no social media account, access of social media data
is denied or there is any other legal hindrance of data, it may restrict the model may
not work effectively. There is a possibility of cooking data for long term, and in that
case, results of the model may not be reliable and authentic.
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Routing Protocols in an Opportunistic )
Network: A Survey L

Sushil Kumar Mishra and Ruchika Gupta

Abstract Opportunistic network (OppNets) is a derivative of delay tolerant network
(DTN), mainly composed of mobile connected nodes and communication range
among nodes are not more than 100 m. These mobile nodes are temporarily
connected, and network topology in an opportunistic network is dynamic due to
mobility of all nodes. In an opportunistic network, there is no end to end link exits
between source and destination node, and message is transmitted from source to
destination in hop by hop manner. Opportunistic network works using store, carry,
and forward mechanism. A node receiving message from another node, wait for other
node to come in its range to be forwarded the message. In this article, surveys of the
various routing strategies are discussed along with available tools for simulation in
an opportunistic network. The main objective of this article is to deal with current
challenges in routing and to provide a future direction for the same.

Keywords Opportunistic network (OppNets) - Node - Delay tolerant network
(DTN)

1 Introduction

Due to the rapid rise of Internet, new applications such as such email and social
networking sites have changed the way of accessing and creating information over
Internet. In last two decades, electronic gadgets such as smartphone and tablets have
played a significant role as communication devices have been expanded rapidly by
increasing their storage, processing capacities with wireless communication tech-
nology, ranging from Bluetooth to 5G. Unlike a traditional network, opportunistic
network does not have a direct route between nodes because of frequent disconnec-
tions, which makes it a vulnerable network, which requires a security mechanism
to identify legitimate and malicious nodes. Opportunistic networks engage a store,

S. K. Mishra () - R. Gupta

Department of Computer Science and Engineering, Chandigarh University, Mohali, Punjab
140413, India

e-mail: sushiljune @gmail.com

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022 185
A. P. Pandian et al. (eds.), Computer Networks, Big Data and IoT, Lecture Notes on Data
Engineering and Communications Technologies 117,
https://doi.org/10.1007/978-981-19-0898-9_14


http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-0898-9_14&domain=pdf
mailto:sushiljune@gmail.com
https://doi.org/10.1007/978-981-19-0898-9_14

186 S. K. Mishra and R. Gupta

carry, and forward mechanism to forward message to all the nodes including inter-
mediate nodes. Intermediate nodes store message and wait for suitable opportunity to
forward other node within its range. Every node in an opportunistic network having
high degree of mobility, limited battery backup, short range, limited storage, and
computational capacities. Due to these qualities, opportunistic network has obtained
atremendous attention for research toward privacy, security, trust, and authentication
challenges.

The objective of this research is to give methodological reviews of an opportunistic
network. The various routing algorithms are explained along with mobility models
for implementation. This study is able to provide a combined data on an existing
research and direction for upcoming work.

In this research paper, we come up with a detailed overview about different existing
research papers regarding routing algorithms in an opportunistic network.

2 Routing Protocols for an Opportunistic Network

Message transmission in opportunistic network is done in hop by hop manner from
source node to destination node. The node participating in opportunistic network
is responsible to forward message closer to destination node. If intermediate node
does not exist, then message is stored by source node and wait for opportunity for
transmission. In an opportunistic network, participating nodes have no information
about other nodes; they only can communicate if they are in communication range.
The following characteristics play a major role in an opportunistic network.

e Store, carry and forward mechanism
e Node collaboration
e Node mobility.

In addition, only one copy of the message is transmitted throughout routing. The
message is kept by one node, and other nodes wait for the message to be transferred
closer to the destination. In multicasting routing, numerous messages are sent to a
many destinations in an opportunistic network.

A network is often divided into many partitions called sections in an OppNets.
Conventional applications are ineffective in this context because they expect that the
possibility for end to end connection between source node and the destination node
exist. By operating messages in a store, carry, and forward mode, an OppNets allow
devices in different areas to connect. The store, carry forward message swapping
method is implemented by the intermediate nodes by adding bundle layer as shown
in Fig. 1. Each node in an OppNets is a separate entity with bundle layer that can
function as a router or gateway.

There are multiple overhead while performing multicast routing. These overhead
is known as an action or activities to meet the aims. The following metrics are used
to calculate overhead during routing.
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Fig. 1 Protocol stack for an

OppNets routing Application Layer

Bundle Layer

Transport Layer1 | Transport Layer 2

Network Layer1 | Network Layer 2

Link Layer 1 Link Layer 2

Physical Layer 1 Physical Layer 2

e Extra Data: During message transmission in an opportunistic network, node
receives multiple duplicate data or undesired data. It causes a network overhead.

¢ Buffer overflow and energy consumption: The duplicate or irrelevant data stored
and forwarded by node and wait for suitable node to transfer. It is a network
overhead. The unnecessary forwarding of the message also causes an energy
consumption.

The routing protocols are categorized into the various following types.

2.1 Direct Protocol

Direct protocols represent a concept of message delivery. In which, only one message
is transmitted in the network. The protocols proposed described in Table 1.

2.2 Flooding-Based Protocols

In this approach, broadcast the message in an opportunistic network to attain the
highest degree of delivery ratio. The message is forwarded to all nodes that come
in the communication range of nodes carrying the message. This approach having a
high network overhead. The protocols proposed described in Table 1.
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2.3 History-Based Prediction Protocols

The decision to send the message to specific nodes is made based on previous
history in this technique. It calculates the possibility of a node delivering the message
successfully. The protocols proposed described in Table 1.

2.4 Context-Based Protocol

History-based prediction protocol is further improved for better message delivery
ratio by applying context information. Context information is like node location,
node speed, and other local information to enhance the delivery ratio. The protocols
proposed described in Table 1.

2.5 Social Awareness-Based Protocols

This routing strategy is based on human behaviors like social interest, contact, and
popularity of the node. This information plays a vital role in predicting future behavior
of the node. The protocols proposed described in Table 1.

2.6 Timing Protocols

Waiting time, message transmission, and time to live (TTL) are all taken into account
for each message while it is being transmitted in this method. The protocols proposed
described in Table 1 (Fig. 2).

3 Literature Survey on Routing Protocols
in an Opportunistic Network

Routing protocol in an opportunistic network is based on store, carry forward mech-
anism, and there is no permanent path existing between source and destination
node. In this section, a detailed description about existing routing protocols has
been highlighted with its strength and weakness.
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Table 1 Literature survey on routing protocols
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References year | Approach Description Strengths and
weaknesses
[1] (2000) Based on flooding For node buffer The suggested routing
approaches, the author | management, epidemic | scheme provides 100%
presented an epidemic | routing employs the message delivery with
routing scheme FCFS method. If a higher congestion and
node’s buffer is full, it network overhead
won’t be able to receive
fresh messages from
other nodes
[2] (2004) The author proposed a | The spray phase and the | The proposed routing
spray and wait routing | wait phase have been scheme phase made
is based on flooding introduced in the current | significant success in
technique study, in which the node | message delivery, but it
sprays the message first | requires unlimited
and then waits for it to storage and bandwidth
reach the destination
node
[3] (2013) The author proposed an | By monitoring The proposed routing
agent-based multicast | successful transmission, | scheme improves
opportunistic routing the agent in the current | throughput and require
protocol study decreases limited bandwidth
retransmission in the
network
[4] (2013) The author proposed a | History-based prediction | The proposed routing
history-based routing takes decision for | protocol is able to
predictions routing node selection based on | detect reliable node for
its previous message forwarding
characteristics and require limited
storage for processing
[5] (2006) The author proposed a | In this routing protocol, | The suggested routing
routing protocol called | message is encoded into | is helpful in successful
H-EC small message at sender | delivery of the message
side and send it to next
hop
[6] (2004) The author proposed a | In this routing protocol, | In this technique,
routing scheme based path selection is purely | scalability, storage, and
on time factor based on shortest time bandwidth is low
taken by node for
message transmission
[7] (2008) The author proposed a | In this routing scheme, | The main drawback of

routing scheme for
message prioritization

higher and lower priority
is assigned to a message
based on delegation
number

this scheme is low
scalability and storage

(continued)
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References year | Approach Description Strengths and
weaknesses
[8] (2006) The author proposed a | Each node has a vector | The suggested scheme
routing protocol for assigned to it. When two | is able to provide
evaluation of best nodes meet each other. shortest path in the
available path They share a vector to network with limited
find the shortest way to | bandwidth
their goal
[9] (2008) The author described The node has a quality The suggested scheme

about a delegation
forwarding routing
scheme

metric. If a node meets
another node with higher
quality metrics than
other nodes. It transmits
message to the concern
node

has higher network
overhead

[10] (2009)

The author proposed a
routing scheme to
control the transmission
of message

This scheme utilizes the
concept of spray and
wait scheme, in which it
uses previous history to
transmit the message
having higher a higher
encounter rate in the
network

This scheme has a
counter measures
against black hole
attack

[11] (2004)

The author suggested a
direct transmission
scheme for reducing
number of hop between
the encountered nodes

In this scheme, source
node directly sends a
message to destination
nodes. If source node is
not in the range of
destination node, then it
tries to come close to
destination node to
transmit the message

The suggested scheme
has minimum network
overhead

[12] (2003)

The author proposed an
EASE algorithm for
selection of nodes in the
network

According to this study,
node routing is based on
the environmental
location of the
destination node, while
each node maintains a
records for the
encountered node

The efficiency and
efficacy of the proposed
scheme is above
average, but network
overhead is high

[13] (2008)

The author proposed a
hybrid approach

This method combines a
single-copy flooding
protocol and a utility
function

Delay in the network is
observed due to single
transmission but having
low network overhead

(continued)
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References year

Approach

Description

Strengths and
weaknesses

[14] (2013)

The author suggested a
prediction-based theory

Identification of future
encounters of a node
based on mobility pattern
and social attributes

Better result is expected
in case of regular
encounters

[15] (2016)

The author proposed a
new protocol based on
quality metrics

In this approach, a
cost-effective routing is
done based on quality
metrics

It is applicable to only
small-scale network

[16] (2018)

Proposed a rule-based
expert system for
routing

Prediction for routing
and next node is done
based on past contact
history

No restriction for
energy consumption. It
is best suited to
small-scale network

[17] (2014)

Proposed an approach
Jaccard distance and
encountered ration

The method is based on
two theories: first, a new
node is selected from
equivalent type network
based on prediction
(based on history); next,
a new node is selected
from a heterogeneous
type of network based on
history

Low latency is observed
as comparing it with
other approach

[18] (2008)

Proposed an approach
for opportunistic
network routing with
window-aware adaptive
replication

This strategy is based on
resource-conserving
replication routing. The
decision to route is
dependent on parameters
such as transmission
speed, direction, and so
on

In this approach, low
latency is observed

[19] (2019)

The author proposed a
scheme for
interest-based epidemic
routing

Interest-based epidemic
routing depends upon
three factors contents,
interest and social-based
network

Message delivery ratio
is better as compared to
spay and wait but poor
as compared to
ProPHET

[20] (2020)

The author proposed an
energy efficient routing
scheme

The routing scheme is
based on idle extent,
network energy
efficiency ratio, and
efficiency factor

In this approach, high
latency is observed but
restriction for energy
consumption

[217 2021)

The author worked on
ACO multi-cast routing

The routing strategy is
based on multi path
selection with carry
forward mechanism

In this strategy, high
latency is observed
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Fig. 2 Routing protocol of opportunistic network

4 Comparative Analysis

Performance is examined by applying the various ways on one simulator in order to
deliver the effectiveness of routing protocol. According to the findings of the study,
most opportunistic network routing protocols are compared to epidemic routing,
ProPHET, and spay and wait routing. For performance analysis, the following
parameters are taken into account for various routing protocols (Tables 2 and 3).

Message delivery probability is being represented for the various routing protocol
with respect to direct contact routing protocol in Table 3 and graphically in Fig. 3.

When compared to epidemic routing, ProPHET, and spay and wait routing proto-
cols, performance analysis demonstrates that direct contact routing has the lowest
message delivery probability. When compared to ProPHET and spay and wait routing
systems, epidemic routing has a higher hop count due to uncontrolled flooding
routing.

Table 2 Fixed parameters Parameter Range in one simulator
Message size 250-500 KB
TTL (message) 60 min
Transmission speed 5 Mbps
Transmission range 500 m
Total number of nodes 50-120
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Table 3 Message delivery probability versus number of present nodes
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Total no of nodes ProPHET Epidemic Spray and wait Direct contact
50 0.1723 0.2400 0.1789 0.0713
60 0.2313 0.2300 0.3225 0.0823
70 0.2915 0.2256 0.3289 0.1325
80 0.2616 0.2213 0.2615 0.0693
100 0.2300 0.2030 0.2456 0.0699
120 0.1980 0.1930 0.2234 0.0595
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Fig. 3 Graph representing message versus number of present nodes

5 Conclusion

Wirelessly connected nodes communicate with each other opportunistically using a
store, carry and forward method in an opportunistic network. In order to build connec-
tivity between mobile nodes, opportunistic networks also leverage social relation-
ships, human behavior, or characteristics. Although there are other routing protocols
for opportunistic networks, spray and wait, epidemic routing, and ProPHET routing
are considered standard routing strategies. These routing algorithms were imple-
mented with direct contact, but not suitable for OppNets due to the store, carry, and
forward mechanism, as seen in the results.
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Abstract This paper introduces k-splits, an improved hierarchical algorithm based
on k-means to cluster data without prior knowledge of the number of clusters. K-splits
starts from a small number of clusters and uses the most significant data distribution
axis to split these clusters incrementally into better fits if needed. Accuracy and speed
are two main advantages of the proposed method. This research experiments on six
synthetic benchmark datasets plus two real-world datasets MNIST and Fashion-
MNIST, to show that the proposed algorithm has excellent accuracy in automatically
finding the correct number of clusters under different conditions. The experimental
analysis also indicates that k-splits is faster than similar methods and can even be
faster than the standard k-means in lower dimensions. Furthermore, this article delves
deeper into the effects of algorithm hyperparameters and dataset parameters on k-
splits. Finally, it suggests using k-splits to uncover the exact position of centroids
and then input them as initial points to the k-means algorithm to fine-tune the results.
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1 Introduction

Recent advances in scientific data collection technologies and the ever-growing
volume of complex and diverse data make it harder for us to extract useful infor-
mation. Moreover, most of this data is unlabeled, as finding suitable labels can be
costly and time-consuming. Here is where unsupervised clustering methods come to
assist. Clustering is the act of grouping items together which have similar character-
istics and features. This way, each group (called a cluster) consists of similar items
dissimilar to the other clusters’ items.

K-means is a popular unsupervised clustering algorithm widely used due to its
simple implementation and reasonably good results. However, this algorithm has
its downsides, including high execution time and the dependency of final results on
initial configurations. We also need to know the exact number of clusters (k) before
proceeding with k-means, which can be a tricky task, especially for high-dimensional
data. Setting a large k can cause many dead clusters (clusters with very few items),
whereas a small k forces the items into insufficient clusters, leading to poor results.
Multiple researchers tried to address this problem and introduced methods to estimate
the number of clusters, including the Elbow method [1], the Silhouette method [2],
and numerous variations of Subtractive clustering [3]. However, some of them require
an exhaustive search or have a high computational cost.

This paper proposes a hierarchical algorithm wrapped around k-means to system-
ically and automatically determine the best number of clusters. The novelty of the
proposed algorithm is that it uses the most significant data distribution axis to split
the clusters incrementally into better fits if needed, causing a significant boost to
the accuracy and speed. Unlike previous methods, this algorithm also tries to limit
the over-/under-splitting of the clusters. First, Sect. 2 presents a short review of the
k-means algorithm and discusses its limitations and related works. Then, Sect. 3
explains the proposed algorithm, and finally, experimental results are presented in
Sect. 4, followed by a conclusion.

2 Related Works: K-Means Algorithm and Limitations

K-means is one of the widely used algorithms in data mining. Scalability and
simplicity of implementation make the k-means algorithm a perfect candidate for
many practical applications ranging from optimization, signal processing, and big
data analysis to face detection and emotion recognition [4—6].

First published in 1956 [7], k-means soon gained popularity using Lloyd’s algo-
rithm [8]. The algorithm starts by breaking the data into k clusters. As this initial-
ization heavily impacts the final results, numerous researchers such as [9] and [10]
suggested different initialization schemes during the years. A straightforward method
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is Random initialization, which sets k random data points as cluster centers (called
centroids). Next, the distances (usually Euclidean distance) between centroids and all
data points are calculated, and each data point is assigned to the nearest cluster. The
next step calculates the mean of all items in each cluster and sets new centroids. All
data points are then checked against new centroids, and any relocation of data points
to another cluster is done if needed. By repeating these steps, eventually, these once
random centroids move step by step until we meet the convergence criterion, which
is when all centroids are stable, and no change is needed. This process is shown in
Algorithm 1. However, the k-means algorithm has several significant limits which
k-splits tries to overcome.
The main limitations of k-means are as follows:

1. The number of clusters (k): The standard k-means algorithm needs a predefined
k to start, obtaining the exact value of which can be challenging in complex
and multidimensional data. Multiple methods exist to estimate this setting, but
the computational overhead is too much for complex and large data sets [11].
Wrapper methods like x-means and g-means also try to find the best value of k by
splitting or joining clusters. X-means uses the Bayesian Information Criterion
penalty for model complexity [12], and g-means uses a statistical test to find
Gaussian centers [13]. However, both these methods lack accuracy.

2. Centroids initialization: Solving this issue is very important because initializa-
tion seriously affects the final results. Reference [14] proposes a method of
finding these centroids, which leads to better accuracy.

3. Time consumption: Calculating the distance between all data points and
centroids repeatedly through iterations makes it a time-demanding process,
especially for large amounts of data. Researchers usually try to tackle this
problem by implementing k-means on parallel platforms [15, 16] or optimizing
the algorithm itself [17, 18]. Even small reductions in the run-time can highly
increase temporal efficiency when dealing with large amounts of data.
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Algorithm 1: The
Standard K-Means Al-
gorithm (X, k)

Algorithm 2: The proposed K-splits Algorithm (X, )

1. Choose k data points
as cluster centroids.

2. Calculate the dis-
tance of all data points
from centroids and as-
sign each data point to
the nearest cluster.

3. Calculate the mean
value of items in each
cluster and recalculate
new centroids of clus-
ters.

4. If none of the cen-
troids changed, pro-
ceed to step 5; other-
wise, go back to step 2.

5. Output the results.
End of the algorithm.

1. Start with k=1.

2. Calculate I€ for each cluster using (10) and J,, using
(9), then find the worst cluster (C ") using (12).

3. Split the worst clusterinto two clusters by assigning
items to each clusterbased on (5), then run Algorithm 1
(standard k-means) for these two clusters to obtain cen-
troids (Crow, » Cew, )-

4. If this is the first iteration; Use (8) to calculate the
reference distance d,,,, between these two centroids.

5. Else:

6. Calculate centroid distances between every two
clusters using (13) and set the minimum distance as d.

7. If condition (14) is not satisfied:

8. Update k < k + 1 and go to step 2.
9. Else:
10. Discard centroids (Cy, , Cxw,) and output the

results of the iteration, which satisfies condition (15).

End of the algorithm.

3 Proposed Algorithm

This section proposes a new method of k-means based clustering algorithm called
“k-splits” to systemically and automatically find the correct number of clusters (k)
along the way. This hierarchical algorithm starts from a small number of clusters and
splits them into more clusters if needed. The main advantage of k-splits, making it
superior to others mentioned before, is that other methods split the clusters then run
multiple tests to understand if it was the right decision, but we do the opposite. As a
result, the algorithm intelligently chooses the right cluster to break (called the worst
cluster) and only focuses on one cluster at a time, which saves much computational
effort.

The main idea comes from the tendency of the k-means algorithm to find clusters
of spherical shapes. Hopefully, the data can be separated into more relevant clusters
by finding the axes of variance and data density in different areas. A perfect example
is a cluster in a dumbbell shape. One can easily split this cluster by a hyperplane
perpendicular to its most significant variance axis orientation (Fig. 1).

The complete algorithm of the proposed k-splits is shown in Algorithm 2. The
algorithm starts with one cluster (or more, based on prior knowledge), assuming all
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Fig. 1 A simplified example of k-splits: a Raw data, b find the most significant variance axis, ¢
assign sides of the perpendicular hyperplane to clusters, d verify using k-means, choose the worst
cluster (C’2), and prepare for the next split, d—f repeat the procedure
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the data belong to one cluster, then it splits this massive cluster into two smaller
clusters. It does this separation by finding the axis with the most significant variance.
This axis has the same orientation as the eigenvector relevant to the data points’
covariance matrix’s maximum eigenvalue.
For data X€ in cluster C with centroid ¢, the covariance matrix € is calculated
from
c 1 ~erge
¢ = ——XTX (D
Qc

where Q¢ is the number of items in cluster C, and
XC=(X"=c¢), c=X 2)

. . . =C . .
with ¢ being the centroid, X ~ being the mean value of all items in each cluster C
and also

XC=| = 3)
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Then eigenvalues (A) and eigenvectors (v) are extracted from this matrix. The
method of accomplishing this goal can significantly impact the final computational
complexity and run-time of this algorithm. However, for simplicity, one can use the
SVD (Singular Value Decomposition) method [19] to obtain these values and then
sort them in descending order.

SCSVPAE -l L Df el ] AT AT o »ar @)

After that, it is time to find the hyperplane perpendicular to the most significant
variance axis and assign data on different sides of it to two separate clusters:

Vxd - if¥4V! > 0 — %9 € First cluster 5)
“lif ¥4V <0 — %4 € Second cluster
where:
v
vi=|: (6)
1
v” nxl1
and
Forg=1,...,0¢c: x1—c=x1 7

This step assigns data points to these two clusters. An estimation of two initial
centroids (¢, ¢;) is obtained by averaging data points in each cluster. Now to fine-tune
the centers, the k-means algorithm is applied as in Algorithm 1 on these two clusters
until convergence to find the final centroids (cy, ¢;). Then the distance between these
two centroids is calculated using (8). Any distance can be used here, but this article
proceeds using /-norm.

doase =|| c1 — 2 |]2 ¥

The d,s. distance is the longest distance between two centroids and will be used
as a stop condition in future steps to determine when to end the process.

By now, the algorithm has formed only two clusters. From this point forward, in
each iteration (k), the algorithm finds the worst cluster C", the best candidate for
separation, then repeats all these mentioned steps and splits these worst clusters into
two smaller ones. This process adds one cluster (k < k + 1) with each iteration.

In each iteration, the ratio of total items in each cluster to its covariance matrix’s
greatest eigenvalue is also checked, and the average value J;, from (9) is saved for later
use. J; shows the density of clusters in each iteration and makes sure the algorithm
is not over-splitting.
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ForC=1,....,k: JC== J. = )

Testing the clusters, finding the worst cluster, and splitting it into two, increases
the algorithm’s time efficiency. Although computationally complex, running this test
bypasses multiple unnecessary and exhaustive iterations of k-means, which leads to
better run-time, especially on large data sets.

This work introduces 1€, a criterion to help us determine the worst cluster (the
cluster which needs further splitting). Choosing the worst cluster is an essential part
of the process; that is why it takes finesse. The algorithm checks multiple elements
to guarantee that we are splitting the right cluster. One of them is A, giving us an
idea of diversity and data distribution in that cluster. Another insight can come from
thr, a threshold made of a combination of Q, Q¢, and k as in (11), which shows
the density of data in that cluster with a hint of the whole clustering situation the
algorithm is in now, taking into account the within distance of each cluster. These
information sources are combined to calculate 1€. However, one last detail remains
to complete this process.

While splitting clusters, especially with unbalanced data, the algorithm might
encounter massive clusters with slight variations that do not need separation. Thus,
given the unbalance of data, the algorithm might get stuck in splitting these clusters
(called Black Holes). These Black Holes take much effort from the algorithm causing
it to overlook other significant clusters and waste time and computational effort. This
issue is solved by applying tanh to create a soft saturation as in (10).

c _ Qc c
I~ = tanh(—thr))»1 (10)
where:
0 k
thr = e cE:1 Qc=0 (11)

Calculating 7€ from (10), helps determine the worst cluster. The cluster with the
highest value of 1€ according to (12) is the candidate for further splitting.

C" = argmax [€ (12)

After pinpointing the worst cluster, the algorithm repeats all previous splitting
steps precisely, with one difference. This time after finding the centroids of sub-
clusters (ckw] , csz), we calculate the distance of all centroids two by two and set the
minimum distance as d according to (13).

The final step in the algorithm is checking the stop condition (14). If the ratio of
minimum cluster distance to maximum cluster distance is smaller than a threshold S,
then no further separation is needed. This condition considers the intra-class distance



204 S. O. Mohammadi et al.

of clusters, and § can be set according to our prior knowledge of the data. Smaller 8

values lead to more clusters, and larger values do the opposite. For very dense data,

larger values of § are suggested, and for more sparse data, vice versa.
Fori=1,....k+1, j=1,...,k, i#j:

dij=llci—cjll d= min dij (13)
i=1,...,k+1
j=1,...k
i #J
<B, 0<B<l1 (14)
dbase

After reaching the stop condition, the optional step (15) can be used to choose
the best iteration and discard later results to reduce redundant clusters and sensitivity
to hyperparameter 8, which controls the separation condition. This step makes the
algorithm easier to use. However, experiments show that it is best to skip this step to
get better results for very dense or highly overlapped data (> 50%). So it is always
good to run some tests on the density of data before starting the algorithm.

iter = arg max Jy (15)

K-splits efficiently and automatically finds the number of clusters and their
borders. However, the accuracy of assigning items to clusters might not be the highest
because the primary focus is on finding centroids as fast as possible. This problem
is solved via an optional fine-tuning step. Thus, it is advisable to use final centroids
from k-splits and then run the conventional k-means on the data using these known
points as initialization. This simple step can fine-tune k-splits and highly improve
the final results, as shown in Table 2 and Fig. 2.

Fig. 2 Clusters before and after fine-tuning results of k-splits on the Al dataset. The first graph
highlights some incorrectly labeled data points and fine-tuning corrects them, as shown in the second
graph
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4 Experiments

4.1 Accuracy and Run-Time Comparison

For experimental analysis, this essay chooses synthetic benchmark datasets care-
fully to show different challenging aspects of the data. Detailed information about
the datasets can be found in [20]. Each dataset has unique properties, including
varying cluster size (A), dimension (Dim), overlap (S), structure (Birch), balance
(Unbalance), and a combination of dimension and overlap (G). Real-world datasets
MNIST [21] and Fashion-MNIST [22] are also used to demonstrate the method’s
applicability further. Table 1 presents specifications for each dataset.

Although many advanced methods exist to find the correct number of clusters,
the focus here is only on k-means based algorithms. Thus, this work compares the
proposed algorithm and its fine-tuned version with g-means and x-means, which are
most similar and comparable methods to k-splits. K-means (with the correct number
of k as input) is used as the baseline. A tricky part of the standard k-means is knowing
the exact number of clusters. Here, much better results are expected as the correct
number of k& (which is not available in real-world problems) is used as input to k-
means. K-means is highly affected by initialization, and wrapper methods might find
local optimum, so it is known to run these algorithms multiple times and report the
best results. Therefore, it is customary to report the results of a ten repeat (10R) of
each of these three algorithms. Although comparing the run-time of a 10R algorithm
with one repeat of the proposed algorithm might seem unfair, bear in mind that most
of the time, a single run of those other algorithms does not lead to acceptable results.
In contrast, k-splits needs no repetition, leading to deterministic results that remain
unchanged through reruns.

Experiments are conducted using Python 3.7.4 on a system with Intel Core i5-
4200 M CPU@ 2.50 GHz, 4 GB memory, and 1 T hard disk space. Scikit-learn
package implementation of k-means and PyClustering package implementation of
g-means and x-means are used. Furthermore, numpy.linalg, implemented using
LAPACK routines, is used to obtain eigenvalues and eigenvectors. 8 = 0.01 is

Table 1 Datasets specifications

Dataset N C D Overlap | Dataset N C D Overlap
Al 3000 20 2 20% G2-2-30 2048 2 2 15%
A2 5250 35 2 20% G2-2-50 2048 2 2 43%
A3 7500 50 2 20% G2-128-10 2048 2 128 13%
S1 5000 15 2 9% Birchl 100k 100 2 52%
852 5000 15 2 22% Birch2 100k 100 2 4%
Dim32 1024 16 32 0% MNIST 60k 10 87 -
Diml1024 1024 16 1024 0% F-MNIST 60k 10 84 -
Unbalance 6500 8§ 2 0% o 2

N—number of data points, C—number of clusters, D—dimensions
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Table 2 Comparison results of the algorithms

K-splits Fine-tuned 10R G-means 10R X-means 10R
k-splits K-means
Dataset k |t(s) |[ARI|t(s) |[ARI |k t(s) | ARI | k t(s) |ARI|t(s) |ARI
Al 20 [0.10/0.80(0.14 |1.0 27 0.170.89 | 20 0.16 1.0 | 0.18 1.0
A2 35 10.22/0.87/023 |1.0 412 1037094 | 20 0.27 [0.62 | 0.540.99
A3 50 [0.33/0.90(0.38 |097 |57.8 |0.86[0.95 |4 0.1810.11 | 0.86|0.99
S1 16 |0.27 /096|027 098 |2334 |1.73/0.19 |20 040094 | 0.14 | 0.99
S2 16 |0.29/0.87 /031 092 |1942 |1.93/0.20|18.6| 0.37/0.90 | 0.20 | 0.94

Dim32 16 (0.13/1.0 (0.13 |1.0 649.6 | 1.42/0.07|16.8| 0.07 1.0 | 0.08 | 1.0
Dim1024 |17 |310 |1.0 |313 1.0 827.4 |36.3/0.03 | 16 09110 | 0.79 | 1.0
G2-2-30 |2 |0.01]/096|0.01 |096 |2 0.06 [ 0.95 |2 0.06 [ 0.95| 0.02 | 0.96
G2-2-50 |2 |0.01]0.700.01 |0.70 |2 0.06 [ 0.70 | 2 0.04 {0.70 | 0.03 | 0.70
G2-128-102 |0.07|1.0 [0.09 |1.0 779 16.60|0.00 | 2 02410 | 0.11 1.0
Birchl 101 | 2.36 | 0.66 | 4.85 094 |2562 |741 |0.08 |4 3.66 | 0.06 | 48.32 | 0.95
Birch2 101 | 2.04 1098 |2.58 | 1.0 126.6 | 8.51|0.93 | 20 4.770.30 | 15.44 | 1.0
Unbalance |10 |[0.28 | 1.0 |[0.30 |1.0 142 |046|1.0 |4 0.241099 | 0.08 | 1.0
MNIST 19 |3.80/0.20|7.16 |036 |119k| 16h|0.00|20 |71.6 |0.36|25.540.36
F-MNIST |7 1.960.21 [1298 037 |142k|21h|0.00 |20 |57.5 |0.34|15.63|0.35

k—number of predicted clusters, t(s)—execution time in seconds

set for half the experiments, and for the other half containing medium density and
overlap suchas A and S, 8 = 0.1 is used. For pictorial datasets MNIST and Fashion-
MNIST, first PCA (Principal Component Analysis) with 0.9 variance is applied to
reduce the original dimension size of 784, to 87 and 84 respectively, then 8 = 0.95 is
set due to the density of data points and distances, and then the algorithm is applied.

The results are summarized in Table 2. Each value is the mean across five vali-
dation folds. Table 2 reports the number of detected clusters (k), execution time (t
reported in seconds), and an external validity measure called the adjusted rand index
(ARI). ARI is a score that shows the similarity between two sets of clustering results
and is equal to O for random results and 1 for exact clustering matches. For each
dataset, the best instances of the number of predicted clusters (k), execution time
(t), and ARI are in bold font with some exceptions. One exception is that execution
time is comparable only if both methods provide “acceptable” results; thus, lower
run-time with terrible results in Table 2 are only underlined and not bolded. The
other exception is that fine-tuned k-splits is the improved version of k-splits; thus, it
is enough to compare the fine-tuned version’s execution time.

In predicting the number of clusters, k-splits’ predictions are the closest to reality,
except for Dim1024, and even there, the error is minimal. Whereas g-means almost
always over-splits the data, with many unacceptable results. One extreme example
is the MNIST and F-MNIST datasets, for which the algorithm predicts more than
ten thousand clusters! This situation might be an excellent example of the black
hole problem mentioned before. Getting stuck in very dense clusters misguides the
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Fig. 3 Predicted centroids using k-splits on benchmark datasets. a Birch, b G2-2-50, ¢ S1 and d
unbalance datasets. e and f Zoomed structure of Birch2 and our results

algorithm, leads to false results, and wastes time and effort, the exact thing this
research avoids by implementing multiple stop conditions in k-splits. X-means, on
the other hand, seems to under-split in many cases. K-splits accurately predicts the
number of clusters in almost all cases. Some examples of clustering results using
k-splits are shown in Fig. 3.

Regarding the execution time, g-means is always slower, especially for large
(and dense) datasets; the black hole problem completely ruins the process leading
to extreme examples like the Fashion-MNIST dataset, which took 21 hours to be
processed. The x-means algorithm takes an acceptable amount of time to finish, but
we should consider that under-splitting of data might be a factor in that. K-splits
(even the fine-tuned version) is faster than g-means and x-means under almost all
situations, with few exceptions. It is also faster than the conventional k-means in
many cases.

The time efficiency of k-splits is the result of three decisions in each iteration:

It only splits the so-called “the worst cluster” and keeps other clusters intact.
It only uses the k-means algorithm to separate only two clusters in each step,
which is very simple to solve.

e It gives the k-means algorithm accurately calculated initial centers leading to
much faster convergence and better results than random initialization.

High dimensionality harms the time efficiency of the k-splits algorithm. The type
of computations used here grows in difficulty and negates the aforementioned posi-
tive effects in higher dimensions. Although the algorithm yields good results, the
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time consumption in dimensions higher than 1000 is high. Therefore, a dimension
reduction before using this kind of data can be helpful.

Comparing the ARI values in Table 2 indicates that k-splits is always more accurate
than both g-means and x-means in assigning each data point to the correct cluster. It
is also clear that it is always a good idea to fine-tune k-splits which leads to much
better results, some even better than the standard k-means. That is because k-splits
pinpoints the centroids, which is an excellent boost for the k-means algorithm. The
time cost of fine-tuning is also acceptable. In some cases, like Al and A2 datasets,
the fine-tuned k-splits is still more time-efficient than the standard k-means, and in
some unique structures like Birch, this time gap is more significant.

One should bear in mind that the main superiority of k-splits is its ability to
automatically find the correct number of clusters. Hence, better accuracy or faster
results than the original k-means with the right k as input is not expected. However, as
shown in Table 2, the execution time of k-splits is faster than k-means in some cases,
and the performance is acceptable. Part of this performance gap is due to the rigidness
of k-splits. Once a cluster is separated into two, those data points cannot move to
other clusters. The combination of k-splits and k-means, introduced as fine-tuned k-
splits, solves this problem. Fine-tuned k-splits benefits from the speed and accuracy
of k-splits in finding the right k and the high performance of standard k-means in
assigning each data point to the clusters.

4.2 Effect of Hyperparameter f8

This section experiments with different values of hyperparameter 8 on a synthetic
dataset to investigate the sensitivity of the algorithm to this hyperparameter. Two tests
are conducted, one without applying condition (15) and another with this condition
and using Jx as a second stop criterion, the results are shown in Fig. 4.

The synthetic dataset used in these experiments has a size of N = 10, 000 data
points distributed in ten clusters and ten dimensions. It is evident from Fig. 4a that
k-splits successfully predicts the correct number of clusters in a wide range of 8,
but outside this range, the algorithm fails. However, Fig. 4b shows that using Jx as

K-Splits Performance for Differant Beta Values K-Splits Performance for Different Beta Values Using

—— Estimated value
Real valug

k (Detected Clusters)

Fig. 4 K-Splits performance in finding ten clusters: a using only § as stop condition, b using Jg
as stop condition
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a secondary stop condition helps decrease this sensitivity and provides acceptable
results for almost the whole range. Nonetheless, the problem with 8 is not entirely
solved. Firstly, as mentioned in Sect. 3, Jx cannot be used for highly overlapped and
dense data, and secondly, although § has an acceptable range for each dataset, this
range changes as the structure of the dataset, especially the density, changes.

4.3 Effects of Dataset Parameters

Several other experiments were also conducted to further analyze the effects of
dataset parameters on k-splits. The datasets used in this section share the specifica-
tions mentioned above, and in each experiment, only one parameter of the dataset
is analyzed. These parameters are dataset size, number of clusters, and dimension
size. Changing the parameters leads to a different set of data with a new structure;
thus, a fivefold scheme was utilized to calculate each point, and regression plots were
created using central tendency and confidence intervals.

Dataset Size (N). For this experiment, dataset sizes in a range of [500, 30,000]
are analyzed. This test provides a good sense of the time complexity of methods;
that is why it is conducted on k-splits and 10R versions of k-means, x-means, and
g-mean simultaneously. The results are shown in Fig. 5.

As mentioned earlier, the g-means algorithm experiences critical problems, getting
stuck in local optimum and black holes. These problems are readily detectable in
Fig. 5a as in some points, abnormalities can be seen in the form of strong peaks in
execution time. In this example, these peaks get as high as 800 s, while execution
time for other methods and even other points of the same algorithm is well below
5 s. In conclusion, g-means is the slowest method among these methods.

To further compare these methods, in the next test, it is assumed that g-means never
encounters the black hole problem, and all these problematic points are discarded;
the result is Fig. 5b. It is evident that regardless of the problems caused by getting
stuck, g-means is still the slowest algorithm. After that, x-means and k-means come
second and third, respectively, and both k-splits and its fine-tuned version execute
faster than all three methods.

Number of Clusters (C). The number of clusters is another critical parameter
in each dataset. Therefore, this section tests the k-splits algorithm under different
numbers of clusters in the range of [2, 100]. The results are presented in Fig. 6. Each
dataset instance has a different structure; moreover, changing the number of clusters
in a limited space changes the density and overlap. Thus, as presented in Fig. 6a,
the algorithm cannot accurately predict larger cluster numbers using one constant
B = 0.5. However, if 8 is scheduled to change through the experiment based on the
prior knowledge of the structure (similar to real applications), the performance will
increase according to Fig. 6b.

Needless to point out that although one can achieve great results using a good guess
about the range of B, it is still one of the main downsides of the k-splits algorithm.
Different cluster sizes require a different range of 8, a good guess of which is needed
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Fig. 5 Comparison of methods regarding execution time. a Actual values, b values in case g-means
never encounters the black hole problem

to predict the number of clusters in turn! That is why checking the density of datais a
good step in setting hyperparameter 8. Finally, the effect of the number of clusters on
execution time is analyzed, and the results are of order two and presented in Fig. 6c.

Data Dimension Size (D). As the last experiment, the effect of dataset dimension
on k-splits is checked. A constant 8 = 0.5 is used throughout the test. The effects of
dimension size on the proposed algorithm’s accuracy and execution time are shown
in Fig. 7. It can be seen that k-splits accurately estimates the number of clusters in
different dimensions, except in about ten first instances, which have lower accuracy.
This low accuracy might occur because of the data’s higher density due to very
low dimensions. Figure 7 shows that dimension has minimal effect on the range of
suitable 8, but should not be neglected.
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5 Conclusion

This article proposed k-splits: an incremental k-means based clustering algorithm to
automatically detect the number of clusters and centroids. It also introduced a fine-
tuned version of k-splits that uses these centroids as initialization for the standard
k-means and dramatically improves the performance. Moreover, this work used six
synthetic datasets and also MNIST and Fashion-MNIST datasets to show that k-splits
can accurately find the correct number of clusters and pinpoint each cluster’s center
under different circumstances. K-splits is faster than g-means and x-means and, in
some cases, even faster than the standard k-means. The accuracy of the results and
the performance are also higher than these methods. Furthermore, k-splits needs no
repetition as it leads to deterministic results.
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K-splits starts from a small number of clusters and further splits each cluster if
needed. The starting point does not have to be one cluster and, if known, can be set by
the user leading to an even faster result. The algorithm takes one threshold parameter
B as input, which controls separation condition and should be set based on our prior
knowledge of the data density. Clustering in very high-dimensional spaces with k-
splits is time-consuming, so it is preferable to use dimension reduction techniques
before applying the algorithm. Future works will focus on two improvements to
this research. First, to optimize the calculations needed to obtain similar results,
especially in higher dimensions, and second, to eliminate the need for any extra
hyperparameters if possible.
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Implementation of IoT-Based Intelligent )
Patient Healthcare Monitoring System L
Using KNN Algorithm

G. Sreenivasulu and T. P. Anithaashri

Abstract Healthcare is an effective factor and one of the most important primary
capabilities of a human life. Nowadays, Internet of Things (IoT) is important in
all fields, including healthcare and medical industries due to the increased use of
Wi-Fi sensors. The implementation of new machine intelligence-based technolog-
ical e-healthcare development and e-healthcare parameters will now involve and
include Internet and Wi-Fi sensors, which are commonly referred to as Internet
of Things (IoT). Machine intelligence enables and activates a global approach to
the development of healthcare monitoring-based systems. Machine intelligence is
the development of machines, and intelligence necessitates a significant amount
of relevant knowledge. Manual health monitoring is becoming more difficult in
today’s busy world. This system establishes a real-time approach and provides a
set of specifications. This information is relevant to the health of the monitored
patients. Many countries are reporting an increase in the number of deaths as a result
of a lack of certain factors, such as timely medical treatments and a monitoring
system. This paper has proposed a smart healthcare methodology for monitoring
the patients by involving healthcare sensors to reduce doctor’s workload in order to
detect the heartbeat and body temperature and inform the doctor as well as attending
hospital staff about the patients’ status by providing accurate results. The proposed
system employs the KNN algorithm to forecast the patient’s condition in able to
prevent the patient from becoming further ill. The proposed system also includes a
buzzer beeping situation, which means that if the beeping occurs, the nurse must be
notified of the patient’s emergency situation. The existing system did not include a
predicting component. As a result, the proposed system provides accurate results for
patients, allowing them to easily handle the emergency situation.
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Keywords Healthcare * IoT - Machine intelligence + KNN - Methodology *
Emergency - Confusion matrix + Sensors

1 Introduction

This main objective of the proposed healthcare machine intelligent system is the
adoption, integration, and utilization of all the communication systems. loT-based
healthcare monitoring system will effectively monitor the patients and health status.
IoT is implemented by the application of machine intelligence system in order to
improve the user behavioral patterns and gain knowledge of context action rules
for its relation with the user’s behavioral patterns etc. The term Internet of Things
(IoT) define the services to deliver health assistance for people is ambient machine
intelligence and particularly dealing with healthcare monitoring system of admitted
patients with the critical conditions. The main goal of this paper is to define a health-
care model based on Internet of Things (IoT) to reduce the doctor’s workload and
tedious process of the nurses to check the admitted severely suffering patients during
certain emergency situations. Firstly, to read the body temperature, heartbeat, and
pulse rate of the patient using healthcare sensors with the patients and their reports.
Secondly, the patient buzzer buzzes to indicate the patient emergency situation to the
nurse and present in that particular patient wards. Also, the nurse will be equipped
with healthcare sensors to monitor the patient’s critical condition at regular intervals.
Thirdly, a message is sent to the doctor’s mobile in case of any critical emergency
situations, where the presence of ward nurse is insufficient to treat the patients.

2 Existing System

Smart healthcare system is one of the most basic requirements to everyone. The
healthcare products such as Tonic water with Quinine, skin collagen stimulation
derma roller-540 micro-needles, 3 in 1 Infrared light ultrasonic sound electro-
matic stimulation, Egyptian magic skin cream olive oil, beeswax, honey, bee pollen,
propolis, electroporation, radio frequency, LED photon, high-frequency vibration,
HAELO frequency therapy, hyaluronic acid serum skin care, hustle drops respi-
ratory performance supplement, iron off stubborn fat and stretch marks, peak
low testosterone treatment, Hydroderm abrasion skin care device, signal relief
nanotech pain relief patch, hydrogen water generator, wearable Taopatch acupunc-
ture, light nanotechnology, neorhythm neurostimulation headband, back support
posture corrector, OrCam MyEye for blind visually impaired, vibrating plaque
remover, LED light teeth whitener, dental teeth aligner Orthadonic retainer, Silko
12,000 bristles toothbrush, sonic brush vibrating toothbrush, and jaw teeth bite
exerciser are used as monitoring instruments.
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The literature review reveals that there around 180 number. of research articles
published in this topic over the past 5 years. W. Y. Chung and S. J. Jung proposed
“The Flexible and scalable patient’s health monitoring system in 6LoWPAN.” The
Proposed System enabling factor, some technologies and communications, Internet
of Things telecommunications, informatics and electronics. M. J. Mao Kaiver and K.
S. Shin proposed “A Cell phone based health monitoring system with self-analysis.”
The proposed system uses smart objects interacting with the physical world. Tabilo
Paniclo and Gennaro tartarisco proposed “A Maintaining sensing coverage and
connectivity in large sensor networks.” The proposed system includes the informa-
tion about how to develop a new computational technology, information processing,
and wireless communication personal healthcare.

The analysis on healthcare sensors, irregular food habits, no nutrition diet, envi-
ronmental pollutions etc., has been interpreted and arrived with less efficiency in
execution. The main advantage of this enabling unhealthy human life style. Khan
et al. [1] included non-physician health workers. The main advantage of this is
tele-consulting and video conferencing. Healthcare system [2], which is capable
of measuring different physiological parameters like temperature sensor, humidity
sensor, pulse sensor, WSN, WDM, UV, CO, sensor, ECG, pulse sensor, tempera-
ture, and camera and are used to design a system for headache and rapid pulse rate
detection.

The analysis to detect ear diseases [3] system has been developed, which is capable
of measuring different physiological parameters like temperature sensor, gas sensor,
heartbeat sensor, and Raspberry Pi and are used to design a system for pulse temper-
ature and smoke detection. Using smartphone and laptop, VGA display developed a
system [4, 5], which is capable of measuring different physiological parameters like
ECG, Bluetooth, temperature sensor, heart rate sensor, Arduino, and biosensor and
are used to design a system for detecting the abnormalities in heart. To measure a
different physiological parameters detection instruments like blood pressure sensor,
body weight sensor, pulse oximeter, glucometer, accelerometer etc., and are used
to design a system for chronic disease [6, 7] progression. Healthcare applications a
solution based on the Internet of Things (IoT). This survey aims to implement quality
of advanced technology in medicine and nursing and patient care and safety can be
used to develop wearable sensors, medical equipment, and implantable [8] devices.

The healthcare monitoring system in the l1oT by using KNN [1] technology is used
to take care of the patients of the part of Wi-Fi, wearable, and healthcare sensing
the desirable values through the healthcare sensors and displaying patients data in
their respective Web page [9] and their results. The continuous checking the patients
of the value from the healthcare sensors and the relative Web page in one of the
most heavy works. Human is always intended to do certain mistakes and produces
errors, so if the person checking the patient diverts the health condition, some [10]
mishappenings and misresults may occur.

The limitation of the existing system is more manual work, sensor failures, and
power failures. Also, requires latest values from the sensors will show so that no
prediction can be done with their [11, 12] monitoring values. The objective of the
proposed system is to provide enhanced healthcare monitoring system [13] consists
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of various doctor’s monitoring devices that are used to monitor and assist the patients
and also provide alerts, if the patient gets into a critical state such as a slowdown of
heartbeat and blood pressure.

3 Proposed System

The proposed system provides a smart system which can be used by people to solve
various healthcare issues. This paper also presents healthcare diagnosis treatment
and prevention of disease, illness, and injury in human. This domain is automatically
learning some task of healthcare information, medical management, patient health
information etc.

This proposed work’s main aim is to design and implement a hospital monitoring
system using machine intelligence algorithms. The machine methodology param-
eters of the patients to collect in real time by the health sensor networks in the
normal environmental patient conditions, and it stores the patient data in the Web
server where it is patient-predicted by the health prediction algorithm, so, it displays
the current patient data in the health monitoring webpage, and it sends the signals
according to the health prediction in case of emergency cases. It can be classified
into three main parts

(i)  Healthcare sensing system
(i)  Patient health prediction system
(iii) Patient emergency alert system (Fig. 1).

3.1 Healthcare Sensing System

3.1.1 Body Temperature Sensor

Body temperature sensor is used to check whether patient condition normal or
abnormal. It indicates high body temperature or a fever, and it is used to convert
Celsius by the analog to digital. The body temperature sensor is attached to the
patient bed, and then the temperature is collected continuously.

3.1.2 Heartbeat Sensor

It is an electronic device, and it is used to measure speed of heartbeat rate. It converts
values from analog to digital. It is used to measure heartbeat rate in two ways.

(a) Manual way: In this way, to check radial pulse and carotid pulse manually.
(b) Using a sensor: It can be measured light scattered or absorbed based on optical
power variation.
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Fig. 1 Architecture of proposed system

3.2 Patient Health Prediction System

Even though, the patient prediction value collected from the healthcare sensor is
printed on the webpage, and it will be more efficient and also more accurate. When
the healthcare system predicts the normal or abnormality of the patient, then it gives
an alert message. Machine learning becomes more efficient and also effective in
action using KNN. KNN algorithm has been used for the patient prediction of the
healthcare sensor predicted values collected. K-nearest neighbor (KNN) algorithm
is the simplest nearest neighbor algorithm and works efficiently in practice.
This algorithm can be classified into two ways

(a) Supervised algorithm
(b) Unsupervised algorithm.

It uses patients’ predicted data and classify the new data predicted points based on
the similar measurements. The predicted data is assigned to the class which has the
patients nearest neighbors. KNN algorithm uses all the predicted training datasets to
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predict the patient result based on the best subset of the predicted training dataset.
This algorithm is implemented in Python which contains several methods.

3.3 Patient Emergency Alert System

The patient predicted data gives the alert signal to the Raspberry Pi where an emer-
gency buzzer is connected to it the emergency buzzer cannot work alone; it should
be connected to patient bed sensor.

The patient emergency buzzer has three pins (a) ground, (b) power supply, and
(c) a value pin.

4 Results and Discussion

This system is used to test various persons with normal to abnormal healthcare
monitoring conditions and then produces results with minimal error rate such as
temperature findings with minimal error of + or — 5, ECG findings to measure pulse
rate in the error range of + or — 6, and EEG sensor is used to describe error rate
(Tables 1, 2, and 3).

Classification Accuracy

Classification accuracy is the percentage of correct healthcare predictions. It is for
evaluating the different models. Accuracy is the fraction of predictions where the
model got right (Fig. 2; Table 4).

Accuracy = Number of exact predictions/Total number of predictions

Thus, the algorithm used is comparatively better than the other algorithms used.
It also works best for real-time data processing and analyzing of data.

Table 1 Patient temperature sensor

Patient testings Patient normal value Patient observed value Patient error rate
Person 1 24 29 +5
Person 2 24 28 +4

Table 2 Patient ECG measurement sensor

Patient testings Patient normal value Patient observed value Patient error rate
Person 1 74-78 71 -3
Person 2 74-78 83 +5
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Table 3 Patient EEG measurement sensor
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Patient testings

Patient normal value

Patient observed valued

Patient status

Person 1 100-300 231 Active
Person 2 100-300 365 InActive
ACCURACY
98
a7
96
95
94
93
92
91
90
89
88
KNN K-means SVM Random Forest Naive Bayes
B ACCURACY
Fig. 2 Accuracy comparison
Table 4 Accuracy comparison values
Algorithms Accuracy
KNN 97.02
K-means 95.8
SVM 96.1
Random forest 93.52
Naive Bayes 91.3

5 Conclusion and Future Enhancement

The proposed patient healthcare monitoring system can be mostly used in emergency
situations, and it daily monitored the patients, recorded the patients’ data, and stored
the daily patient as a database. In future, the IoT and machine learning technologies
have provided great opportunities with the cloud computing so that some challenges
are to be overcome, and the patient database can be easily shared in all the different
hospitals for healthcare monitoring and treatment.



222 G. Sreenivasulu and T. P. Anithaashri

References

1. Khan, S.F.: Health care monitoring system in the Internet of Things (a lot) by using RFID. In:
6th International Conference on Industrial Technology and Management 2017

2. Zamora, A., Skarmeta, A.F.G., Jara Miguel, A.J.: An architecture based on Internet of Things
to support mobility and security in medical environments. In: IEEE 2010

3. Khan, I., Zeb, K., Mahmood, A., Uddin, W., Khan, M.A., Ul-Islam, S., Kim, H.J.: Healthcare
monitoring system and transforming monitored data into real time clinical feedback based on
IoT using Rasberry Pi. In: ICOMET 2019

4. Geman, O., Costin, H.-N., Chiuchisan, I.: Adopting the Internet of Things technologies in health
care systems. In: International Conference and Exposition on Electrical and Power Engineering
2014

5. Ganorkar, S., Koshti, M.: IoT based health monitoring system by using Raspberry Pi and ECG
signal. Int. J. Innov. Res. Sci., Eng. Technol. 5(5) (2016)

6. Gope, P., Hwang, T.: BSN-care: a secure IoT-based modern healthcare system using body
sensor network. IEEE 1530-437X (c) 2015

7. Hassanalieragh, M., Page, A., Soyata, T., Sharma, G., Aktas, M., Kantarci, G.M.B., Andreescu,
S.: Health monitoring and management using Internet-of-Things (IoT) sensing with cloud-
based processing: opportunities and challenges. In: IEEE International Conference on Services
Computing, 2015

8. Shamim Hossaina, M., Muhammad, G.: Cloud-assisted industrial Internet of Things (IoT)—
enabled framework for health monitoring. Comput. Netw. (2016)

9. Rahmani, A.-M., Thanigaivelan, N.K., Gia, T.N., Granados, J., Negash, B., Liljeberg, P,
Tenhunen, H.: Smart e-health gateway: bringing intelligence to Internet-of-Things based ubiq-
uitous healthcare systems. In: 12th Annual IEEE Consumer Communications and Networking
Conference (CCNC), 2015

10. Hassanalieragh, M., Page, A., Soyata, T., Sharma, G., Aktas, M., Mateos, G., Kantarci, B.,
Andreescu, S.: Health monitoring and management using Internet-of Things(IoT) sensing with
cloud-based processing:opportunities and challenges, IEEE 2015

11. Catarinucci, L., De Donno, D., Mainetti, L., Palano, L., Patrono, L., Stefanizzi, M.L., Tarricone,
L.: An IoT-aware architecture for smart healthcare systems. IEEE Internet of Things J. (2015)

12. Mieronkoskia, R., Azimi, I., Rahmani, A.M., Aantaa, R., Terava, V., Liljeberg, P., Salantera,
S.: The Internet of Things for basic nursing care. Int. J. Nurs. Stud. 69, 78-90 (2017)

13. Natarajan, K., Prasath, B., Kokila, P.: Smart health care system using Internet of Things. J.
Netw. Commun. Emerg. Technol. JNCET) 6(3), (2016)



Comprehension of Ultra-Wideband )
Transceiver for Wireless Communication | <o
System based on Code-Shifted Reference

R. Santosh Kumar, Rajashree Narendra, and R. Devaraju

Abstract In this paper, research on the recent developments in the insights of ultra-
wideband transceiver for wireless communication system based on code-shifted ref-
erences is presented. There have been extensive studies carried out individually
towards ultra-wideband (UWB) transceiver and security-based approaches. How-
ever, none of them have jointly studied securing the ultra-wideband transceiver per-
formance of a communication system. The proposed study presented is a novel
framework of ultra-wideband transceiver architecture that uses a digital code-shifted
reference (DCSR) scheme and the security of the UWB transmission which is based
on changing the physical properties of transmission and does not rely on higher-
level security. Our goal is to find a solution to provide an additional level of security
and hardware architecture for impulse radio ultra-wideband (IR-UWB) transmitter
and non-coherent receiver systems using pulse modulation and decoding scheme for
efficient communication performance. Recently, it has been proposed that physical
characteristics of UWB signals can be used to improve the cryptographic security of
the system. We consider both coherent and reference-based UWB schemes to enhance
security and optimize the implementation for the impulse radio ultra-wideband (IR-
UWB) system when an eavesdropper is observing communications over multipath
channels between two legitimate partners who share a secret key of a limited length
using novel digital code-shifted reference (DCSR). A deep survey on the schemes
and security of UWB signals is presented in this research article, and thus, it serves
as a ready reckoner for all the researchers who want to pursue their research in this
exciting field of communications.
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1 Introduction

UWB programmes must adhere to the strict rules of the federal communications
commission (FCC) which limit ultra-wideband bandwidth, spectral density emis-
sions and data levels to reduce interference. Similarly, UWB systems are shown to
use very low power due to the power limits imposed by the FCC. Excessive band-
width of UWB signals makes UWB transmissions resistant interference rather than
small band transfers. In addition, UWB transfers have been widely accepted over the
years due to the growing demand for portable devices that provide high data rates
with less power [1-4].

Similarly, UWB communication systems have fascinated a lot of attention due to
the very low power output, thus avoiding interference by ordinary receivers, as well
as the protection of dynamic body layers as a result of their large bandwidth provided
[5-8].

UWRB signing models with a standard frame structure mean preventing body
transfers. In order to convey pieces of symbols, there are many frames in a single
symbol that have one touch on each frame. For UWB programmes, performance,
acquisition difficulties, power consumption and costs will be considered to determine
whether to use parallel or non-compliant adoption. UWB compatible applications
require a complex host configuration to balance channel information. Therefore, the
complexity of UWB compatible communication systems is often increased to attain
robust performance [9—-13].

In general, compatible UWB systems are considered superior to non-UWB oper-
ating systems. In contrast, UWB incompatible systems can provide a simple host
structure by avoiding complex channel measurements from excessive bandwidth.
The functionality of UWB compliant and non-compliant systems has been evaluated
[14-23].

2 Existing Approaches and Review of Literatures

Extensive literature survey on the topic, "Comprehension of ultra-wide band transceiver
for wireless communication system based on code shifted reference”. In this cate-
gory, the review work done by other authors is being presented with their advantages
and limitations. In this section on literature review, an exhaustive survey [1-23] of
the research works achieved by other authors till date is being presented w.r.t. the
work taken up in this exciting and application-oriented field of communications and
is being presented along with their limitations, advantages, etc.



Comprehension of Ultra-Wideband Transceiver for Wireless . . . 225

Similar to the works presented by a large no. of researchers, authors, engineers,
scientists, students, etc., in the preceding paragraphs, there was still a large amount
of work done by many researchers across the world till date in the field of wire-
less communications and its applications. But, here, we have considered only the
significant ones [1-23], which are being referred by us. The review starts as follows.

Here, we discuss the existing work being carried out towards ultra-wideband
(UWB) transceiver design using digital code-shifted reference and its correspond-
ing contribution to securing the communication systems. Ko and Goeckel [1] have
presented ultra-wideband transmitted reference (UWB-TR) systems for enhancing
the security in wireless physical layer under IEEE 802.15.4a. The UWB-TR systems
have best security trade-off than the conventional UWB systems. Nie and Chen [2,
5] have presented the concept digital code-shifted reference (DCSR) transceiver for
IR-UWB, which is compared with frequency-shifted reference (FSR) transceiver.

Digital code-shifted reference (CSR) transceiver improves the BER performance
and low complexity than frequency-shifted reference (FSR) transceiver. Nie and
Chen [3, 19] have presented a performance analysis in terms of low complexity, BER
rate of digital code-shifted reference (CSR) UWB radio with respect to transmitted
reference (TR) and FSR transceivers. The UWB radio systems implement no delay
element and no analog carrier while designing the CSR-based IR-UWB transceiver
system. Nguyen and Tran [4] have presented a Simulink model and system generator
base HDL model of transmitted-reference UWB receiver on FPGA.

The receiver includes the practical synchronization algorithm to calculate the bits
quantization and sampling rate on BER. Nie and Chen [20] have presented to improve
the BER rates to reduce the power spent to transmit the reference pulse sequence
in CSR-UWB transceiver, and the design includes the differential encoding and
decoding to enhance the performance in communication system. Sedaghat and Nasiri
Kenari [6] present internally coded time-hopping UWB communication system using
CSR to avoid the channel estimation in transceiver systems, the super orthogonal
encoder and Viterbi decoder are coding schemes used, and performance results are
compared with encoded CSR-based UWB communication system.

Strackx et al. [7] presented the electromagnetic (EM) subtraction technique for
Gaussian pulse generation in UWB transmitter, which is highly flexible and rapid
prototyping alternative compared with CMOS designs. Olonbayar et al. [8] present
the testing of IR-UWB baseband transceiver for IEEE802.15.4a on both FPGA and
ASIC implementation, baseband transceiver system includes the synchronization,
and data detection performances are robust. Shah et al. [9] present UWB receivers
including a performance comparison between transmitted reference (TR), multi-
differential frequency shift reference (MD-FSR) and code shift reference (CSR)
which are the three primary pulse sending techniques in UWB communications. In
[11], the authors worked on the low power embedded high-precision and low latency
UWRB localization and produced very good significant results which were later used
by the team of researchers in [12] and developed an IEE IR-UWB CMOS transceiver
for very high data rate, low power and the short-range communications. In [13], the
authors worked on the transceivers and produced significant results. They used the
differential CSR algorithm to accept the results.
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In [5, 20], the researchers worked on the BER performance on the differential
code-shifted reference (DCSR) transceiver for impulse radio ultra-wideband (IR-
UWB). The correlation results showed that the DCSR transceiver has the better BER
performance and comparatively low system complexity, but the authors did not work
on the high power aspects as such it was a drawback to the wireless communication
nets.

In [14], the authors worked on the various ultra-wide signals in opaque multipath
environments and obtained significant results, which was extended by the group of
researchers in [15] to the work on delay-hopped transmitted-reference RF communi-
cations. Similarly, the authors in [16] researched upon the slightly frequency-shifted
reference ultra-wideband (UWB) radios and did some contributory works. In [17],
the work on multi-differential slightly frequency-shifted reference ultra-wideband
(UWB) radios was developed, which led to a significant revolution in the wire-
less communication world. Work on code-shifted reference ultra-wideband (UWB)
radio was developed in [18]. The performance analysis of code-shifted reference
UWB radios was shown in [19]. The work on differential code-shifted reference
ultra-wide band (UWB) radios was developed in [20]. Some novel digital commu-
nication techniques in the use of signal design and detections for space applications
were developed in [21]. In [22], work on ultra-wideband propagation channels—
theory, measurement and modelling—was shown. Finally, in [23], the use of wavelet
packets in ultra-wideband pulse shape modulation systems was developed.

A number of drawbacks, voids, advantages were there in the works which were car-
ried out by the researchers in our chosen research field. Some of these disadvantages
are going to be considered in our research work, and new contributions were produced
during the research work, which was well authenticated by simulation results. The
research work’s problem formulation certified through effective simulation results
in the software platform in order to validate the research problem undertaken.

3 Limitations of Preceding Methods Developed by Earlier
Researchers

The work done by the various authors was presented in the previous paragraphs
[1-23], and there were certain limitations such as consideration of only

use of conventional methods,

high compilation time, i.e. computationally very expensive,

full-fledged automation of algorithms not done,

less work done on increasing the accuracy and performance,

real-time implementation (h/w), very few people done, etc.,

lot of noise was observed, which was affecting the output performance,

the developed algorithms were not reliable and were prone to noise effects,
modulating and de-modulating effects were seen leading to high PSNR in sound
signal receptions.
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4 Rectification to the Works Done by Researchers

Some of the above-mentioned limitations which were existing in the works carried
out by the past researchers were considered in our research work, new algorithms are
proposed in order to overcome some of the insufficiency of the existing algorithms,
and also, sincere effort is made to develop some highly efficient algorithms for
proposed research work. Once the problem is defined after thorough literature review
of the work done by other authors, the problem can be defined, and thus, the various
parameters could be analysed while designing the wireless communication system
to make it more efficient and reliable.

5 Design Challenges

In this section, the design challenges that are faced in designing of the wireless
communication system are presented. There is a less research work towards design-
ing hardware-based digital code-shifted reference (DCSR) considering UWB sys-
tems. Significant trade-off for UWB architecture considers frequently used reference
schemes in wireless communication systems. Few optimization techniques are being
implemented towards enhancing the throughput and other communication-related
performance in wireless networks. The significant design challenges identified for
the proposed study are as follows.

e Transmitting pulses with very short era fix up a critical problem in the transceiver
design for the IR-UWB systems.

e At present, there is less investigation towards impact on DCSR-based systems
towards the architectural design of UWB transceiver.

e The robustness factor of hardware-based transmitter and receiver designs in UWB
transceiver extremely less explored.

e The empirical impact on various security and communication performances
towards the existing architectures/models of UWB transceiver is not standardized
yet.

6 A Objective Formulation

Based on the limitations of the works done by the earlier authors, problem formu-
lation was carried out and the objective of the research was carried out. The prime
purpose of the proposed research study was to design and develop a novel hardware-
based architecture of ultra-wideband (UWB) transceiver in wireless communication
systems. The secondary study objective is to formulate a novel computational model
of transmitter and receiver of ultra-wideband system for enhancing the security in
physical layer using digital code-shifted reference (DCSR). The complete framework
of DCSR in ultra-wideband (UWB) transceiver is finally going to be prototyped using
FPGA for effective model validations.



228 Santosh Kumar et al.

7 Time Framework of UWB Signals

The expected research study’s outcome of the proposed system is anticipated to obtain
a chip reduction in terms of less area utilization, better throughput, low latency and
minimized power consumption. The overall objective of the study will be to obtain
an enhanced security in ultra-wideband (UWB) using digital code-shifted reference
(DCSR) for wireless communication system.

Using the physical properties of ultra-wideband transmissions, the UWB sig-
nalling paradigm speeds up transmission. Figure 1 depicts the proposed signalling
models, which are based on a time-hopping (TH) technique and binary pulse ampli-
tude modulation. With the help of quantifying waveforms, the techniques for obtain-
ing the UWB Channel. The method of extracting the UWB channel impulse response
(CIR) from the quantifying waveforms. g (p) denotes the template waveform sent by
the T (p) at the pth location index and the delayed received waveform r(p, ) after
propagating through the channel 4 (p, 7) given by

r(p, 1) =q(p) ®h(p, 1) (D

where ® denotes the convolution operator. Concurrent reception of b-bit K key
to set UWB pulses within token time. Contrary to traditional distribution systems,
we do not use a registry switch for key-cut connections to produce artificial sound
sequence (PN), as this does not improve the cryptographic power of the system
[10]. Figure 2 shows the UWB signing system for compatible acquisition. Ideally,
each pulse would be obtained independently using key pieces, but the buttons were
usually high enough to support that. Therefore, we divide the shared b-bit K key into
partsof mK = (K1, K>, K3, ....K,,) using the specified key fragments, with each K;
with % bits which € (1, 2, 3, ...., m); this is used to select the position indicator at

0.1...., (2% — 1), and this is shared pulses on the corresponding frames.

Fig.1 UWRB signalling

X RX

Tloop

.

Response

‘_\ Treply




Comprehension of Ultra-Wideband Transceiver for Wireless . . . 229

GO I A TR U TN TR

. 1 — im=1_ . I _ ap
r ____;‘\_,:, N/, T.=N,T,
/ T,u 1 _________—__———______‘_________
&g 5 i A S\ N 1 1
| = v ¢
[ | 7 r:
r& [) +CE].|.R erp

Fig. 2 UWB signalling scheme intended for TR reception

8 Expected Outcome

The research study outcome of the proposed system is anticipated to obtain a chip
reduction in terms of less area utilization, better throughput, low latency and min-
imized power consumption. The overall objective of the study will be to obtain
an enhanced security in ultra-wideband (UWB) using digital code-shifted refer-
ence (DCSR) for a wireless communication system. The complete DCSR-UWB
transceiver is designed, which includes UWB transmitter and receiver designs, and
UWRB transceiver introduces security in transmission side to enhance the security
in wireless communication systems. DCSR-based UWB transceiver architecture is
designed to reduce the hardware complexity.

9 Methodology of the Proposed Research

The propound research work will be carried out considering analytical research
methodology with an aim to design and develop a complete digital code-shifted ref-
erence (DCSR) ultra-wideband (UWB) transceiver design. The functional specifica-
tion can be obtained from the enormous literature available on the UWB transmitter
and receiver designs along with reference architectures. Following are the respective
stages of operations to be carried out sequentially in order to achieve the proposed
research objective.

10 Conclusion

The survey on the design and implementation of a compact, secure code-shifted
reference ultra-wideband (CSR-UWB) transceiver is presented in this article, and it
presents the overview of the work done by various authors till date. Also, a brief
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survey is performed on the techniques of ultra-wide band signal and its aftermaths
are analysed along with the mathematical models.

Once the problem formulation is carried out and defined, the objectives are being
set and outcomes have to be obtained which is just highlighted in this research arti-
cle. The complete DCSR-UWRB transceiver is going to be designed, which includes
UWRB transmitter and receiver designs; UWB transceiver introduces security on trans-
mission side to enhance the security in wireless communication systems. DCSR-
based UWB transceiver architecture is designed to reduce the hardware complex-
ity, comparison of the performance metrics with existing UWB transceiver systems
with improvements, improvements in DCSR-UWB architecture which includes chip
reduction in terms of less area utilization, better throughput, low latency and mini-
mized power consumption. FPGA prototyping and physical verification of the DCSR-
UWRB architecture are also thought of in the near future if time permits. The paper
conveys the recent developments in the insights of ultra-wideband transceiver for
wireless communication system based on code-shifted references.
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of help rendered during the preparation of this article.
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Abstract Due to its growing popularity, the discipline of machine learning has been
able to take advantage of the large amount of data that is now available. Whilst data set
sizes increase, so does algorithm execution time. Data and processing capacity may
be distributed across a large number of computer nodes using cluster computing
frameworks, allowing algorithms to run in a reasonable length of time even for
very huge data sets. On the basis of MapReduce-K-means (MR-KMeans)-based
distributed document clustering, MapReduce PSO-K-means (MR-PKMeans), and
a hybrid-distributed document clustering method, three alternative approaches to
document clustering are proposed in this work (MR-hybrid). Semantically related
document clusters with excellent quality and speed are developed after comprehen-
sive examinations. In order to improve clustering quality and speed up the localised
clustering solution, the MapReduce-K-means-distributed (MR-K-means) document
clustering approach is implemented in the Hadoop framework using an efficient
similarity metric.
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1 Introduction

Yarn is the codename for the MapReduce 2.0 component of Apache Hadoop. The
existence of yet another resource negotiator in the bargaining process is indicated
by the presence of yarn. Furthermore, it includes the Resource Manager and the
Scheduler, as well as the Container and the Application Master [1]. The customer
assigns the job to the resource management, and the Resource Manager accepts the
assignment. To have a job executed, it must be submitted to the Node Manager. A
response from the Node Manager will indicate whether the job was successful or
unsuccessful, and a response from the Resource Manager will indicate whether the
job was successful or unsuccessful to the client. Application Master collaborates with
Node Manager to perform and monitor tasks, and with Resource Manager to request
resources, as well as communicating back and forth between the two components [2].
The Node Manager communicates with the Resource Manager via heartbeat commu-
nication in order to report on its own aliveness. The Resource Manager includes two
components: the Scheduler and the Application Master. The Resource Manager is
notified by the Application Master that a Resource Request has been received. The
scheduler, which serves as a container for resources such as CPU, memory, and so
on, is in charge of scheduling jobs and giving them to the Application Master as and
when they are required (Fig. 1).

MapReduce is a data processing component in the Apache Hadoop Yarn frame-
work. A computational platform is provided to users. Commodity hardware is used
to develop distributed and parallel programming models in order to meet their goals.
This package includes utilities such as mapper and reducer. You can think of it in
terms of the mapper function, which accepts a key/value pair as an input and then
executes the data block based on logic from the programme to create another type of
key/value pair. In order to use the reducer function, you must pass it an intermediate
key/value pair. The Resource Manager receives jobs from the user and processes
them [3]. Job is broken into several block tasks, a map and a reduction task in order
to share workload throughout the cluster.

Figure 2 illustrates an illustration of the MapReduce architecture implemented in
the Hadoop framework using the framework’s building blocks. There are three main
processes involved, and they are as follows:

1.1 Mapper

The mapper phase is the initial stage of the MapReduce system, and it is during this
stage that the input is broken down into key, and value components are divided. It is
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Fig. 1 Hadoop architecture

possible to write on and swap out the key in this situation because of the way it is
handled. A variety of splits are created from the input that has been provided after
that. In the environment, there are rational splits, but there are also input splits to be
considered [4]. As a result of translating these input splits to this format, key-value
pairs are formed in the record reader and stored in the database. It is the Hadoop
system’s actual input data setup for the mapper input for auxiliary data processing, as
opposed to the Hadoop system’s actual output data arrangement. Each programme
has its own set of requirements for the input format.

As a result, the programmer must be able to comprehend the data that is being
received and write code that reflects that comprehension. It is only possible for
a mapper to make use of partition and combiner logic to complete a certain data
procedure. The words “little reducer” and “combiner” refer to the same device,
which is the same size [5]. The high network bandwidth required by Hadoop for
managing big amounts of data is essential. This issue is handled by including the
combiner stage after the mapper step has been completed, as previously stated. The
partition module of the Hadoop framework is crucial in the process of separating
data collected from different mappers or combiners.
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Fig. 2 Map reduce architecture

1.2 Shuffling and Sorting

The shuffling and sorting process is an intermediary step in the Hadoop system
that is required to complete the MapReduce operation. After completing the mapper
process, there will be a large quantity of middle data to be moved from all of the
Map nodes to the shuffler in order to complete the process. It sorts the key of the
given input, and as a result, the entire collection of pairs with the same key value is
brought together [6]. In addition, it is necessary to transport the sorted output to the
reducer nodes in order to continue the MapReduce operation on those nodes.

1.3 Reducer

When using MapReduce, the reducer is the last step in the process. In the reducer
operation, the transitional key and the set of values linked to the provided key are
obtained. Reducer: A smaller collection of values is created by condensing the input
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data and then using those smaller sets of values to create the output. Reducers write
data to Hadoop using a record writer module that is part of the reducer.

The MapReduce framework has a number of implementations, including Mars,
Phoenix, Hadoop, and Google’s own. Hadoop is the most extensively utilised soft-
ware in these situations due to its open-source nature. The most extensively used
MapReduce implementation is the Hadoop framework, which allows applications
to run on enormous computer clusters [7]. By splitting down a huge task into
smaller tasks and a large data set into smaller divisions, the Hadoop framework
enables distributed, data-intensive, and related applications. This means that each
job processes a distinct partition in parallel. With the Hadoop framework, huge data
sets can be processed in a distributed fashion by using a collection of computers that
have been programmed according to specified programming paradigms and models.
It can quickly grow from a single server to tens of thousands of nodes. It is designed
to estimate application failures rather than relying on hardware in order to give high
accessibility.

2 Background

The clustering or unsupervised learning discipline of machine learning is crucial in
extracting or summarising new information by grouping data based on similarities
[8], which is critical in extracting or summarising new information. It is used in a
variety of applications such as statistics, pattern identification and data mining. The
purpose of this study is to investigate how clustering can be employed in data mining.
The clustering technique used in data mining is crucial in tackling the particular
difficulties faced by every sector of the information technology industry. Clustering
very large data sets with multiple dimensions presents a number of obstacles and
expenses [9]. Amongst these are the following, data It is the process of categorising
a collection of items in such a way that items in one cluster are similar to one another
and distinct from those in other clusters [10]. Clustalizing is a data mining approach
that makes it feasible to abstract large amounts of data by grouping things that are
related together in a single data set. The similarity metric is used to identify which
objects should be grouped together.

To make decisions using data clustering, we must specify a measure of similarity
or distance over the object feature space. This measure must be specified before
we can make decisions. When a piece of data is fed into an automatic categoriza-
tion system, the system can figure out which category it belongs to based on a set
of predefined categories. Clustering methods, on the other hand, let the computer
decide how to divide a data set [11]. Categorization is useful when new data need to
be classified into an existing category. Clustering is an effective method for uncov-
ering previously unknown structural details. Both classification and clustering can
yield visually appealing results from an unknown data set; classification organises
these data sets according to a well-known structure, whilst clustering illustrates the
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structure of the particular data set in issue. This works aims to boost the efficiency
of document data set clustering (Fig. 3).

A new data mining study topic known as document clustering has gained signifi-
cance as a result of significant developments in information retrieval and text mining.
The third graphic depicts document clustering’s end purpose [12]. Document clus-
tering is the principal approach of data organisation since it maximises intra-cluster
similarity whilst minimising inter-cluster similarity.

3 Hadoop and MapReduce for Distributed Data Clustering

MapReduce is a distributed programming approach for handling large amounts of
data. Cloud computing is now possible as a result of the development of this enabling
technology. When processing data over numerous workstations, the MapReduce
functional programming method is a helpful tool to have on hand. This programme
does two primary operations: a map and a reduction, which are described below.
Each document set is automatically parallelised and distributed [13] so that it can
manage large document sets without requiring manual intervention. Nodes in the
system communicate with one another through a network of communication links.
Map operations are capable of efficiently handling input data that is distributed
across multiple nodes. It is possible to integrate variables by lowering the number
of variables. In a logical sense, all document data are represented as a key (K) and
value (V) pair. You can use many mappers and reducers at the same time if you want
to save time. Each map operation takes a K1 and V1 pair as input and outputs an
intermediate list of K2 and V2 pairings as output [14]. In order to construct a new
key-value pair, the intermediate list of key-value pairs is sorted and grouped together.

A reduction task processes each key-value combination separately to generate the
final output pairs. “To sort intermediate key-value pairs, use a reduce task. Reducing



Optimisation of the Execution Time Using ... 239

Distributed Data

I |
| |
I | | Key | Value | EEEE
I | g Map |

nput e |
: Data SPlit | Task Key —5: : - Value
: I I | Value
: : : Ir. Value
I | 1 B8 K Value
[ I 8 : .
| | Key | Value I I Value
| Input . Map - B
[ Split | B Reduce
| Data Task | Key |value [ T | o
| | £ K
l e ars IR R !
I | L &
[ I I : Value Qutput
I | | > Result
| I Key | Value I || Kev | Value
l Input 'Spl,t Map ! I Value

I
l Data : Task ] Key _': : Value
_____ |

: :
I |

Fig. 4 Distributed MapReduce function with clustering

activities cannot begin until their corresponding map counterparts have finished, but
regardless of when they are started, all map and reduce operations run in parallel
and independently of one another.” Each map function is executed in parallel and,
upon completion, outputs data from the corresponding input [15]. Similarly, each
key reducer works independently and concurrently (Fig. 4).

In a cluster, HDFS is a distributed file system that works well with large files.
Rather than saving files one at a time, it saves them in blocks. Fault tolerance is built
into the system by duplicating all of the blocks [16]. In Bitcoin, the name node is
responsible for replicating block data. Each data node sends this server a heartbeat
and a block report on a regular basis.

As you can see in Fig. 5, HDFS is designed in this way [17]. The HDFS interface
allows the processing to be shifted to the data rather than the data to the applica-
tion, which is useful for working with enormous data sets like this. As a result, the
computational algorithm runs more smoothly and efficiently. Utilising distributed
document clustering techniques built on Hadoop-MapReduce can help solve the
problems associated with distributed document storage. Customers don’t have to
worry about distributed programming issues because of the MapReduce model’s
simplicity. Consumers only have to think about the computing element of the algo-
rithm [18]. By utilising the MapReduce-distributed document clustering technique,
existing document clustering algorithms will run much more quickly.
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4 Methodology

The algorithm proposed is a hybrid PSO-K-means LSI (PK-meansLSI) algorithm
based on MapReduce that combines the ability to cluster huge texts with the global
search power of particle swarm optimization (PSO) [19]. It is hoped that by using
this methodology, the hybrid algorithm will be able to perform better in clusters and
take advantage of distributed frameworks such as the Hadoop-based MapReduce
framework. For the purpose of determining the optimal cluster centroids for k-means
clustering, this proposed methodology employs a particle swarm optimization (PSO)
module that runs in parallel with a latent semantic indexing (LSI) dimensionality
reduction module to reduce the number of possible cluster centroids (Fig. 6).

e Make a decision on which document data set you would like to examine. In order
to conduct text mining research, a wide range of publically available document
databases can be used. Examples of actual document data sets are provided in the
following sections.

e Document preprocessing is used to minimise the amount of attributes in a docu-
ment. There are various processing phases that must be completed before the real
processing may begin. It is necessary to convert the input text documents into a
set of terms in order to use the vector space model. Documents are represented as
document term matrixes (DTMs) in this vector space model, which is achieved by
determining the word weight (VSM). When it comes to document term matrixes,
there is an entry for term weight (DTM).

e [Initial seeds for the MR-PK-means module are derived from these term vectors,
with the optimal centroids for the MR-PK-means module derived from the MR-
PSO module. Finding the most optimal document clustering configurations is
accomplished through the use of PSO-K-means document clustering based on
distributed MapReduce (MR-PK-means).
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e Input is provided to the MR-hybrid module in the form of document vectors.
To reduce the dimensionality of document clusters generated, latent semantic
indexing (LSI) is used. This dimension reduction technique results in increased
speed and higher quality document clusters that are semantically related.

5 Results

A total of 120 measurements were taken on a total of 20 million rows of synthetic
data in the original experiment for k-means, as detailed in the preceding section.
Figure 7 shows the outcomes of the experiment. The median is shown by the red line
in the box plots once more.

To make a point of comparison, Fig. 8 displays the execution times of the iden-
tical configuration when using the original data set. To construct the data set, 40-
dimensional data point vectors with each member representing a random integer in
the range [1; 100] were randomly generated and then randomly sampled. There are
no clusters to be found in this particular data set. When compared to data sets that
contain some sort of clustering, it is likely that the algorithm will have a more diffi-
cult time achieving convergence before the given maximum number of iterations,
which was set to 10. As a result, the data set that has been generated can be viewed
as a worst-case scenario of sorts. Using a sample script that was included in Mahout
0.13, the k-means algorithm was run to determine its results. Some execution stages
that were not of interest were included in the measured execution time because they
were necessary. The data transformation process is the first step.

Whilst text files can be used to store input data in HDFS, Mahout requires sequence
files, which are collections of binary key-value pairs, as opposed to standard input
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files. Data transformation can be done ahead of time, but because the example script
will do it, it must be included in the time measurement. A text file will most usually
be used as the input for comparing MapReduce algorithms to other algorithms, and
the time required will only start when the text file is read in. For comparison’s sake,
the input will almost certainly be text files, and the time taken can only fairly begin at
that moment rather than after a transformation; thus this limitation is sensible. Whilst
the cluster dump is an unnecessary step in the execution process, it is included in
the script because it cannot be avoided. A list of all the data points and their cluster
assignments may be found in this dump. Normally, this would be done into a file
on the local file system; however instead of a file, the dump is done directly into
the command-line window with this script. Because of this, the Java heap becomes
overflowing, and as a result, the execution is stopped.

6 Conclusion

The MapReduce framework performs better when employing the Map-Optimize-
Reduce approach. Include the new optimizer block between the mapper and reducer to
decrease data items transferred between the two. The execution times of a sequential
k-means algorithm were recorded on one of the worker nodes. Sequential technique
outperformed the distributed algorithm’s four-node configuration. This demonstrates
the usefulness of Hadoop. There are, however, a few important things to keep in
mind. This sequential algorithm’s execution duration is greatly influenced by the
amount of data being loaded from disc. The data could be loaded more quickly if an
alternative library is used. When loading the data, only, one CPU core was accessible;
nevertheless, all cores were required to run the k-means algorithm.

Instead of utilising Hadoop, the Spark framework will be investigated in future
iterations of this project. Due to Spark’s improved performance over Hadoop, large
data sets’ execution time, response time and data load all go smaller.
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Medical Image Analysis Using Deep m
Learning Algorithm Convolutional oo
Neural Networks

D. Raghu and Hrudaya Kumar Tripathy

Abstract Medical image analysis using deep learning algorithm (CNN) area is of
foremost significance and maybe it is anything but a high need area. A great deal
of concern is as yet needed in this area. To be sure, in larger part of cases, the
medical information is deciphered by human master, whilst examination of medical
information is very demanding and muddled errand. Regularly, discrete examination
is performed by various human specialists which brings about mistaken identifica-
tion of illness. The astounding exhibition of deep learning (DL) in various domains
pulled in the specialists to apply this method inside the domain of medical area as
DL gives incredible exactness and precision in conclusive yield. Hence, it has been
imagined as a centre strategy for medical image analysis using deep learning algo-
rithm (CNN) and in different floods of the medical services area. Further, division
measure is the basic, viable and centre advance of the medical image investigation.
Scientists are reliably endeavouring to increase the precision of medical image exam-
ination. In ongoing past, machine knowledge-based strategies have generally been
utilised for this pursuit. The new pattern in the domain of medical image exami-
nation is the ramifications of profound learning-based methodologies. Maybe, the
use of profound learning improves the prescient correctness of the individual. Addi-
tionally, it likewise mitigates the intercession of human specialists in the analysis
marvel. This paper aims to survey on medical image analysis using deep learning
algorithm convolutional neural network (CNN). The use of deep learning algorithms
for medical image analysis is very significant since it is producing enough and reli-
able results comparing to human tasks; it also reduces human work and time; basing
on all these aspects, a survey is about to done. In this paper, besides medical image
analysis, convolutional neural network (CNN) architectural implementation and its
features are also discussed.
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Keywords Image analysis + Convolutional neural networks + Classification *
Segmentation

1 Introduction

Deep learning is used in a neural network as an automatic tool for studying features
[1]. This is the opposite of the traditional handmade methods [2]. This is the same.
It is a difficult task to select and calculate these properties [3]. Deep coevolutionary
networks are used for the analysis of medical imagery amongst deep learning tech-
niques [4]. Science in clinical practise, used to analyse clinical problems, is called
analytical images [5]. The objective is to extract data for enhanced clinical diagnosis
in an affective and effective manner [6]. Recent developments make image analysis
one of biomedical engineering’s leading research and development sectors [7]. One
of the reasons for this progress is the use of techniques for machine learning to
analyse health images [8]. Deep learning becomes an important aspect in the area of
medical image analysis as a learning machine and a tool for pattern recognition [9].
Medical imagery was a long-standing diagnostic method in clinical practise [10].
The field of health images in hardware design [11], security procedures, computer
resources and storage of data has been greatly benefited by recent developments
[12]. At the moment, segmenting, classifying and detection of abnormality using
images generated in a broad range of clinical imaging modalities are the main appli-
cations in analysing medical images [13]. The analysis on medical images seeks to
support radiologists and clinicians in diagnostic and treatment processes [14]. Due to
the direct effects of the clinical diagnosis and therapy process [15], computer-aided
design (CADx and CAD) reliance on an effective medical image analysis is vital for
performance [16]. Therefore, accuracy and precision in recall and sensitivity, such as
F-measurement, are key aspects, and high values in the analysis of the medical image
are highly desirable [17]. Due to the increasing availability of digital images dealing
with clinical data [18], the best method is needed for big data analysis [19]. The
state-of-the-art in areas such as computer vision in data centres shows that the best
candidate can be in-depth learning methods [20]. Deep learning imitates a profound
architecture consisting of several layers of human brain transformation [21]. The
way information in the human brain is processed is similar [22]. A good under-
standing of the underlying nature of data collection is necessary for the extraction
of the most relevant features [23]. A large collection of data could be tedious and
difficult to efficiently manage [24]. Their ability to learn the complicated features of
raw data is a major benefit for the use of deep study methods [25]. This enables us
instead of producing functions to define a system that is primarily necessary to other
machine learning technologies [26]. These properties explored the advantages of
deep learning in analysing medical images [27]. The future of medical applications
can be helped by recent developments in deep learning techniques [28]. There are
many open source DL platforms available to mention just a few, like Caffe, Tensor-
Flow, Theano, Keras and Torch [29]. Due to the limited clinical expertise available
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for the DL experts and limited DL expertise, the challenges arise [30]. In a recent
tutorial, DL’s application to digital pathology images is being overcome by providing
step-by-step details [31].

Objectives of this paper using CNN include:

Disease classification.
Image segmentation.
Detection of abnormality.
Diagnosis of disease.

bl

The clinic included mainly experts in the interpretation of medical imaging from
people such as radiologists and doctors. Nevertheless, scientists and physicians have
recently begun to benefit from computer assistance because of major disease changes
and human experts’ potential fatigue. Although the analysis of computed images was
tardy compared with the progress of image technology, recent improvements were
made using machine learning techniques.

In the area of medical imaging, computerised image analysis has been an ongoing
problem. Recent progress in machine education, in particular in the field of in-
depth learning, has made a major breakthrough in imaging to help identify, cate-
gorise and quantify medical image models. The use of hierarchical representations
derived solely from data is, in particular, at the forefront of development rather
than crafted features based largely on domain understanding. This makes profound
learning quickly the cutting edge for improving performance in various medical
applications. In this article, we discuss the basic techniques for profound learning,
their success in recording image, anatomical and cellular detection structures, tissue
segmentation, computer-aided condition diagnosis or prognosis and so on. Finally,
we raise research issues and propose future improvements. The rest of the paper is
organised as follows.

Medical Image processing Analysis, Convolutional Neural Network (CNN), Data
set Generation, Conclusion and Future Scope.

2 Medical Image Processing Analysis

As projected in Fig. 1, medical image processing would be classified in different
kinds of categories such as ultrasound, MRI and CT scan. Machine learning is an
important part of their success in the implementation of target tasks for data anal-
ysis. It is Important representation of function. Humans have traditionally designed
meaningful or job-related features based on their expertise in specific target areas,
making machine teaching techniques difficult for non-experts to use for their respec-
tive studies. But, integrating the functional technology in a learning step removes deep
learning obstacles. Deep education therefore requires just a few data, if necessary
small pre-processing, and does not manually extract features and finds informative
representations automatically. Feature engineering moved from human to computer
side so that non-experts can efficiently use detailed learning, particularly for the
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Fig. 1 Classification of medical image processing methods

analysis of medical images. For example, pre-screening, diagnosis, treatments of
CT, MR, positron emissary tomography (PET), mammography, an ultrasound, X-
rays have been shown in recent decades to be of importance for medical image. Some
of the medical image processing methods have discussed below.

2.1 Image Segmentation

The segmentation of images is referred to as the identification of areas in various
classes. Automatic image division is now one of the trendiest research fields. A new
model is also discovered to segment the picture better for the computer viewing
task. The segmentation of images is an important element in the medical field. In the
microscopic image of human blood, for example, we can consider the identification
of cancer cells. If you want to identify cancer cells, the shape of blood cells should
be recognised, and the presence of cancer cells should be diagnosed for the unusual
growth of blood cells. This leads to early recognition of blood cancer, so it can be
cured in due course. Now, in the field of research picture segmentation, this method
is the latest technology. It works on 3D pictures, e.g. height, width and number of
channels. First and third dimensions are the channel numbers (RGB) and red, green
and blue intensity values. The image resolution in images inserted in the neural
network will generally be reduced to actions that reduce the processing time and
avoid insertion problems. Even if you take a 1-dimension image 224 * 224 * 3, it
becomes an input vector of 150,528. Therefore, this vector is too large to be supplied
to the neural network.
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2.2 Image Classification

The CNN is a class of deep and learnable neural networks. In image identification,
CNNs are a major step forward. They are often used to classify images behind the
scenes in visual images. From Facebook photo to automotive driving, they are at
the very heart of anything. In every aspect of health care and safety, they work hard
behind the scenes. Image classification is the process of entering (like an image) and
exiting a class (like “cat”) or the likelihood that the insert comes from a particular
class (“the probability of this insert being a cat is 90%”). You can look at a picture
and see your own face in a dreadful shot, but how can a computer learn it? The
answer is with CNN. Because of their high accuracy, CNNs are used to classify and
recognise images. The CNN is a hierarchical model, which runs in a network such
as a funnel and produces a fully linked layer that connects all neurons and processes
the output.

Detection of Abnormality

The detection of medical images abnormalities means that a certain kind of illness
such as tumour is identified. Clinical professionals usually identify abnormalities
but take a long time and effort. Therefore, it is increasingly important to develop
automated systems for the detection of errors. Different approaches for detection of
anomalies in medical images are presented in the literature.

Medical Image Retrieval

With the widespread use of digital image data in hospitals, the size of medical image
repository is rapidly increasing. Over the past thirty years, the manufacture of images
by means of more images, more resolution and new types of images have increased
exponentially. Medical imaging is one of the biggest data manufacturers in the world.
In addition to some images used for publication or teaching, most images are only
made for a patient and a single point of time. Data are usually distributed across many
institutions and cannot even be combined for the treatment of a single patient. A great
deal of expertise is maintained in these medical archives, and from the very begin-
ning, medical, clinical and content-based information are provided through visual
and textual information and structured information. When it comes to feature repre-
sentations that fully characterise high-level information, the effectiveness of these
systems is of greater importance. Classification of medical images in convolution
neural network is done with specific classes and some modes, an intermodal data set
is trained in the network. Medical photographs obtain the learned characteristics and
classification results. The best results can be obtained for recovery by using class
predictions. Some of the related work is shown in Table 1.
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Table 1 Various medical image retrieval methods and its accuracy with CNN

Application Method Framework Accuracy Data set

Medical image | Convolutional New 98% Early lung cancer

retrieval neural network and | content-based action programme
supervised hashing | medical image (ELCAP) and the
[32] retrieval vision and image

(CBMIR) analysis (VIA)
research groups
Medical image | Using deep Content-based Classification Intermodal data
retrieval convolutional medical image accuracy of set that contains

neural network [33] | retrieval 99.77%, mean twenty-four
(CBMIR) average classes and five
systems precision of 0.69 | modalities

Medical image | Medical image Content-based 92% and the A multi-modality

retrieval retrieval using image retrieval mean average data set that
ResNet-18 [34] framework precision of 0.90 | contains
(CBIR) for retrieval twenty-three
classes and four
modalities
Medical image | A sequential Two-step 90.30% IRMA data set,
retrieval search-space hierarchical
shrinking using shrinking search
CNN transfer space when local
learning and a binary patterns
radon projection
pool [18]
Medical image | Stacked Content-based - IRMA data set,
retrieval auto-encoder-based | image retrieval
tagging with deep | framework
features [35] (CBIR)
Medical image | Effective diagnosis | Content-based 81.51% and 12 databases
retrieval and treatment image retrieval 82.42% including 50

through
content-based
medical image
retrieval (CBMIR)
by using artificial
intelligence [36]

framework
(CBIR)

classes

3 Convolutional Neural Network CNN

The weight determines the behaviour of each neuron. The artificial neurons of a CNN
choose different visual characteristics when provided with pixel values. Each layer
generates a series of activation maps when you enter an image into a ConvNet. The
image characteristics are emphasised in the activation maps. Each neuron takes out
the input pixels, multiplied by colour values and is resumed and activated by their
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Fig. 2 CNN block diagram

weights. In the first (or lower) CNN layer basic functions, like horizontal, vertical
and diagonal borders are usually detected.

In the second layer, the output of the first layer extracts more complicated elements
such as corners and edge mixtures. These layers detect higher levels of properties like
objects, faces and more when you go deeper into the neural network. “Convolution”
is the function of weight multiplication and summation of pixel values (hence the
name convolutional neural network). A CNN usually consists of several convolution
layers but also contains supplementary components. A classification layer is the final
CNN layer that recalls that highly convolution layers detect complex objects as its
input, the output of the final convolution layer as shown in Figs. 2 and 3.

Input Layer

Image data should be included in the input layer of the CNN. The three-dimensional
matrix represents picture data as we previously saw. It needs to be transformed into
one column. In case of a 28 x 28 = 784 dimensions, the image must be converted
to 784 x 1. When you have “m” examples, the input dimension is (784, m).

Convolutional Layer

Convo layer is sometimes called the extractor layer because the layer removed the
image functionality. Part of an image is associated with convo layer to perform the
convolution as we have seen previously and calculate the point between the receiving
field and the filter. This causes the output volume to be integrated. Then, we dive
into the following receptive field and perform the same filter operation for the same
image. Until the whole image is completed, we repeat the same process. The output
is the next layer’s input.

Max Pooling Layer

The pooling layer is used to decrease volumes after the image input has been
converted. Itis used in two layers of confusion. It is computer price, and we don’t want
it if we use FC after convo layer without bundling or max bundling. The maximum
pooling can therefore only reduce the input image volume. In the above example,
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Stride 2 was used to pool maximally at one depth. The size of the inputs is 4 x 4 to
2 x 2.

Fully Connected Layer

The fully connected layer is weighing, damage and neurons. In one layer, the neurons
are connected in a different layer to the neurons. It is used to classify images in
different categories by training. Softmax or logistic is the last CNN layer. The layer
is in the FC at the end of the layer. In binary and multi-classification, softmax logistics
are used.

CNN for Medical Image Analysis

The various modes for medical imaging are used, and images most of the time
are identical when it comes to clinical prognosis and diagnosis. The architecture
of the network is carefully studied to find complicated information. Where there is
expertise and stringent assumptions, handmade features work. These assumptions
cannot help with certain tasks, including medical images. It is therefore not easy
to distinguish between a healthy and a skilful image in certain applications. For a
classifier like SVM, there is no solution. The techniques extracted, regardless of
the work or objective function concerned, are features, such as the SIFT (invariant
transforming function). Samples are displayed using a word bag vector or any other
system. Samples are then taken. This rating, like the use of SVM, differs from the
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Table 2 Various types of

CNNs S. No. Type of CNN Year
1 LeNet 1998
2 AlexNet 2012
3 VGG Net 2012
4 GoogleLeNet 2014
5 ResNet 2015
6 ZFNet 2013

other by no loss mechanism to increase the local characteristics of the extraction and
classification process.

However,a DCNN can learn the features from the underlying data. The data-driven
features are taught at the end of the course. DCNN has the strength of depicting the
exhalation part (CNN filters studied from the initial layers) of the function better by
using the error signal for the loss function. The other advantage in the initial layers
is that neurons concentrate more in high layers on various areas of human organs,
and that in the last layers, some neurons take whole organs into account. Figure 3
shows a medical image classification CNN architecture accepting N classes 32/32
patches in 2D medical images. The network has been fully connected with max
connection layers. Each super lay produces a characteristic map of different sizes,
which reduces the overlay layers to the next level. The fully connected power layers
provide the prediction of the required class. The number of parameters is dependent
on how many neurons and layers are present on each layer and whether the neurons
are connected to the network. The training phase of the network offers the best and
most efficient solutions to this problem. The researchers have developed computer
technology based on a better understanding of the field of analysis of the medical
image. Recent studies have shown that the diagnosis and categorisation of diseases
and the medical image success have been based on in-depth algorithms.

Some of the various types of CNNs are listed in Table 2.

4 Data set Generation

Data collection is an information collection. The data set will match one or more
database tables for tabular data, where each column of a table represents the v