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Preface

The International Conference on Computational Techniques and Applications
(ICCTA 2021) has been initiated for sharing and preserving the scientific observa-
tion and conclusions on the applications of computing in network security, AI, data
science, electronics, communication technology, electrical power, control systems,
and energy technology. It was supposed to be held physically at Kolkata during 09
and 10 October 2021. But due to the growing pandemic of COVID-19—the coron-
avirus—the conference was conducted through virtual mode using the Cisco Webex
Meetings platform on the same date. It was jointly organized by the Institution of
Electronics and Telecommunication Engineers, Kolkata, andWinar Charitable Trust
and Electro Inventor, Kolkata. The proceedings was published in the book series
“Lecture Notes in Networks and Systems”, Springer Nature.

ICCTA 2021 is a multi-institutional effort to exemplify research in the areas
of intelligent computing and communication systems including computing, elec-
tronics, green energy design, communications, and computers to interact and dissem-
inate information on the latest developments both academically and industrially for
computational drifts. This conference constituted an international forum for profes-
sionals, industrialists, researchers, academicians, and students from various engi-
neering fieldswithmulti-disciplinary interests. Fifty-nine original contributionswere
published in the Sixth International Conference on Emerging Applications of Infor-
mation Technology (EAIT 2020). The technical advancements of image processing,
computer vision and pattern recognition, machine learning, data mining, big data
and analytics, information security and privacy, wireless and sensor networks, and
IoT are reflected in this volume on IoT applications scenarios.

This book contains three parts. These are Computing in Network Security, AI and
Data Science, Contemporary Issues in Electronics, and Communication Technology,
Intelligent Computing in Electrical Power, Control Systems, and Energy Technology.

The keynotes and technical sessions have been prepared under the conference
scope to discuss the challenges, opportunities, and problems of application of
computing in various fields.
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vi Preface

On behalf of the organizing committee of ICCTA 2021, we would like to express
our sincere thanks to the authors for their valuable contributions to this volume. Our
sincere gratitude to the reviewers for reviewing the papers.

We express our gratitude for providing us the opportunity to publish the proceed-
ings of ICCTA 2021 in the Lecture Notes in Networks and Systems, Springer
Nature.

We also express our sincere gratitude to the authority of IETE Kolkata Centre for
conducting this event jointly. Special thanks to the members of EC and OBs of IETE
Kolkata Centre.

We hope this book will carry good research information for the researchers and
budding engineers.

Kalyani, India
Min-Hsiung, Taiwan
Aizawl, India

Jyotsna Kumar Mandal
Dr. Pao-Ann Hsiung

Dr. Rudra Sankar Dhar
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Skin Cancer Detection Using Computer
Vision

Zuber Khan , Tanay Shubham , and Ravi Kumar Arya

Abstract Diagnosis of skin cancer at an early stage poses a great challenge even in
the twenty-first century due to complex and expensive diagnostic techniques currently
used for detection. Furthermore, traditional detection techniques are highly depen-
dent on human interpretation. In case of fatal diseases such asmelanoma, detection in
early stages plays a vital role in determining the probability of getting cured. Several
techniques such as dermoscopy, thermography and sonography are used for skin
cancer detection, but every technique has its own limitations. Also, it is not feasible
for every suspected patient to receive intensive screening by dermatologists. These
limitations suggest the need for development of a simpler, cheaper, minimal inva-
sive and accurate methodology independent of human intervention for skin cancer
detection. Advancements in various computer vision algorithms have led to their
extensive use in the area of bioinformatics. Therefore, this research paper aims to
resolve the problem of early detection of skin cancer with a higher accuracy than
existing methodologies using computer vision.

Keywords Skin cancer · Computer vision · Dermoscopy

1 Introduction

In recent years, skin cancer has become one of the most dangerous diseases in human
beings. According to the World Health Organization, the total fatality cases account
to nearly 1 million in 2018. Furthermore, exposure of human beings to ultraviolet
rays has increased due to climate change and ozone layer depletion which is one of
the major causes in the surge of cases of skin cancer.
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Skin cancer is broadly classified into basal cell carcinoma, squamous cell carci-
noma and melanoma. While basal cell carcinoma is least hazardous among all these
types as it does not spread from skin to other parts of the body and early diagnosis
and treatment can cure it in most of the cases, the squamous cell carcinoma and
melanoma are life threatening in nature. Though, melanoma is less common than
other types of skin cancer but its spreading nature in our body poses a greater threat
and mostly results in death. Melanoma cases mainly occur on skin, but its origin can
be in our eyes, brain or lymph nodes (Fig. 1).

It is necessary to detect skin cancer at early stages as early detection enhances
the survival chances of a person during treatment of skin cancer. Staging helps in
determining whether the cancer has spread to other body parts or not. As the cancer
cells grow deeper into the layer of skin, it can be life threatening.

There are many conventional techniques for detecting skin cancer such as biopsy,
Raman spectroscopy, tape stripping and dermoscopy but each has its own limitations
and drawbacks. For instance, a high resolution camera and years of experience is
required to detect skin cancer using dermoscopy. Similarly, Raman spectroscopy
uses complex algorithms and involves a series of processing stages leading to high
consumption of time and resources. Furthermore, tape stripping technique needs
large number of genetic profiles for differentiation of melanoma and non-melanoma
cases, and it might cause irritation to patients too. Biopsy, on the other hand, requires
surgical intervention. All of these conventional techniques have high dependency on
dermatologist or expert technicians for results which raises the chances of human

Fig. 1 Illustration of basal cell carcinoma, squamous cell carcinoma and melanoma
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error and difficulty in early detection of skin cancer leading to higher mortality rate.
Hence, there is a need for accurate and reliable techniques for early detection which
will not only help the clinicians but will also prove to be a vital factor in the treatment
of skin cancer.

One such advanced method for detection of skin cancer is computer vision.
Computers can analyze large amounts of data available from dermoscopic images.
When this data is fed into a computer vision algorithm, an appreciably accurate
prediction can be made regarding the skin mole being malignant or benign. There-
fore, this researchwork proposes a computer aided non-invasive diagnostic technique
for early detection of skin cancer using computer vision.

2 Literature Review

Many researchers have used computer vision techniques in an effort to build precise
and most accurate models for skin cancer detection.

Nahata et al. [1] developed multiple convolutional neural network (CNN)-based
computer vision models using architectures such as ResNet50, MobileNet, VGG16,
Inception V3 and Inception Resnet to classify the type of skin cancer and its early
detection. The accuracy of these models ranges from 85% to 91%.

Furthermore, Hameed et al. [2] performedmulti-class classification on skin lesion
images to categorize them into healthy, acne, eczema, benign and malignant. The
proposed methodology got an accuracy of nearly about 86% by using two different
algorithms, error correcting output code (ECOC) support vector machine (SVM)
and deep convolutional neural network. Traditional machine learning and advanced
deep learning algorithms are used to create the classification algorithm. The proposed
algorithm is evaluated on 2742 classified images and collected fromdifferent sources,
but this technique is cumbersome.

Kaur et al. [3] built a model based on CNN with k-fold cross validation on multi-
class classification problems defining seven different types of dermoscopic images
of lesions. The model performed at 80% accuracy on reaching 150 epochs.

Similarly, Nasr et al. [4] proposed a convolutional neural network-based archi-
tecture to predict whether a given clinical image is malignant or benign in nature.
Preprocessing of input non-dermoscopic images is done to remove illumination and
other artifacts using image processing techniques. The algorithm attained an overall
accuracy of 81%.

However, it is provable that an efficient model with higher accuracy can be
developed when compared to existing research works in the same domain.
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3 Experimentation and Methodology

The world of computer vision is explored via a family of dense convolution neural
networks named as EfficientNet with highly fine-tuned hyperparameters using recti-
fied adam [5] optimization leading to the state of art accuracy in image classification.
EfficientNet models outperform conventional convolution neural network models in
terms of accuracy and efficiency on a variety of scales.

3.1 Dataset

The project utilizes a dataset from Kaggle repository contributed by Fanconi [6]
which consists of 3297 medical images of skin moles preprocessed using Ben and
Cropping Technique. The dataset is further subdivided into training and testing
dataset using manual categorical sorting with the training set consisting of 2637
medical images, while the test dataset consists of 660 images.

3.2 IDE and Tools Used

This project was created in Python using the Jupyter Notebook Integrated Develop-
ment Environment (IDE). The Jupyter Notebook is a free, open-source web-based
software application that helps in developing documents consisting of live code,
visual images, mathematical equations and text information. The primary Python
libraries used in this project areNumpy,TensorFlow,SciKit-Learn,Keras andPandas.

3.3 EfficientNetB0 CNN Model and Rectified Adam
Optimizer

EfficientNetB0 model. The proposed algorithm is based on the EfficientNetB0
model which is developed by multi-objective neural architecture search that maxi-
mizes the neural network’s accuracy as well as its floating-point operations. To
improve performance, a new baseline network is created using the AutoML MNAS
framework to execute a neural architecture search, which optimizes both accuracy
and efficiency. The resultant architecture usesmobile inverted bottleneck convolution
(MBConv) and MnasNet, then scaling up this baseline network to obtain a family of
models named EfficientNets (Fig. 2).

Rectified AdamOptimizer. A major disadvantage with conventional optimizers
like Adam, RMSProp, etc. is that they have risk of converging into poor local optima
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Fig. 2 Efficient net architecture. Source Tan et al. [7]

in case they are implemented without a warm-up method. The need to use a warm-
up method arises from the fact that the adaptive learning rate optimizers contain too
much variation, especially in the early stages of training, and hence make too many
leaps based on insufficient training data, resulting in poor local optima.

However, since the degree ofwarm-up required is unknownandvaries fromdataset
to dataset, an algorithm for dynamic variance reduction is created that results in a
rectifier, which allows the adaptive momentum to slowly but steadily build up to full
expression as it relates to the underlying variance. According to the divergence of
the variance, rectified adam activates or deactivates the adaptive learning rate in real-
time.Concluding, it provides a dynamicwarm-upwith no tunable parameters needed.
Aside from that, rectified adam has been demonstrated to be more resistant against
learning rate fluctuations and to deliver greater training accuracy and generalization
on a range of datasets and inside a variety of AI architectures (Fig. 3).

Fig. 3 Performance of Adam optimizer with and without warm-up. Source Wright et al. [8]
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3.4 Procedure

1. Importing the images from a local machine and converting them into an
equivalent array of RGB values using Numpy function.

2. Defining the target variable and one hot encoding it.
3. Performing image augmentation and normalization of RGB values.
4. Defining the buildmodel function (Global Average 2DPooling, Dropout= 0.5).
5. Defining the rectified adam (R Adam) optimizer with learning rate = 1e − 3,

min learning rate = 1e − 7, and warm-up proportion = 0.15.
6. Building the EfficientNetB0 model with ‘RAdam’ as optimizer, evaluation

metrics being ‘accuracy’ and ‘categorical cross entropy’ as the loss function.
7. Defining a learning rate reducer and fitting the model on training dataset with a

validation split of 20%.
8. Making prediction on test data and evaluation of accuracy with generation of

classification report.

4 Results and Observations

Training of the model reveals that the accuracy increases, while the validation loss
decreases with the increase in number of epochs. Figure 4 shows the variation of
training accuracy and validation accuracy with the number of epochs. It is observed
that the accuracy keeps on increasing and becomes roughly constant after the 25th
epoch.

The evaluation of a computer visionmodel should be done on the basis of not only
accuracy but also specificity as well as sensitivity especially if the model is meant
to be used for clinical purposes. This is due to the fact that in a clinical setting, we
are not only concerned about the number of positive detected cases but also on how
many actual positive patients were detected negative and vice versa. High sensitivity
implies that the true positive rate is high, while the false negative rate is low, i.e., there

Fig. 4 Accuracy variation with epoch
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are very few cancer patients who are missed out from getting detected. Similarly,
high specificity implies that true negative cases are very high, while false positive
cases are extremely low, i.e., there are very low chances of a healthy individual being
falsely detected as a cancer patient.

Region operating characteristic (ROC) curve is one such evaluation metric that
depicts trade-off between true-positives and false-positives. The area under the ROC
curve reveals whether the model under test is useful for a given problem or not. In
general, the value of area under the curve (AUC) greater than 0.7 makes a model
acceptable, while a value below 0.5 is considered worthless. AUC value of 0.8–0.9
is considered excellent, while greater than 0.9 is considered as outstanding. Figure 5
shows the ROC curve of our proposed algorithm. Since the area under the curve is
greater than 0.9, it shows that our model is outstanding for skin cancer detection. An
appreciably high value of precision and recall as shown in Fig. 6 confirms the same.

Table 1 compares our work with prior studies in the same subject. We found from
the table that our algorithm provides good accuracy.

Figure 7 shows the actual case vs. the predicted result of our model. It can be seen
clearly that the predicted results match with the actual results.

Fig. 5 ROC curve

Fig. 6 Classification report
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Table 1 Comparative
analysis

Author Methodology Accuracy (%)

Nahata et al. ResNet50
MobileNet
VGG16
Inception V3
Inception Resnet

85
85
87
90
91

Hameed et al. CNN and SVM 86.21

Kaur et al. CNN 80.93

Esfahani et al. CNN 81

Khan et al. (our work) EfficientB0 with
rectified Adam
optimizer

91.1

Fig. 7 Predicted versus actual output

5 Conclusion and Further Discussion

Our research establishes that the EfficientNetB0 algorithm when optimized using
rectified Adam optimizer performs extremely well for skin cancer detection. More-
over, higher accuracy is achieved in a relatively lesser number of epochs as compared
to existing computer vision methodologies implemented for the same goal. Further-
more, it is a non-invasive technique which just requires an image of the skin mole of
a concerned patient, and the result is displayed within a few seconds overcoming the
limitations of traditional testing procedures. Therefore, it is recommended to use this
model in all clinical testing setups wherever feasible after more rigorous training on
a larger dataset which will enhance its accuracy to even greater levels.
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A Comparative Study of Machine
Learning Algorithms for Anomaly-Based
Network Intrusion Detection System

Vaibhav Tripathi, Anmol Dubey, Kesari Sathvik, and N. Subhashini

Abstract Cyber-security has become a major concern with rapid evolution of tech-
nology. To counter numerous novel attacks on a regular basis, organizations use intru-
sion detection systems (IDS). An IDS is often used for monitoring network traffic for
detecting any anomaly or data breach. These systems, often called network intrusion
detection systems (NIDS) or anomaly-based network intrusion detection systems
(A-NIDS), generate alerts when any suspicious activity or anomaly is detected in
the network. Machine learning (ML) and deep learning (DL)-based models provide
an efficient way to detect these intrusions. Although various algorithms available in
these domains can be used for building an A-NIDSwhich can efficiently detect intru-
sions, it is important to analyze their performance so as to determine themost suitable
model depending on the need of the organization or user. This paper focuses on a
comparative study of Naive Bayes classifier, K-neighbors classifier, logistic regres-
sion, random forest, gradient boost, SVM and XGBoost algorithms based on their
efficiency, accuracy, time complexity and real-time applicability using parameters
such as training time, prediction accuracy and confusion matrix. By implementing
some of these models and training them on the Knowledge Discovery and Data
Mining Tools Competition 1999 (KDD 1999) Dataset, the authors analyzed their
performance on various parameters so as to determine which of these algorithms are
the most suitable for building an anomaly-based network intrusion detection system.
Random forest proved to be the most efficient and robust model with an expedi-
tious computation and therefore suitable for building A-NIDS models for real-time
security.

Keywords Machine learning · Network intrusion detection · Cyber-security ·
Performance evaluation · KDD-99
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1 Introduction

Intrusion detection systems are software applications that monitor a network for
malicious activities. With rapid advent in technology, the attackers also keep devel-
oping novel attacks to exploit the systems and servers of organizations in order
to steal, manipulate and corrupt their data. One method to detect attacks is using
an anomaly-based network intrusion detection system (A-NIDS). These A-NIDS
monitor the network using several parameters. If any unusual activity or anomaly
is detected in the network, a warning is generated and sent to the administrator
who takes necessary actions. Machine learning algorithms can play a pivotal role
in detecting these attacks. In the past few years, many ML algorithms have been
developed and improvised to detect and categorize network attacks. Using existing
data gathered by monitoring networks for identified intrusions, ML algorithms can
be trained to detect similar intrusion attempts and even predict new attacks based
on any anomaly detected while monitoring the network. Different ML algorithms
utilize different approaches to detect patterns and make predictions based on them;
hence, it is important to analyze and understand which algorithm is well suited for a
particular detection.

The following paper proposes a comparative study of various ML-based algo-
rithms which can be used for building an anomaly-based network intrusion detec-
tion system (A-NIDS). The ML algorithm-based prediction models analyzed in the
study are Naive Bayes classifier, K-neighbors classifier, logistic regression, random
forest, gradient boost, SVM and XGBoost. The authors analyzed these algorithms on
parameters of model accuracy, cross-validation accuracy, confusion matrix as well
as training time. By training these models on the same datasets and evaluating their
performance on the aforementioned parameters, the authors analyzed their perfor-
mance to determine which of these algorithms is most suitable for building an A-
NIDS, in terms of both accuracy as well as time efficiency. The dataset utilized
for the proposed study is taken from Knowledge Discovery and Data Mining Tools
Competition 1999 (KDD 1999) Dataset.

This paper will walk through the literature survey and their findings in Sect. 2.
The dataset utilized for the training and testing of the models, that is, the KDD-1999
dataset, is discussed in Sect. 3 of the paper. The detailed analysis of these A-NIDS
models is discussed in Sect. 4 of the paper along with a brief discussion on the
findings. Finally, Sect. 5 draws a conclusion of this study and proposes the future
work which can be carried out for analyzing and building more robust and efficient
ML-based A-NIDS models.

2 Literature Survey

Several MLmodels have been used to classify traffic in the network on KDD Cup 99
dataset. In [1], the algorithms used are J48 classifier, Naive Bayes [2] and random
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forest. The results evidently proved that random forest was the best among all as
it yielded almost 100% accuracy in detecting the threat. A comparison between a
few algorithms, namely logistic linear regression, SVM, gradient boosted decision
trees, random forest, neural network and CNN was drawn on UNSW-NB15 dataset
to detect the type of cyber-attack on the system [3]. Out of all the algorithms, gradient
boosting decision tree did the most accurate prediction with an accuracy of 95%.

One of the popular algorithms used for intrusion detection is XGBoost. In [4],
XGBoost is employed on the NSL-KDD dataset. The model predicted the threat
with an accuracy of 98.70%. Researchers also tried to propose an intrusion detection
system that uses XGBoost algorithm onKDD cup 99 dataset after preprocessing. The
results further compared the preprocessed datasetmodelwith the existing algorithms.
The XGBoost algorithm-based model yielded the highest accuracy of 96.62% [5].

K-nearest neighbor classification [6] was first implemented in 1951 by Evelyn
Fix and Joseph Hodges. This algorithm is simple and easy to implement as it does
not involve many parameters and is also capable of adapting itself according to the
inputs. It basically works on the principle of distance between two points. The K-
nearest neighbor (KNN) algorithm was tested on various datasets for its prediction
accuracy in which it yielded an average of 85.15% accuracy [7].

Decision tree classification comes under supervised machine learning algorithm
whose structure resembles that of a tree and the concept was first seen in 1963. This
algorithm closely mimics the human decision technique and is easier for human
interpretation than other algorithms. Decision tree acquired the highest accuracy of
90.9% on KDDTest+ dataset and 83.7% on KDDTest-21 on binary classification
and acquired 85.4 and 74.4% on KDDTest+ and KDDTest-21 datasets on multiclass
classification when compared with Naive Bayes, logistic regression and random
forest [8]. Since decision tree models tend to overfit, the use of random forest [9] is
recommended instead for implementation.

Boosting algorithms are generally groups of multiple weak prediction models
for increasing accuracy and prediction of a model. Gradient boosting algorithm is
a boosting algorithm which combines many decision trees for better results. Such
boosting algorithmminimizes the overall error as the new predictions are built based
on the errors in previous predictions. Gradient boosted decision trees yielded highest
accuracy of 94.8% when compared with logistic regression [10], support vector
machine, random forest, neural network and convolution neural network which were
trained on UNSW-NB15 dataset [3].

XGBoost or extreme gradient boosting is another decision tree-based ensemble
machine learning algorithm that uses the same family of gradient boosting framework
and uses it at its core. XGBoost is parallelizable and can harness the power of multi-
core computers, making it suitable for big data analysis. The XGBoost model for
classification is called XGBClassifier [11]. An anomaly detection framework for IoT
devices yielded accuracy of 98.2% with XGBoost, making it suitable for an A-NIDS
model implementation [12].

SVM or support machine vector classifier [13] is another algorithm which is
widely used for classifications. It is a supervised learning model, and it creates the
best line or decision boundary that can segregate n-dimensional space into classes
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so that we can easily put the new data point in the correct category in the future. Its
training on NSL-KDD dataset gave a model accuracy of 99.32% making it another
suitable algorithm for the proposed study [14].

These works help identify the models which can be used for A-NIDS implemen-
tation, but there is a need to understand their performance against one another to
understand which models function the best under similar conditions. Using these
works as reference, the authors implemented the aforementioned ML models on
the KDD-1999 dataset and analyzed their performance on various parameters as
discussed in Sect. 4 to determine the model best suited for A-NIDS implementation.

3 Methodology

The KDD 1999 dataset used in the study gets its name as it was used in 1999
Knowledge Discovery and Data Mining Tools competition. It is a modified version
of the 1998 DARPA Intrusion Detection Evaluation dataset which was managed by
MIT Lincoln Labs. The dataset is created on the basis of attacks such as denial-
of-service (DOS), unauthorized access from remote machines (R2L), unauthorized
access to admin privileges (U2R) and probing. The main objective of creating these
datasets is to evaluate the performance of various models that can be implemented in
an intrusion detection system. The KDD 1999 is a multivariate dataset consisting of
4,898,430 connections and 41 features of each connection on which the connection
is classified as normal or anomaly [15]. The 41 features in the dataset can be divided
into four categories, namely basic features (Column 1–9), content features (Column
10–22), traffic features (Column 23–31) and host traffic features (Column 32–41). It
contains some important features such as connection duration, protocol used, amount
of data flowing, access and changes in admin privileges, login type and connection
details.

In the proposed study, the authors used this KDD-1999 dataset for training and
testing various machine learning-based models. This dataset is partitioned with an
80/20 split, that is, 80% of the data is used for training the models, while 20% of
the data is used for validating the models. Training and validating the models on the
same dataset simultaneously thus ensures that all models are evaluated equally and
the results can be compared without any bias.

4 Results and Discussions

For evaluating the different algorithms, the authors used the KDD-1999 dataset for
training as well as testing by splitting the dataset into 80:20 ratio. The training dataset
contained 20,153 records with 41 columns while the testing dataset contained 5039
records. For comparing the performance of different models, there were evaluated
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Table 1 Model accuracy and
cross-validation mean score
of models

Models Model accuracy
(%)

Cross-validation
mean score (%)

Gaussian Naive
Bayes classifier

90.84 90.17

K-neighbors
classifier

99.24 99.03

Logistic regression
classifier

95.47 95.17

Gradient boosting
classifier

97.13 96.60

XGBoost classifier 99.52 99.31

SVM classifier 96.35 95.97

Random forest
classifier

99.73 99.68

using parameters such asmodel accuracy [16], cross-validation accuracy [17], confu-
sion matrix [18], training time and testing time [19]. While model accuracy, cross-
validation accuracy and confusionmatrix provide an efficientmethod of assessing the
reliability and accuracy of the models, the training time and testing times helps esti-
mate their real-time applicability. On evaluating the models on the aforementioned
parameters, the following results are obtained.

4.1 Accuracy of Models

Table 1 describes the model accuracy and cross-validation mean score of all the
models. The random forest classifier has the highest model accuracy of 99.73% and
cross-validationmean score of 99.68%, followed byXGBoost with amodel accuracy
of 99.52% and cross-validation mean score of 99.31% and K-neighbors classifier
with model accuracy of 99.24% and cross-validation mean score of 99.03%. The
Gaussian Naive Bayes classifier has the least model accuracy of 90.84% and the
least cross-validation mean score of 90.17%. These results show that among all the
models, random forest is the most robust and accurate model for implementing an
A-NIDS.

4.2 Confusion Matrix

Table 2 describes the confusion matrix with true positive, false positive, true nega-
tive and false negative values. The Gaussian Naive Bayes classifier has the worst
performance according to the confusion matrix. It reported 359 false positive and
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Table 2 Confusion matrix of models

Models True positive False positive True negative False negative

Gaussian Naive Bayes classifier 1974 359 2570 136

K-neighbors classifier 2308 25 2682 24

Logistic regression classifier 2179 154 2617 89

Gradient booster classifier 2265 68 2603 103

XGBoost classifier 2316 17 2688 18

SVM classifier 2170 163 2666 40

Random forest classifier 2324 9 2699 7

136 false negative results that sums up to a total of 495 false predictions. The best
results are given by random forest classifier, where the false positive is 9 and false
negative is 7 followed by XGBoost with only 17 false positives and 18. This means
that random forest classifier predicts only 16 instances incorrectly from a total of
5039 records making it the best prediction model in terms of accuracy. Figure 1a is a
visualization of true positive and true negative results, that is, the correct predictions
from the models. Figure 1b is the visualization of false positives and false negatives
of the model, that is, the incorrect predictions from the models. As evident from the
graph plots of Fig. 1b, Naive Bayes generated most incorrect predictions indicating
a high error percentage, while random forest produced least incorrect predictions,
followed by XGBoost, making them the most accurate and robust models.

Fig. 1 a True positive and true negative instances for the models, b false positive and false negative
instances for the models
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Table 3 Train and prediction
time of the models

Models Training time (in s) Prediction time (in
s)

Gaussian Naive
Bayes classifier

1.823 0.218

K-neighbors
classifier

31.116 4.725

Logistic
regression
classifier

9.763 0.248

Gradient booster
classifier

11.592 0.159

XGBoost
classifier

16.737 0.201

SVM classifier 60.291 2.806

Random forest
classifier

11.337 0.294

4.3 Training and Prediction Time

Table 3 shows time taken for training and prediction by each model. As mentioned
before, the training consisted of the use of a dataset containing 20,153 records, while
the testing dataset contained 5039 records. As evident from the data, SVM has the
highest training and prediction time summing up to 63.097 s making its real-time
implementation impractical. Although Gaussian Naive Bayes and logistic regression
offer faster processing, their accuracy is far lower as compared to the other algorithms.
Figure 2a is the visualization of training time comparison between the models, while
Fig. 2b helps visualize the difference in prediction time during testing.

Fig. 2 a Training time taken by the models, b prediction time taken by the models
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Apart from these parameters, the authors also compared the algorithms on the
basis of precision, recall, f 1 score and support. Since these parameters failed to
produce a high magnitude of distinction between these models, they were ultimately
discarded for the final comparative analysis. Therefore, on analyzing these models
using the aforementioned parameters and training and testing them on the same
dataset, it is found that K-neighbor and SVM achieved high accuracy but offered
a very high runtime, making them unsuitable for real-time network monitoring for
detecting intrusions. On the other hand, logistic regression and Naive Bayes had
the lowest runtime but produced highly inaccurate results as compared to the other
models,making their implementationunsuitable for detectingnew intrusion attempts.
XGBoost and random forest provided the optimum balance of runtime as well as
accuracy. However, random forest with top accuracy and third best overall runtime
makes it the best model for implementation as an A-NIDS.

5 Conclusion

From a detailed analysis of these widely used models, the authors observed that even
though most algorithms boasted high accuracy, there are some aspects on which
they lacked. Models such as Naive Bayes, logistic regression and gradient booster
produced a high number of incorrect predictions when compared to the other models.
This becomes a significant factor as a single incorrect intrusion detection can cause
huge losses to the organizations and can lead to information leak as well as financial
losses. The development of new intrusion techniques further diminishes the scope
for these algorithms, as they may fail to detect new intrusion attempts. Although K-
neighbors classifier and SVM classifier produced highly accurate results, the training
as well as evaluation time of these models makes them unsuitable for practical imple-
mentation since these A-NIDS need to work in real time with huge datasets to
facilitate a secure network connection. XGBoost and random forest had compa-
rable accuracy, but ultimately random forest emerged as the most suitable model for
implementing an A-NIDSwith the highest accuracy and an optimum overall training
and prediction time, far lesser than that of XGBoost making it suitable for real-time
detection as well. With regular training of the model on new datasets containing
logs of new intrusion attempts, one can even enhance the performance of random
forest against new intrusion methods as well. The authors propose the hyper-tuning
of these algorithms to make them even more compatible and robust against new
intrusion techniques as a scope of future work.
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An Effective Approach for Detecting
Acute Lymphoblastic Leukemia Using
Deep Convolutional Neural Networks

Sharath Sunil and P. Sonu

Abstract In this paper, we present a fully automatic acute lymphoblastic leukemia
detection method based on deep neural networks. ALL is a condition affecting the
leukocytes. Children tend to be prone to have this melanoma. The fundamental
problem with this type of cancer is that, unlike other cancers, it does not create
tumors, making it extremely difficult to identify. Prior to automation, manual micro-
scopic testing procedures were used, but they were time-consuming and error-prone.
To overcome this issue, many automated systems were introduced, which used
machine learning techniques. But, because we are dealing with medical informa-
tion, we may require better efficiency and accuracy, so as an improvement, our
proposed system employed several convolutional neural networks architectures. In
the proposed system, five such CNN algorithms were implemented to classify and
separate the cancerous and non-cancerous cells. The system accepts the blood cell
image from the user and predicts whether the cell contains one/more blasts depending
upon the prediction value obtained from theCNNalgorithmon the stained cell image.
As a result, it significantly reduces the research costs, increases the speed of testing,
and can be a lifesaver for millions of cancer patients.

Keywords Acute lymphoblastic leukemia · Deep convolutional neural networks ·
Medical image processing

1 Introduction

ALL, or acute lymphoblastic leukemia, is a malignancy that primarily affects white
blood cells (WBCs). This variety of cancer is induced by a mistake or fault in the
DNA of blood cells (Genetic structure). ALL attacks the liver, spleen, and other
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organs after the initial stages. Because ALL does not cause tumors, it is far more
difficult to diagnose than other types of cancer. The main risk factors of ALL are
exposure to chemical solvents, radiations, electromagnetic fields, etc. To detect the
condition, blood cell samplesmust bemanually analyzed, which is a time-consuming
and laborious operation [1]. Acute lymphoblastic leukemia, acute myeloid leukemia,
chronic myeloid leukemia, and chronic lymphocytic leukemia are some of the many
subtypes of leukemia. Acute leukemia tends to spread faster than chronic leukemia,
hence more lethal [2, 3]. Automated testing solutions were designed to address the
issues of speed and precision in manual testing. Image enhancement and processing,
feature extraction, and machine learning-based techniques are used by these auto-
mated systems to classify blasts [4]. The main problem with this type of system is
that still they do not provide sufficient performance and accuracy needed for medical
data classification. Someminor mistakes or miscalculations on the part of the system
may cause irreversible consequences. So, to tackle the problem of accuracy and effi-
ciency, convolutional neural networks models are used, which are a class of deep
learning models. CNN is used for the classification of image data. The datasets used
in the system are ALL-IDB 1 and ALL-IDB 2 (see Fig. 1), which are obtained from
Scotti [5], with prior permission to use them for educational and research purposes.
The ALL-IDB 1 may be used to test segmentation techniques, as well as classifica-
tion and image preprocessing approaches. ALL-IDB 2 may be used to evaluate the
overall performance of classification models and systems. ALL-IDB2 is a collection
of benign and malignant cells’ cropped areas of interest.

The deep learning models work similarly to that of human neurons. They are
much powerful and accurate as compared to the machine learning counter-parts
model. The input layer, hidden layers, and a fully linked output layer all are layers
in CNN models. The convolutional layer extracts the features from the image to
create feature maps, and the max-pooling layer selects the maximum value from
the feature map, to reduce the computational efforts in the upcoming layers. The

(a) (b)

Fig. 1 a Blood cell image sample taken from ALL-IDB I, b image sample from ALL-IDB II
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dense layers otherwise called the actual neural networks perform calculations, after
assigning weights and biases, accompanied by ReLU activation. Depending on the
type of activation function utilized, such as sigmoid or softmax, the output layer
may comprise one or two neurons. The sigmoid function accepts input and outputs a
range of 0–1, resulting in an S-shaped graph, whereas the softmax function accepts
real numbers as inputs and outputs their associated probabilities [6].

1.1 Background

Leukemia is a group of blood cancers, which origins in the bone marrow, and results
in the abnormal multiplication of blood cells. Due to some anomaly or disorder, the
bonemarrowmay produce immature cells that develop into lymphoblast or leukemic
WBCs. These defective cells can proliferate and crowd out healthy cells because they
are unable to function correctly [7]. There are various risk factors associated with
ALL which include:

• Radiation exposure: People who have been exposed to high levels of nuclear or
chemical radiation have a high possibility of developing cancer.

• Genetic disorders such as Down’s syndrome are associated with an increased risk
of ALL.

• People or even children who have undergone chemotherapy or other forms of
cancer treatments may have a high chance of developing ALL.

The terms “machine learning” and “artificial intelligence” are frequently inter-
changed. Machine learning algorithms are built on top of mathematics, computer
science concepts, statistics, and probability. With the advancement of computational
resources, and improved software and hardware, machine learning has seen expo-
nential growth. Due to morphological differences in the structure of the cells, we
can use machine learning algorithms to classify the cells based on their chromatic
and morphological features. The feature extraction and image processing have to be
done manually. Machine learning algorithms are good solutions for medical science-
related problems, but still, they are not reliable as we want to have excellent accu-
racy and faster development. Deep learning or D.L. is algorithms that are subsets
of machine learning algorithms. Neural networks are the main component of these
systems; by the name itself, they function in the same way, human neurons work.
These neural networks are the successors of the original perceptron models which
are linear binary classifiers [8].

Deep neural networks consist of layers, namely input layer, hidden layer and
output layer. The input of one layer is obtained from the output of the previous layer.
In each neuron, certain weights and biases are applied to get the desired output for
the particular input. In all fully connected neural networks, all the nodes of one
layer are connected to all the nodes of the next layer. They are powerful, efficient,
and perform very well as compared to their predecessors [9]. Some notable deep
learning algorithms include:
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• Convolutional neural networks.
• Recurrent neural networks.
• Multilayer perceptrons.
• Long short-term memory networks.
• Restricted Boltzmann machines.

Out of the abovementioned algorithms, for medical image analysis and classi-
fication, CNN or convolutional neural networks are optimal. In CNN algorithms,
the feature extraction process takes automatically via the convolution operation; the
maximumvalue from the pool is selected by themax-pooling operation.Also, it elim-
inates the need for manual image processing and feature extraction [10]. The process
of creating feature maps from images/image data is called convolution operation.
For this purpose, a kernel of arbitrary size is chosen, and the convolution operation is
applied to get the feature maps; then, to reduce complexity, max-pooling operation
is applied to retrieve the maximum value from the feature matrix. Besides that the
network is not fully connected to reduce computational complexity. This is what
makes it optimal for image classification as compared to other deep learning models.
The constraints in deep learning are the need for a very large amount of data and
optimal hardware [11, 12].

2 Similar Systems

The system proposed by Shafique and Tehsin [13] used deep learning CNN algo-
rithms, to classify the cancer cells/normal cells. They have employed a pre-trained
AlexNet CNN architecture to solve the problem statement. The concept of transfer
learning and fine-tuning were implemented in their proposed system. For compar-
ison, they have compared the machine learning models like SVM and KNN. After
the application of the image augmentation and training the model on the pretrained
AlexNetmodel, they have attained an accuracy of 99%and a testing accuracy of 96%.
It has given insights about pretrained models and image augmentation and overall
information about deep learning models particularly CNN. The use of pretrained
models significantly increases the accuracy, performance, and speed of development
and testing. The ILSVRC or the ImageNet large-scale visual recognition challenge
is an annual challenge conducted to evaluate the performance of segmentation and
classification CNNmodels. The main task lies in the identification and segmentation
of 15 million images belonging to 22,000 classes (ImageNet). The original AlexNet
was the winner of the ILSVRC challenge and was among one of the best models to
date.

The system/model proposed by Sajja et al. [14] suggested the use of pretrained
CNN models to predict lung cancer. Lung cancer/lung carcinoma is one main cause
of cancer-related deathsworldwide. The images obtained fromCT scanswere used to
process, segment, and classify the images. Previous studies and methodologies were
put forward which proposed systems/models which gave an accuracy of 67.7%;
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later, improvements were made by using transfer learning methodologies which
gave an accuracy of 88.41%. When compared to their predecessor, the CNN models
removed the overhead of image processing and feature extraction, as it is done auto-
matically in the system. Besides the use of common CNN algorithms, the concept of
transfer learning was applied to the dataset. The proposed systemwas compared with
pretrained CNN models, namely AlexNet, ResNet50, and GoogleNet. The AlexNet
architecture contains eight layers; GoogLeNet contains 22 hidden layers, and the
ResNet50 consists of 50 layers, as the depth went on increasing the training time
seem to increase. All the models were capable of classifying 1000 classes and can
automatically extract the features. Since the proposed system consisted of numerous
layers, it is considered a deep neural network, and with such high complexity, the
model may suffer from overfitting. The aforementioned network is built sequentially,
but the architecture was changed to sparsely connected networks, in which the model
was built upon aggregation of some layers to minimize input channels and reduce
convolutions. The accuracies of AlexNet, GoogLeNet, and ResNet50 models were
90, 94, and 96%, while that of the proposed system was 99%, when the models were
trained with 90% of the training samples.

The system proposed by Rawat et al. [15] was developed to solve the problem of
manual testing, time consumption, and the errors that accompany manual methods.
Before their system, some automated systemswere developed to solve the problem of
manual testing, but theywere not much efficient. Image segmentation, feature extrac-
tion, and classification are the threemodules thatmake up the suggested system. They
have employed machine learning techniques to develop the classification module.
Since the features need to be extractedmanually, the image-segmentationmodule and
the feature extraction module play an important role in this system. The image is first
converted to gray scale; then, 2D statistic filtering is applied after histogram equaliza-
tion is applied. The aforementioned methods remove the irregularities and equalize
the pixel values. To obtain the nucleus and cytoplasm, the image is converted to a
binary image by applying Otsu’s thresholding, then applied morphological opening
to extract the nucleus and subtracted the nucleus to obtain the cytoplasm. For feature
extraction, they considered themorphological features like the shape, size, chromatic
features, and the area, perimeter, size of nucleus, and vacuoles. The classifiermodules
consist of three classifiers, which first classified the normal and cancerous cells; then,
the L1 and other cell types are accompanied by L2 and L3 cell types. PCA-KNN,
PCA-PNN, PCA18 SVM, PCA-SSVM, and PCA-ANFIS are five classifiers that are
arranged hierarchically to categorize the cells at each level. The PCA-SVM classifier
produced the highest accuracy of 99.2%, compared to 88.4, 96.1, 90.7, and 94.6%
for the PCA-KNN, PCA-PNN, PCA-SSVM, and PCA-ANFIS classifiers.

3 The Proposed System

The proposed system uses convolutional neural networks or CNN, which is a class
of deep learning algorithms used to classify, segment, process image datasets, and
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Fig. 2 The high-level architecture of the proposed system, here, the image is resized to 300× 300
[1]

for other correlated data. The main concept behind the working deep learning algo-
rithms is the layers in these algorithms. The presented system includes several levels,
including an input layer, hidden layers, and an output layer. The system’smost signifi-
cant layers are the convolutional andmax-pooling layers.Here,we extract the features
from the image so that we don’t have to extract them manually. The entire system is
divided into three modules, namely the image augmentation module, convolutional
neural networkmodule, and the classificationmodule. A total of fivemodels has been
implemented for the CNN module, namely a custom module, a modified AlexNet
module, and three pre-trained models—ResNet50 and VGG. An abstract implemen-
tation of the proposed system has been given (see Fig. 2). The blood cell image is
first resized according to the CNN algorithm (300 × 300 or 224 × 224 or 227 ×
227). Then, the blood cell image is then passed onto the CNN module; in the CNN
module, the five CNN algorithms are implemented, after undergoing processing and
calculations in the CNN module(s); the values obtained from the output layer of the
CNNmodule will be used to predict whether the cell is cancerous or not. The detailed
information regarding individual modules has been given in the modules section.

4 Modules

• Image augmentation module

It is one of the preprocessing tasks to ensure deep learningmodels with the illusion of
a huge amount of data. Our dataset consists of less than 500microscopic images; due
to the small size of the image dataset, there is a chance that the model is very likely
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to overfit and perform very badly during the testing phase. To solve that issue, image
augmentation is performed on the dataset. The entire dataset is divided into 80%
training, 10% testing, and 10% validation so that we can later check the training and
validation loss for any chance of overfitting. The image augmentation will generate
augmented images from the existing dataset so that at each iteration, the model may
receive an altered image of the original image. The Keras API provides ImageData-
Generator class, which provides functionalities to perform advanced image augmen-
tation. Advanced image manipulation like mirroring, shearing, zooming, and rota-
tion can be done. We provide the batch size, which in turn determines the augmented
images produced or the steps per epochs.

StepsPerEpoch = TrainingData/BatchSize (1)

• CNN Module

In this module, five CNN models are implemented to classify the cancer cells; out
of which, three of them are pre-trained models. In conjunction with the sigmoid
activation function, the first model is a custom CNN model with five convolutional
layers and related max-pooling layers, a fully connected dense neural network layer
with 512neurons, and anoutput layerwith oneneuron.The second is a revised version
of AlexNet’s initial architecture, with an output layer of one neuron accompanied by
the sigmoid activation function. Appropriate dropout and batch normalization layers
were added to introduce normalization and to prevent the overfitting of the model.
Three pre-trained models were implemented, using transfer learning and fine-tuning
to compare the performance of the models, which were the VGG16, VGG19, and
the ResNet50 CNN models. Transfer learning is the process of reusing a powerful
deep learning model, as mentioned earlier which has been previously been trained
on very large datasets. This has been widely been popular in computer vision object
classification problems. Fine-tuning is a technique used in transfer learning, in which
we unfreeze a few of the top layers of a frozen model base and then add a 22 few
modified dense fully connected layers. This allows us to fine-tune the base model’s
higher-order characteristics to make them more efficient for the given use case. The
main advantage is that it can increase the training speed and is efficient for smaller
datasets (Fig. 3).

• Classification Module

This is the final module (see Fig. 4), where the image is classified based on the
prediction value obtained from the CNN model. In this module, the microscopic
image is given as an input; after that the image is resized to a specific dimension
based on the model that is to be used, for example, 300× 300 for the custom model,
224 × 224 for VGG, and ResNet, and so on. Then, the image is converted into a
NumPy array, and its dimensions are expanded so that it can be directly inputted to
the model prediction function. A prediction value will be returned which h will be in
the range of 0–1. If the prediction value is less than 0.5, then the image may contain
one/blast; otherwise, it is normal.
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Fig. 3 Architecture of a typical CNN model

Fig. 4 Working of classification module

5 CNN Models

5.1 Pretrained Models

• VGG

When the original AlexNet was first published in 2012, it proved to be one of the
best models. As mentioned earlier, it used dropout and augmentation techniques to
address the problems of overfitting and introduce normalization. VGG or OxfordNet
(VisualGeometryGroup) are a class of networks,whichwere an improvement toward
the original AlexNet; though AlexNet was a capable model, the researchers felt the
need for a much advanced and powerful model. The VGG model was runner-up in
the annual ILSRVC challenge, while the winner was the GoogLeNet model. The
input size of VGG is 224 × 224. VGG uses very narrow receptive fields in its
convolutional layers. There are additional 1 × 1 convolution filters that perform a
linear change of the input before a ReLU unit is applied. The VGG network consists
of three completely linked layers; two of which have 4096 neurons each, and the



An Effective Approach for Detecting Acute … 31

third has 1000 neurons, allowing it to classify 1000 classes. For our use case, the
fully connected layers were removed, and only, the base layers were set to trainable.
The VGG16 had a total of 16 layers and 138.30 million parameters, and VGG19 had
19 layers and 143 million parameters.

• ResNet

With the advent of each new model in ILSVRC, the depth and number of parameters
always saw a steep rise. But, this increase in layers may cause a problem of vanishing
or exploding gradient in which the gradient may seem to be veryminute or very large.
This phenomenon in turn will significantly increase training and test error rates.
ResNet [13] was proposed by Microsoft Research experts in 2015 and is also known
as residual network. This architecture introduces the concept of residual network to
address the problem of stochastic vanishing/exploding gradient. The aforementioned
model uses skip connections. The skip connection bypasses a few stages of training
and links directly to the output layer. The main advantage is that any anomaly in the
performance is rectified by regularization. The input size of ResNet is 224 × 224.
The model is 50 layers deep and has 25 million trainable parameters.

5.2 Custom Models

• Custom Model 1

The first CNN is the simplest among all; as mentioned in the previous section,
it contains five convolutional and corresponding max-pooling layers. The default
input size of this model is 300 × 300. This model was less prone to overfitting due
to its simplicity; also, the dense layer has 512 neurons without any dropout layers in
between them. This model can also be considered a general-purpose binary classifier.
Sigmoid or softmax activation could be used, but it should be noted that one neuron
should be used along with sigmoid, while two for softmax.

• Custom Model 2

AlexNet has five convolutional layers, three max-pooling layers, two normalization
layers, two fully connected layers, and one softmax layer in its original architecture.
The network contained 60 million trainable parameters in total. The input size is 227
× 227 × 3. For our use case, the layer has been modified to classify two classes.
Dropout and batch normalization layers have been added to introduce normalization
to the input; otherwise, there might be a chance of overfitting. Dropout values were
chosen after checking for the chances of overfitting. The output layer was modified
to include one neuron in conjunction with a sigmoid activation function.
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6 Result Analysis

Five models were implemented as a part of the main module, i.e., the CNN module,
namely the custom model with five convolution layers, a modified AlexNet model,
pre-trained VGG16 and 19 models, and finally a pre-trained ResNet50 model. The
value accuracy and value loss were monitored while training the model, to avoid
overfitting. We can detect the overfitting in the model beforehand by analyzing the
training loss and validation loss; if the latter is increasing as compared to the former
one, then that may be an indication of overfitting.

The testing accuracy is evaluated at first to analyze the performance of the clas-
sifiers. But, for the medical data classification, testing accuracy isn’t enough. So,
to compensate for that we will have to also work out the ROC curve for the binary
classifiers. Before evaluating the ROC curve, we have to take care of the following
parameters:

• True Positives: the number of cells correctly classified as normal.
• True Negatives: the number of cells correctly classified as cancerous.
• False Positives: the number of cells incorrectly classified as normal also called

type I error.
• False Negatives: the number of cells incorrectly classified as cancerous also called

type II error.

Using the above values, the accuracy %, true-positivity rate, and the false-
positivity rate can be worked out in (Table 1):

Accuracy% = ((TN+ TP))/((TN+ TP+ FN+ FP)) (2)

The ROC or the “Receiver operating characteristics” curve or the area under the
curve (AUC) is ameasure of howour classificationmodel is performing under various
thresholds. It gives an idea of how capable is our model to be able to classify the
distinct classes. The ROC curve is plotted with the true-positivity rate (TPR) or recall
(Sensitivity) against the false-positivity rate (FPR) or 1-specificity. Usually, ROC
curves that come closer to the top left corner may tend to have better performance.
The ROC curves are mainly used to judge binary classifiers.

SensitivityorRecall = (TruePositives)/(TruePositives+ FalseNegatives) (3)

Table 1 The accuracies of
various CNN algorithms

S. No. Algorithm Accuracy %

1 VGG19 96.97

2 VGG16 93.94

3 ResNet50 93.94

4 Custom 93.94

5 AlexNet 90.91
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Table 2 The AUC scores of
the CNN algorithms

S. No. Algorithm AUC score

1 AlexNet 1.000

2 VGG16 0.926

3 Custom 0.867

4 ResNet50 0.824

5 VGG19 0.754

Specificity = (TrueNegatives)/((TrueNegatives+ FalsePositives)) (4)

We can obtain the false-positivity rate (FPR) by subtracting specificity from 1.
False-positivity rate = 1-Specificity.

FalsePositivityRate = FalsePositives/(FalsePositives+ TrueNegatives) (5)

Usually, when we plot the ROC curve, it is advisable to calculate the “Area under
the curve” or AUC which gives an overall idea about the performance of the model
in a single measure. For identifying a good model/AUC, we should note the area
under the curve and the AUC score. The AUC score is calculated using the FPR and
TPR. Suppose, our AUC score is 0.6; then, there is a 60% chance that the model will
be able to distinguish between the cancerous and normal cells. The higher the AUC,
the better will be the classification capability. Ideally, the AUC should be close to 1,
and in the worst case, it is close to 0. Table 2 shows AUC scores of the models.

7 Conclusion

In this paper, we present a fully automatic acute lymphoblastic leukemia method
based on deep neural networks. Automated systems were introduced in the past to
classify cancer cells; they used machine learning and image processing techniques
to classify the cancer cells. But, their accuracy and efficiency parameters weren’t
sufficient enough for medical data classification. To improve the performance and
accuracy parameters, CNN models were used, to classify, segment, and process the
blast cell images. They are much more powerful and efficient as compared to the
machine learning models. Out of the five models which were implemented as part of
the CNNmodule of the proposed system, the VGG19 showed maximum accuracy of
96.97%. The TensorFlow library along with the Keras API was used extensively for
the development and testing. The ROC scores of AlexNet were the highest whichwas
1.000, followed by VGG16 had the highest ROC score of 0.926, custom with 0.867,
ResNet with 0.824, and VGG19 with 0.754; we used pre-trained models for fine-
tuning and transfer learning, which in turn significantly increases performance and
development speed. By making changes in the output layers, we can classify their
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subtypes of ALL too, since the subtype identification may provide an idea of the
severity of the disease. Using such systems reduces the effort and time consumption
of doctors and researchers and in turn will be able to provide early treatment for
cancer patients.
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Use of Support Vector Machine to Check
Whether Process Metrics are as Good
as Static Code Metrics

Ruchika Malhotra and Anjali Bansal

Abstract There can be some faults, while the development of the software. If these
faults are not recognized and corrected at any early stage of software development,
then it leads to software failure and increase in development cost. So, themost impor-
tant task is to deal with these software faults. Various models have been proposed
to detect the fault proneness of the software using static code metrics. In this paper,
we have used support vector machine with poly-kernel and normalized poly-kernel
to predict the fault proneness, and both static code metrics and process metrics have
been used as independent variables. AUC measure is used as performance evalua-
tion measure to predict the fault proneness. We have also analyzed the results using
3D bar graph and Friedman test. The result of this study shows that in case of both
kernels, process metric has positive impact on predicting fault proneness, or we can
say that process metric is as good as static code metrics.

Keywords Fault prediction · Process metric · Static code metric

1 Introduction

Software fault prediction is themostwidely researched area. Faults can be unintended
bugs or errors which can occur during any phase of software development. Software
fault prediction (SFP) models use different software metrics to predict the faults in
the modules of the software. In software fault prediction models, software metrics
work as software quality data. There are many literature reviews published in the
field of software fault prediction.

According to Dejaeger et al. [1], as of late, a few researchers directed their study
toward another subject of excitement, i.e., the addition of data different from static
code variables into defect predictionmodels such as data on inter-module connections
and requirement metrics. The connection to the more ordinarily utilized static code
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variables remains anyway dubious. Two process metrics were used in this study, but
there can be other process metrics as well.

This study shows the requirement to explore the processmetrics in the field of fault
prediction. This paper focuses on analyzing the predictive performance of process
metrics as compared to static code metrics, and we are also analyzing which process
metric is effective among all chosen process metrics.

The main contribution of this paper is to compare the results of various kernels
such as normalized poly-kernel and poly-kernel. Till now, no one have compared the
results of various kernels to check the effectiveness of process metrics on prediction
performance.

This paper is organized as follows: Sect. 2 describes the related work. Section 3
describes the proposed work. Section 4 describes the experimental results. Section 5
describes the discussion on results, and Sect. 6 describes conclusion part.

2 Related Work

Many fault prediction models use static code metrics as quality attributes in classi-
fying the modules. Many methods such as logistic regression [2], Naive Bayes [3, 4],
random forest, support vector machines, artificial neural network [1], decision tree,
k-nearest neighbor have been proposed in the past which shows the interrelationship
between fault proneness and static code metrics. A literature review done on 106
paper published between 1991 and 2011 shows that only there are 24% paper in
which process metrics were used.

Malhotra et al. [5] analyzed ML techniques to predict fault proneness using Web
applications. In this study, they used static code metrics as independent variables.
They compare 14 techniques to analyze the connection between object-oriented
metrics and fault proneness. The result of this study shows that the ensemble method
is the best approach to predict fault proneness in Web applications.

Rahman et al. [6] analyzed 85 versions of 12 projects to check the performance,
stasis, and stability of different combinations of metrics. They have used 14 process
metrics and 4 classification techniques (J48, Naive Bayes, logistic regression, and
support vector machine) to build the prediction model. They concluded that process
metrics are more useful than codemetrics, and process metrics have low stasis means
their value can change from release to release.

Alshehri et al. [7] analyzed three versions of the Eclipse project to compare three
different classification techniques. This study’s findings focus on different combina-
tions of static code metrics and change metrics, as well as an analysis of the results
based on a smaller set of change metrics. They concluded that if we are choosing
the G score as a performance evaluation measure, then J48 outperforms logistic
regression and Naive Bayes in all cases.

Madeyski and Jureczko [8] conducted an experiment in which they used the same
process metrics which we are using in this study. They considered open source and
industrial projects in their research. They examined models that contain 1 process
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Table 1 Dataset description Project name Project version

Ant 1.4, 1.5, 1.6, 1.7

Jedit 4.0, 4.1

Synapse 1.1, 1.2

Xalan 2.5.0, 2.6.0, 2.7.0

Xerces 1.2.0, 1.3.0, 1.4.4

metric and all static code metrics. This study shows that the process metric improves
defect prediction and gives a notable contribution, and NDC and NML process
metrics improve the defect prediction.

3 Proposed Work

We have used following steps to check whether process metrics are as good as static
code metrics and to check which process metric is effective among selected process
metrics.

3.1 Empirical Dataset Collection

The dataset is collected from five projects. All are java-based projects. Madeyski and
Jureczko [6] maintained a metric repository in which all the datasets are available
having both static code metrics and process metrics. Table 1 shows the dataset used
in this paper. Process metric used in this paper is as follows:

NR Number of revision.
NDC Number of distinct committers.
NML Number of modified lines.
NDPV Number of defects in previous version.

3.2 Preprocessing Operation

Datasets from the publicly available repositories may contain some noise, or there
can be somemissing valueswhich can affect the performance of the generatedmodel,
so to avoid this type of problem, some preprocessing is to be done on datasets such as
removing unique id field, version field, and class field. In this, we have used one filter
“replacing missing values with user constant” available in Weka machine learning
tool to fill the missing values if any. There are some fields whose datatype is string;
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we change the datatype of these string datatype variable to numeric. We have also
used one more filter of Weka tool to convert the bug field data type from “numeric
to nominal” as software can be faulty or non-faulty.

3.3 Classification Technique Used

In this paper, we use support vector machine to build the fault prediction model. It
is another simple algorithm used for both regression and classification. It is a highly
preferred technique as it gives the best accuracy with less computation. It divides
the whole dataset into two parts by constructing an N-dimensional hyperplane. The
hyperplane is created in such a way that it divides the values of one class of the
dependent variable on one side and another class value of the dependent variable
on another side. Vectors that are nearer to the hyperplane are called support vectors.
Support vector machines have also been used in face recognition, medical diagnosis,
text classification [8].

3.4 Performance Evaluation Measure Used

If there is a class imbalance problem in the dataset and we are trying to do classifica-
tion, then it is a difficult task to choose the correct performance evaluation measure.
In such a scenario, AUC is used to estimate the prediction performance. AUC value
is the average of all threshold values. AUC closer to 1 shows better prediction perfor-
mance and closer to 0 shows poor prediction performance. Detailed description of
how to calculate AUC values is given in Dejaeger et al. [1].

3.5 Implementation

For implementation, we use Weka machine learning tool. There is a built-in support
vector machine classifier available in Weka. There can be some string data type
variables due to which there can be some error, so we use filtered classifier which
provides the facility of support vector machine with additional functionality. We
choose meta-filtered classifier firstly. After this, we choose function. SMO classifier
as classifier and filter as unsupervised attribute. String to word vector. All the param-
eter values are initialized with the default values inWeka, and in SMO, we have used
two types of kernels poly-kernel and normalized poly-kernel.
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4 Experimental Results

We build and analyze some models based on different combinations of process
metrics and static code metric to check the effectiveness of process metrics and
to check which process metrics outperform other selected process metrics.

Model-1: Model that solely contains static code metrics.
Model-2: Model that solely contains process metrics.
Model-3: Combined model containing both metrics.
Model-4: Model containing combination of 1 process metric and static code

metric.
Model-5: Model containing combination of 2 process metric and static code

metrics.
Model-6: Model containing combination of 3 process metric and static code

metrics.

• Table 2 shows that in case of poly-kernel, 66.67% cases give better AUC values
in combination of both metrics, and in case of normalized poly-kernel, 64.28%
cases give better AUC values in combination of both metrics. Among poly-kernel
and normalized poly-kernel, poly-kernel gives better prediction results.

Table 2 AUC values of combined model, model solely containing static code metrics and model
solely containing process metrics using SVM

Poly-kernel Normalized poly-kernel

Dataset name Combined SC PM Combined SC PM

Ant1.4 0.579 0.500 0.589 0.5 0.5 0.5

Ant1.5 0.616 0.500 0.553 0.497 0.5 0.529

Ant1.6 0.676 0.606 0.647 0.652 0.608 0.625

Ant1.7 0.694 0.620 0.669 0.686 0.614 0.664

Jedit4.0 0.735 0.538 0.748 0.753 0.536 0.757

Jedit4.1 0.740 0.609 0.723 0.701 0.614 0.701

Synapse1.1 0.671 0.635 0.499 0.596 0.585 0.485

Synapse1.2 0.601 0.628 0.546 0.634 0.651 0.564

Xalan2.5.0 0.651 0.575 0.629 0.683 0.620 0.654

Xalan2.6.0 0.784 0.695 0.684 0.791 0.701 0.711

Xalan2.7.0 0.981 0.843 0.981 0.981 0.879 0.981

Xerces 1.2.0 0.540 0.500 0.553 0.498 0.5 0.497

Xerces 1.3.0 0.594 0.519 0.548 0.531 0.543 0.538

Xerces 1.4.4 0.849 0.766 0.679 0.851 0.771 0.677

Bold values shows highest AUC values among all three models for each dataset and for both kernels
separately
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• If we analyze the results of model 4 on the basis of poly-kernel, it shows that NR
metric is more useful in predicting fault proneness, and the result of normalized
poly-kernel shows that NML metric is more useful.

• If we analyze the results of model 5 on the basis of poly-kernel, it shows that NR
metric combining with NML metric gives better prediction performance, and the
result of normalized poly-kernel shows that NML metric combining with NDPV
metric is more useful.

• If we analyze the results of model 6 on the basis of poly-kernel, it shows that
NRmetric combining with NMLmetric and NDPVmetric gives better prediction
performance, and the result of normalized poly-kernel shows that NML metric
combining with NDPV metric and NDC metric is more useful.

5 Discussion on Results

We analyzed model 1, model 2, and model 3 to check the effectiveness of process
metrics on fault proneness using support vector machine. The result of the exper-
imental analysis shows that combined model (model 3) outperforms model solely
containing process metrics (model 2) andmodel solely containing static codemetrics
(model 1). In this section, we analyze the results using box plots and Friedman test
with Nemenyi post-hoc test.

• If we statistically analyze the results of Table 2 using Friedman test at the 0.05
significance level, then results show that there is a rejection of the null hypothesis.
Hence, the performance of at least one of the models differs significantly. As the
results differ significantly, we will apply a Nemenyi post-hoc test to check the
pairwise comparison of the models. The results show that a significant difference
exists between the performances of the combinedmodel andmodel which contain
static code metric just. Figure 1 represents the bar graph for Table 2. We can see
that in case of both kernels the combined model of process metric and static code
metrics outperforms models solely containing process metrics and models solely
containing static code metrics, and there is one outlier in combined model and
model containing just process metric.

• If we statistically analyze the results of model 4 using Friedman test at the 0.05
significance level, then results show that there is a rejection of the null hypothesis.
Hence, the performance of at least one of the pair differs significantly. As the
results differ significantly, we will apply a Nemenyi post-hoc test to check the
pairwise comparison of the models which contain all static code metric and 1
process metric. The results show that a significant difference exists between the
performances of the SC + NR model and SC + NDC model, SC + NR model
and SC + NDPV models, and SC + NML model and SC + NDPV model.

• If we statistically analyze the results of model 5 using Friedman test at the 0.05
significance level, then results show that there is a rejection of the null hypothesis.
Hence, the performance of at least one of the pairs differs. As the results differ
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Fig. 1 Bar graph of combinedmodel, model solely containing static codemetrics, andmodel solely
containing process metrics using SVM

significantly, wewill apply aNemenyi post-hoc test to check the pairwise compar-
ison of the models which contains 2 process metrics and all static code metrics.
The results show that a significant difference exists between the performances of
the NR + NML + SC model and NDC + NDPV + SC model and NR + NDPV
+ SC model and NDC + NDPV + SC model.

• If we statistically analyze the results of model 6 using Friedman test at the 0.05
significance level, then results show that there is a rejection of the null hypothesis.
Hence, the performance of at least one of the pairs differs significantly. As the
results differ significantly, we will apply a Nemenyi post-hoc test to check the
pairwise comparison of the models which contains 3 process metrics and all
static code metrics. The results show that a significant difference exists between
the performances of the NR+ NML+ NDPV+ SC model and NDC+ NML+
NDPV + SC model.

6 Conclusion

Various types of models exist and are researched in the field of software fault predic-
tion. Many of them utilize static code metrics to predict faulty modules. Here, we
are analyzing the effectiveness of process metrics on fault prediction results using
support vector machine. We have analyzed the results based on AUC values, 3D
bar graph, and statistical test (Friedman test with Nemenyi post-hoc test). We can
conclude that model 3 outperforms model 1 and model 2 in case of both poly-kernel
and normalized poly-kernel; in case ofmodel 4, NRmetric gives effective outcome in
poly-kernel and NML in normalized poly-kernel; in case of model 5, combination of
NR, NML metric is effective in poly-kernel, and in case of normalized poly-kernel,
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combination of NML, NDPVmetric is effective, and in case of model 6, combination
of NR, NML, NDPV metric is effective in poly-kernel, and combination of NML,
NDC, andNDPVmetric is effective in normalized poly-kernel.Also, this study shows
that poly-kernel gives better prediction results as compare to normalized poly-kernel.
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Social Distancing Using Video Tracking
System—an Effort Toward COVID-19

Jagdish Chandra Patni, Saurabh Agarwal, Rashi Gupta,
and Hitesh Kumar Sharma

Abstract In the wake of the pandemic that we are all facing these days, we all
are advised to maintain some specified social distance from other people in order
to keep ourselves safe. The CoVID-19 pandemic started showing its symptoms at
the end of 2019 and is still killing thousands of people every day. Although the
scientists have been successful in preparing the medicines for it, it is better to take
some precautionary measures ourselves only. We are battling from it today as well.
So, our tool is just a medium to make this battle a little easier. This will help us
to monitor the distance between two objects, here, people, and whether they are at
a safe distance from each other or not. This can also be helpful for the officials if
they have to keep an eye on everyone and if they are following the proper guidelines
to prevent COVID-19 from spreading. This will help us to detect the objects, in
this case, people, and track their movements. Anyone can track whether people are
maintaining a proper distance from each other or not. We are using three algorithms,
object detection, object tracking, and distance measure algorithm, mainly to detect
the objects, then track them, and then to analyze the distance between them.

Keywords Object detection · Object tracking · Distance measure · COVID-19 ·
CNN

1 Introduction

COVID-19 has established its terror all around the globe. Every other country is
trying to fight its consequences in its own ways [1]. Every country has its own set of
rules and regulations or guidelines that every respective resident has to follow. This
pandemic has spread to more than 188 nations all throughout the planet. According
to WHO, around 38,394,169 COVID-19 positive cases as on October 15, 2020 and
1,089,047 passing’s all throughout the planet [2]. Numerous nations were in the
method of lockdown for seemingly forever to keep this infection from spreading;
individuals had to wear covers and to keep a particular social separation from others.
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For certain months, even the fundamental food items were not even accessible in the
business sectors. This virus created havoc worldwide even is a dangerous threat till
now. Some countries have developed their own vaccines to stop coronavirus from
spreading, but new mutants of this virus have also started spreading now. Till now,
it is extremely hard to anticipate the length and spread of this pandemic.

The circumstance is getting more terrible as time passes. Fever or loss of taste
or feeling of smell are some normal side effects of coronavirus [3]. Specialists in
China tracked down that 99% of individuals tainted with this infection have shown
indications of high temperature. It has been accounted for and broke down that every
one of the tainted nations which applied the lockdown for individuals of their nations
have shown a decrease in the number of COVID-19 positive cases and the quantity
of mortalities.

Vaccines can help us to protect from coronavirus, but till the time, not everyone
is vaccinated, and we don’t have the proper resources to fight every new mutant of
this virus; it is better to take every other precautionary measure that we can from our
sides.

Artificial intelligence and ICT tools can be the best way to develop the ways to
maintain and ensure the social distancing [4, 5].

Authors target relieving the spread of coronavirus in networks and saving the
existences of individuals from one side of the planet to the other [6]. They carried
out three calculations through which we can accomplish our last objective of social
separating inside individuals.

This application works on three different algorithms [7].

1.1 Object Detection Methods

This becomesmore important and place a jumping box around the articles and partner
the right article’s classification [8]. Profound learning is a compelling strategy to get
the object location. It comprises four phases. It begins with bringing the pictures
into the info layer; at that point, it removes the provincial proposition; after that it
processes the highlights by CNN; lastly, it characterizes these highlights, see Fig. 1
utilizes particular pursuit calculations to produce locale recommendations. It requires
some investment as it would need to characterize the districts per picture. R-CNN
can’t be executed continuously object discovery as each picture need 47 s to process.
R-CNN can’t be prepared at one time. Maybe, needs to prepare each part freely [9]
(Fig. 2).

Another method is fast R-CNN for the local proposition calculation, introduced
by a similar creator of the R-CNN model [10]. This model improved the downsides
of R-CNN to fabricate a quicker article identification calculation.
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Fig. 1 R-CNN detector [9]

Fig. 2 Fast R-CNN detector
[9]

1.2 Overview of Object Tracking Algorithm

With this, we are estimating the target object based on the previous information with
us. Most of the researchers suggested two types of object tracking algorithms are
single and multiple object tracking [11].

This is not only restricted to 2D grouping information and can be applied to 3D
areas as we.

Numerous tracking algorithms (MOT), likewise called multi-target tracking, are
a PC vision task that expects to investigate recordings to distinguish and follow
objects having a placewith at least one classification, likewalkers, vehicles, creatures
and lifeless things, with no earlier information about the targets. While in single
object tracking (SOT), the presence of the objective is known deduced; in MOT, an
identification step is important to recognize the objectives that can leave or enter the
scene.
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1.3 Overview of Distance Measure

Discovering closeness among information focuses is a significant errand when we
attempt to discover groups from a given information. Solo learning calculations like
K-implies have faith in the hypothesis—“closer the focuses more comparative they
are” as there is no unequivocal estimation for similitude [12].

In this way, the bunching, the order of perceptions into gatherings, needs a
few techniques for figuring the distance or the (dis)similarity between each pair
of perceptions. The consequence of this calculation gives a thought regarding the
divergence among the perceptions (why uniqueness rather than comparability? have
an independent perspective…) which is called distance framework [13].

1.4 YOLO (You Only Look Once) Model

The YOLO structure [14] (You Only Look Once) manages object recognition in
an alternate way. It takes the whole picture in a solitary occurrence and predicts
the bouncing box arranges and class probabilities for these containers. The greatest
benefit of utilizing YOLO is its speed that can quickly large number of cashing per
second.

This shows the best results during object identification in R-CNN calculations. In
the impending areas, we will find out about various methods utilized in the YOLO
calculation.

2 Literature Review

After the ascent of the COVID-19 pandemic in late December 2019, social removing
is considered to be a most extreme dependable practice to forestall the infectious
infection transmission and picked as standard practice on January 23, 2020. For one
month, the quantity of cases rises incredibly, with 2000–4000 new affirmed cases
announced each day in themain seven day stretch of February 2020. Afterward, there
has been an indication of help interestingly for five progressive days up to March 23,
2020, with no new affirmed cases. This is a direct result of the social distance practice
started in China and, recently, embraced worldwide to control COVID-19 [15]. The
examination uncovered that moderate phases of activity could be took into account
avoiding an enormous episode. Up until this point, numerous nations have utilized
innovation-based arrangements [16–19] to conquer the pandemic misfortune. A few
created nations are utilizingGPS innovation to screen the developments of the tainted
and suspected people. Give a study of various arising innovations, including Wi-Fi,
Bluetooth, cell phones, and GPS, situating (limitation), PC vision, and profound
discovering that can assume a pivotal part in a few common-sense social removing
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situations. A few specialists use drones and other reconnaissance cameras to identify
swarm get-togethers [20].

As of not long ago, specialists have accomplished extensive work for location;
some give a shrewd medical services framework to pandemic utilizing the Internet
of Medical Things. Examined the social separating impacts on the spread of the
COVID-19 episode [21–23]. The investigations reasoned that the early and quick act
of social separating could step by step diminish the pinnacle of the infection assault.
As we as a whole know, albeit social removing is significant for leveling the disease
bend; it is a monetarily horrendous advance [24].

There are different profound learning models, for example, R-CNN, single-
shot finder (SSD), and YOLO which are applied in various applications for object
discovery [25].

3 Problem Statement

This application will help in monitoring the movement of every citizen. It will help in
keeping an eye if people are following the proper guidelines laid by the government
in the wake of this pandemic. Some people tend not to adhere to the rules and
regulations; this tool can help in monitoring them, and we can find them or at least
warn them to maintain proper distance in order to help prevent the spreading of this
virus. Even the citizens themselves can detect and track other people and stay away
from them to take some precautionary actions themselves only.

3.1 Factors to Maintain Social Distancing

Apply the profound learning object finder to identify individuals in warm pictures
or video transfers.

Check the quantity of people that are in the images or video transferred.
Calculate the distance from centroids of bounding boxes of individuals.
Finally, the calculation will choose for protected or perilous social separating

dependent on the quantity of people and the deliberate distance between the centroid
of bouncing boxes (Fig. 3).

Ourwork beginswith the info picture layer,which contains the information picture
of size (220× 220× 3) for our identifier. Convolutional layers were utilized to plan
the highlights for the pictures. It characterizes the stature andwidth of the information
picture. Cluster standardization is used to regularize the model and dispense with the
overfitting issue. ReLU initiation capacities were used to acquaint the non-linearity
with the neural organization. Max Pooling layers were utilized to down sample the
pictures into pooling locales. Took 2 × 2 size of pooling for a neural organization.
ReLU_5was utilized at element extraction layer that is used to separate the highlights
from neural organization layers and afterward give them as contribution to YOLOv2.
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Fig. 3 Steps for people detection and social distancing classification

Its layers were utilized in this finder which builds the YOLOv2 location organiza-
tion. Its subnetwork comprises of a bunch of layers that incorporate convolutional,
clump standardization, ReLU, change, and yield layers. The change layer changes
the crude CNN yield into a structure needed to create object identifications. This
version utilized and refined the areas of jumping boxes. This version was inspected
with a neural organization analyzer and revealed zero mistakes.

3.2 Object Detection Algorithm

There are many transfer learning processes for detecting objects like SSD, Mobile
net, recurrent neural network (RNN), but the most widely used is YOLO. YOLO
can detect over 9000 classes, but we are using only the “Person Class” here. After
detecting any person, we will put them in boxes. After detection of the Person Class,
we will need to track them. For that we will be implementing the second algorithm.

3.3 Object Tracking Algorithm

After detecting, we need to track them, so we will assign a new ID to every person,
draw a box over them and measure the centroid. To assure that the moving person is
the same, we will measure the Euclidean distance from the old centroids to the new
centroids, and the closed centroids will denote that both centroids were of the same
person. If the same ID does not appear in 50 video frames continuously, then we will
re-register that ID in our array (Figs. 4 and 5).

4 Implementation

Use the following code to detect the social distancing (Fig. 6).
The most outstanding imports on Lines 1–3 incorporate our min_conf and

nms_thresh capacity to introduce least likelihood to channel powerless discoveries
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Fig. 4 Object tracking algorithm [7]

Fig. 5 Distance measure algorithm [7]

Fig. 6 Code to detect the social distancing

alongside the edge while applying non-maxima concealment and the min_distance
(characterize the base safe distance (in pixels) that two individuals can be from one
another).

We will use the following arguments through command line.
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Input: Use to select the video file and in case of no selection, Webcam will be
automatically open.

Output: It will display the processed video entered during input process.
Display: It will display the social distancing application and start processing the

frames.

4.1 Algorithm

• We use the OpenCV to load YOLO into memory.
• Collect all the processed frames from output layer to get the results and again start

the input process to insert the regular input videos.
• Initially, we set the output frame to 0 then start toput the loop for further frames.
• Now, finally, we start the processing of all the received frames to ensure that either

we are maintaining the social distance or not.
• Let’s assume that two people are there in a frame.
• Compute the Euclidean distance.
• Create a loop on upper part of distance matrix.
• Check for violation of social distancing as per the government regulations. If

violation of this, we will add in the violation list.
• Extracting of bound box and center coordinates.
• Initially, mark color as green.
• Now, we will check the bound box in the violation list; if it exist in the list, then

mark as red color.
• Make a box that contain the person and its coordinates.
• Found that people are close or not and found total number of violations.
• Finally OpenCV to check the social distancing.

5 Results

Itis time to test the application by our OpenCV social distancing method. We open
the terminal and execute the dataset found from Kaggle [26] that we have stored in
the local disk.

• Loading YOLO from disk
• Accessing video stream.

Figure 7 showing the number of social distancing violations marked in red color,
and where no violations, it is shown by green in color. By this, we can easily manage
the violations.
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Fig. 7 Output screen of application

6 Conclusion and Future Work

A particular calculation was executed on jumping boxes to recognize protected and
dangerous conditions, individually, stamping as represented in colors green for ok
condition and red for violation of social distancing. Our approach showed better
outcomes for ongoing execution versus other item indicators. Our approach can be
executed in a dispersed video reconnaissance framework; in reality, it is an appro-
priate answer for the specialists to picture the consistency of individuals with social
separating and simultaneously screening their internal heat level.

In our study, we have used the fixed image that can be better if we use the
adjustment of pictures using cameras that will give more clear idea about an image.

We can input more classes to detect the animals and the non-living things around
the environment.

For future scope, we can make our application compatible with mobile devices,
tablets, and other devices available.
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A Universal Dependency Treebank
for Definitely Endangered
Low-Resource Kangri Language

Shweta Chauhan, Shefali Saxena, and Philemon Daniel

Abstract In this paper, we have present the first universal dependency treebank for
low resource definitely endangered Himachali Kangri (ISO 639-3xnr) language.
The goal of the Kangri Universal Dependency Treebank (KDTB) is to establish a
large, syntactically annotated treebank that will aid cross-lingual learning and
typological research as well as serve as a significant resource in the development of
language technology tools. KDTB data contain syntactic annotation according to
dependency-constituency schema, as well as morphological tags. The Kangri UD
treebank (KDTB) consists of 2249 tokens and 1108 vocabulary (288 sentences).

Keywords Kangri � Indian languages � Low-resource languages � Universal
dependencies

1 Introduction

In the near future, around 40% of all the languages is in danger of extinction.
Languages are not just a medium of communication but also a repository of culture
and tradition, such as verbal art, songs, storytelling, and rituals. When a language
spoken in a community dies out, following generations lose access to a crucial
aspect of the culture that is required to fully comprehend it. As a result, language is
a vulnerable part of cultural heritage, necessitating its preservation. When it comes
to saving such endangered languages, there are two aspects: preservation and
revitalization [1]. Significant advancements in major Indian languages have been
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made due to rapid improvements in language technology, while contributions to
study in lesser-known/low-resourced dialects have remained negligible.

Low-resource languages are those which have very less or insignificant datasets
for applying supervised learning algorithms. The United Nations Educational,
Scientific, and Cultural Organization (UNESCO) atlas of global languages in peril
lists 2464 languages from throughout the world are in danger [2]. The list is topped
by India, which has 197 endangered languages, followed by the United States
(191) and Brazil (191). Figure 1 shows that out of 197 languages, 81 is vulnerable,
followed by 63 that are certainly endangered, 6 that are highly endangered, and 42
that are critically endangered. Children no longer learn the language as their mother
tongue which puts these going extinct languages to endangered languages list. India
is a very diverse country in the context of religion, culture, language, art, etc.
Himachal Pradesh, an Indian state, has 7 definitely endangered languages, Kangri
being the one. Kangri is an Indo-Aryan language variation spoken in Himachal
Pradesh's Kangra, Hamirpur, and Una districts. According to the 2011 census,
Kangri is spoken by around 1.7 million people in India, of small fraction of fluent
speakers [3].

In this paper, we present the creation and development of universal dependencies
of Himachal low resource definitely endangered language, Kangri (ISO 639-3xnr)
listed in the United Nations Educational, Scientific, and Cultural Organization
(UNESCO). UD has been recognized as a promising framework for grammatical
annotation that is uniform across languages. There is an open community with over
300 contributors, who have produced 202 treebanks in 114 languages to date.

Section 2 discusses the data and methodology treebank and parser. Section 3
discusses Linguistic Analysis (Morphology and Syntax) of Kangri Dependency
Treebank. Section 4 presents Conclusion and Future Work.

2 Data and Methodology

The Kangri dataset conation monolingual and parallel Hindi-Kangri corpora [4],
analysis, and speech recognition of under-resourced Kangri dialect with ensemble
models presented in [5]. We took 288 Kangri sentences and personally annotated
them before releasing them in UD-v2.8. The Bhojpuri have 4,881 annotated tokens

Vulnerable 
Language

(81)

Definitely
Endangered
Language

(63)

Extinct
(63)

Severely
Endangered
Language

(6)

Critically
Endangered
Language

(42)

Fig. 1 Categories of Indian endangered language (World Atlas 2017)
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in accordance with the annotation scheme of UD [6], and Marathi languages have
3506 tokens for 486 sentences [7].

For part-of-speech categories, morphological features, and dependency con-
nections, the Kangri treebank (KDTB) follows the Universal Dependencies
(UD) [8] annotation criteria. We adopted the Hindi tag set wherever possible
because Kangri is closely linked to Hindi, and there is already a Hindi treebank in
UD. Aside from the universal part-of-speech tag set (UPOS), UD also allows for a
language-specific secondary tag set (XPOS), which often continues pre-UD prac-
tice. The POS tag sets from the Bureau of Indian Standards (BIS) are used here.
This is a tag set for annotating Indian languages in general. The XPOS tags were
already present in our incoming data; therefore, we used automatic conversion to
get the UPOS tags. We leverage 16 lexical and inflectional properties defined in UD
in addition to UPOS. Tables 1 and 2 show the details of the employed morpho-
logical features, UPOS tags, and UD relations, as well as their statistics. Kangri
statistics in universal dependencies for 288 sentences, 17 POS tags, and 22 DP tags
are used.

3 Linguistic Analysis (Morphology and Syntax) of Kangri
Dependency Treebank

We have used the UD-v2.8 criteria to annotate KDTB. Some Kangri constructions
and their linguistics analysis under UD are listed below [9].

Table 1 UPOS tags statistics
used in the KDTB

UPOS tags with description Total count

Adjective (ADJ) 130

Adposition (ADP) 315

Adverb (ADV) 92

Auxiliary (AUX) 308

Coordinating conjunction (CCONJ) 28

Determiner (DET) 51

Interjection (INTJ) 51

Noun (NOUN) 556

Numeral (NUM) 41

Particle (PART) 95

Pronoun (PRON) 209

Proper noun (PROPN) 89

Punctuation (PUNCT) 311

Subordinating-conjunction (SCONJ) 11

Verb (VERB) 287

Other (X) 0
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3.1 Morphological Structure of Word

A morpheme can be constructed as a minimal word unit in Kangri based syntactic
criteria. All the words in the dialect can be analyzed into morphemes. Morphemes
are of two kinds free and bound. A morphemes may consist of a base or as an affix.
There are two types of affixes in the dialect that is inflectional and derivational;
inflectional affixes always serve as a prefixes. A word in Kangri may consist of a
single morpheme, or it may consist of two or more morphemes. Words in Kangri
can be classified into the following types that is simple complex and compound.

3.2 Word Class

On the basis of morphology and Syntax, two types of word class can be established
in Kangri. They are from class words and structure or function words. Class words
sets appear in more than one form. Structure words do not form paradigmatic sets.

Table 2 DP tags statistics
used in the KDTB

DP tags with description Total count

Clausal modifier of noun (acl) 0

Adverbial clausal modifier (advcl) 39

Adverbial modifier (advmod) 88

Adjectival modifier of noun (amod) 94

Auxiliary verb (aux) 227

Case marker (case) 300

Coordinating conjunction (cc) 24

Clausal complement (ccomp) 3

Compound (compound) 159

Non-first conjunct (conj) 23

Copula (cop) 66

Unspecified dependency (dep) 93

Determiner (det) 46

Discourse element (discource) 3

Subordinating marker (mark) 30

Nominal modifier of noun (nmod) 212

Nominal subject (nsubj) 225

Numeric modifier (nummod) 31

Direct object (obj) 87

Oblique nominal (obl) 0

Punctuation (punct) 311

Root (root) 289

Open clausal complement (xcomp) 4
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They form class of themselves and do not appear in more than one form. They serve
chiefly to convey grammatical relationship and have functional meaning. But, the
form class words are the so-called content words and carry the principal lexical
meaning. Each of the form class has an almost unlimited number of words. There
are four kinds of form class words in the toilet understudy; they are noun including
pronoun, verb, adverb, adjective including numerals in the following we shall study
each of these form classes in details.

• Noun

Noun in Kangri is either base forms or drive from other classes by employing
various morphological processes. All nouns in the dialect inflect for case and
number. There are five cases direct, oblique, dative, agentive, and vocative. There
are two number: singular and plural and two genders masculine and feminine every
noun in country is assigned to one of the genders.

• Pronoun

Pronounce in Kangri forms a closed system class. They cannot be derived or
extended or invented. Their number is fixed, and there is no choice in their use.
However, they share many characteristics with nouns, they can replace noun or
noun phrases.

• Adjective

Adjective is the class of words which occupy a position immediately before the
head in a noun phrase. There are two types of adjectives in Kangra, base adjective
and derived adjective. The base adjective contains no derivational affixes. The
derivational adjective is drive from the other form class words such as nouns and
verbs.

• Adverb

Adverbs in Kangra form both an open-class as well as closed-class system. The
open-class adverbs are off to types, the base at adverbs which are used without any
derivation and the derivative adverbs which are derived from verbs, nouns, post-
positions and the base adverbs by affixation, reduplication, and by compounding.
The closed-class adverb forms paradigms representing the adverbs of time, place
and direction, location, manner and condition indicating proximate, remote, rela-
tive, correlative and interrogative forms.

3.3 Syntax

In Kangri, a discourse is made up of sentences which are of different structure and
are marked by intonation and terminal contour. In a conversation discourse, a
sentence maybe constructed of a single word in addition to information. All single
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words except postpositions and particles can make a sentence. कुण ?, कुथू ?, फिरी.
The sentences in Kangri are of two types in view of their nature of construction.
They are (1) elementary and (2) core or kernel. The elementary sentences are
obtained from the core or kernel sentences by way of transformation that is they can
be expanded from or reduced to the kernel or the basic sentences types. Nominal
subject (nsubj) is mostly a noun (राधा) or pronoun (तिन्ना, तिन्ने) phrase in the
nominative case in Kangri. For the purpose of UD, the objects are divided to core
objects, obj (किताब) or iobj (मोहने जो) Auxillary verbs mostly enhance the intensity
of the verb (तिन्नी राजुए जो किताब दित्ती and तिन्नी राजुए जो The words which
participate in the sentence construction are of two kinds that is infected and infected
nominal. Verbs are infected and agree with each other. For gender and number a
minimum sentence may be composed of a single word form. For example come for
come here, or it may be composed of a nominal or a question word sentences
composed as such elliptical sentences represent the full form normal sentences the
missing element in them become productive from the preceding and the following
sentences, for example, गया (left), कुण (who), फेरी (then), तू जान (you know), इक
काम कर (do one thing), क्या (what), हुण (right now), तिसजो मना (say no).

3.4 Universal Dependencies Sentence Tags

Table 3 shows the Kangri tags with their annotations. Here, for the first sentence,
Sentence 1 = अपर तै वक़्ते दे मताबक तिह्नां रुस्सेयाँ रिश्तेदारां जो रोटी खुआणे ते मना करी
दित्ता। the main verb is करी, and there are 4 noun words.

Figure 2 shows graphically presentation of Kangri sentences with universal
dependencies. Here, we can see the annotation “इह्नां रुक्खां दे कारण हर रोज़ हवा
औंदी है।” has been implemented with SPacy. SpaCy [10] offers a number of lin-
guistic annotations for the understanding of the grammatical structure of a text.
This encompasses the many sorts of words, such as parts of speech, as well as how
the words are connected to one another. SpaCy is used for natural language
processing tasks, and it supports many deep learning models. SpaCy first tokenizes
the text; that is, it breaks down the text into individual words and that produces a
Doc object.

4 Conclusion and Future Work

This paper describes the creation of the first Kangri dependency treebank using the
Universal Dependency annotation scheme. The major goal of this project is to
create a dependency treebank for Kangri, which is one of India's low-resourced
language. The Kangri treebank currently contains 2249 tokens. The annotation rules
employed the annotation procedure, and statistics of the used tags/UD relations
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were all discussed in this work. The linguistic analysis of the Kangri treebank was
also provided using instances from the language. We intend to expand KDTB
sentences and create a Kangri-Hindi treebank in the near future. We will also use a
neural model to improve and construct a robust Kangri parser.
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Table 3 Kangri sentence
with UD tags and annotation

S. No. Word POS
tags

DP
numbering

DP
tags

Sentence 1 = अपर तै वक़्ते दे मताबक तिह्नां रुस्सेयाँ रिश्तेदारां जो
रोटी खुआणे ते मना करी दित्ता।
1 अपर CCONJ 14 CC

2 तै ADJ 3 JJ

3 वक़्ते NOUN 14 NN

4 दे ADP 3 PSP

5 मताबक ADP 3 PSP

6 तिह्नां PRON 14 PRP

7 रुस्सेयाँ ADJ 8 JJ

8 रिश्तेदारां NOUN 10 NN

9 जो ADP 8 PSP

10 रोटी NOUN 11 NN

11 खुआणे VERB 14 VM

12 ते ADP 11 PSP

13 मना NOUN 14 NN

14 करी VERB 0 VM

15 दित्ता AUX 14 VAUX

16 । PUNCT 14 SYM

Fig. 2 Graphical presentation of Kangri sentences with universal dependencies
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Analysis of Unsupervised Statistical
Machine Translation Using
Cross-Lingual Word Embedding for
English–Hindi

Shefali Saxena, Shweta Chauhan, and Philemon Daniel

Abstract Machine translation (MT) is automatically converting a piece of text from
one language to another. The work provides a comparison and analysis of the phrase-
based statistical machine translation (PBSMT) system using monolingual corpora
that interpret English text to Hindi. MT quality has improved dramatically over the
previous two decades, making it appealing for usage in the translation industry. The
importance of MT cannot be overstated. The application of MT systems has been
bounded due to the dependency on the bilingual corpus for a range of language pair-
ings. The current paper presents a comparison of two possible cross-lingual word
embeddingmapping approaches utilizingmonolingual datasets for the SMTmethod-
ology.When translating from a language to some other languagewithout supervision,
inter-lingual word embedding is crucial. We have implemented and compared two
cross-lingual mapping approaches are employed in this paper: adversarial training
and self-learning methods. The experimental findings for several evaluation method-
ologies, such as BLEU, METEOR, METEOR-Hi, TER, WER, MER, and NIST,
show that the PBSMT approach delivers superior translation using the self-learning
method than the adversarial training method for English–Hindi.

Keywords Machine translation · Statistical machine translation · Cross-lingual
embedding mapping · Evaluation
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1 Introduction

Machine translation is a branch of artificial intelligence that uses computers to convert
a language to another [1]. MT evaluation is an assessment or the comparison of
various MT engines’ output based on a certain standard.

The traditional SMT methodology is based on massive parallel corpora that are
only accessible for a few major languages such as German, English, and French. To
remove the dependency on parallel data, the new research line has direct the control to
train machine translation systems in a fully unsupervised manner using monolingual
corpora. The SMT-based techniques produced a statistical table by cross-lingual
mappings, merged it with an n-gram language model, and is then tuned further by
iterative back translation [2, 3].

In recent times, much attention has been attracted by cross-lingual word embed-
ding mappings. These approaches employed by training the word embeddings in
many languages individually and is then transferred using linear transformations
to shared space. Earlier approaches necessitated the use of a training dictionary to
determine the initial alignments [4], the adversarial training [5], or self-learning [6]
methods have obtained comparable results in developing a model in an unsupervised
manner. Cross-lingual embeddings share a common space that can be applied in
various machine translation tasks and can also be used to improve language models
[7].

Evaluation holds a crucial part in the development of MT models. Word error
rate (WER) [8] is the first assessment metric used to determine how well a machine
translation system performs on a word-by-word basis. The most popular automatic
evaluation metric is the metric bilingual evaluation understudy (BLEU) [9], as it is
language independent and easy to implement. This score assesses the n-gram preci-
sion (in this work, n≤ 4) in comparison to the reference translation, with short trans-
lations penalty. It assesses the quality of the translation, with higher BLEU values
indicating good quality. Metric for evaluation of translation with explicit ordering
(METEOR) [10] score came about to address BLEU’s weakness. This metrics are
recall oriented. The score calculates and combines the recall and precision with a
higher bias toward recall to calculate the harmonic mean. METEOR-Hi [11], another
automatic metric, is the extended version of METEOR that includes Hindi-specific
features used for evaluating an MT model with Hindi as the target language. The
translation error rate (TER) [12] is a character-based automated metric for deter-
mining how many edit operations are required to convert the machine-translated
output into a human-translated reference. It is more typically used to calculate edit
distance, which is used to quantify post-editing work. National Institute of Standard
and Technology (NIST) [13] metric is a modification of BLEU, computes specific
n-gram’s usefulness, i.e., how descriptive an n-gram is in the translated text, by indi-
cating its higher weight on its rareness.Match error rate (MER) shows the probability
of the given match is incorrect.

This paper compares the fully unsupervised SMTmodelwith the self-learning and
adversarial training cross-embedding technique [2, 3]. We have used the IITBWMT
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[14] English–Hindi corpus for training. Different evaluation metrics have been used
to compare results, which shows that SMTwith self-learning gives better results than
adversarial training.

The remaining article is arranged as follows: An overview of the standard SMT
system is described in Sect. 2. Section 3 presents the cross-lingual word embedding.
The experimental setups are discussed in Sect. 4. Section 5 presents the results and
discussion, and finally, Sect. 6 brings out the conclusions and future work.

2 SMT: An Overview

The standard SMT model has three subtasks, namely language model (LM), trans-
lation model (TM), and decoding. The TM and LM are built on the Bayesian rule as
shown below:

t = argmax
t

P
( s
t

)
∗ P(t) (1)

In Eq. 1, P(s/t) indicates the probability of the source side sentences for the TM
given the target side sentences, while the LM, P(t), estimates the probability of target
phrase. And decoding gives the best source sentence machine translations.

The log-linear model as in Eq. (2) is commonly used in the current approach of
SMT proposed by [2]. According to it, the translation probability is formulated from
the source side s to the target side t as:

p
(
t |s; λM

1

) =
exp

[∑M
m=1 λmhm(s, t)

]

∑
t̃ exp

[∑M
m=1 λmhm

(
s, t̃

)] (2)

where hm(s, t) = log hm(s, t) denotes the mth feature. In PBSMT [15], the sentence
pair is broken down into a series of phrases sK1 and t L1 , with K and L as phrases
count. Minimum error rate training (MERT) [16] has been used to optimize the
feature weights λM

1 .

3 Cross-Lingual Word Embeddings

Theword embedding in one language and the analogousword in some other language
are unrelated. As a result, word embeddings are unable to represent themselves in
vector space. Word embeddings learned on source and target corpora are connected
in a single n-dimensional embedding space in a cross-lingual word embedding. This
demonstrates that geometrical symmetry between the organization of words in two
distinct languages, or the source and target language embedding space, is always
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present when large corpora are used. A linear transform can be trained to depict a
source embedding space to destination space embeddings. Using an fully unsuper-
vised similarity distribution, the embeddings are rotated continually and the distance
between the word pairs is narrowed [6]. As previously noted, obtaining parallel
corpora that are aligned is both costly and time-consuming. Recent work in unsu-
pervised machine translation suggests that a competitive system may be developed
utilizing justmonolingual corpora [2, 3]. Thepapers [2, 3] offer a unique technique for
constructing a statistical machine translation model using monolingual data without
any parallel data. The fundamental concept is to learn word embeddings individually
and then apply linear transformations to bring them together in a shared space. The
phrase table is generated using these embeddings.

3.1 Unsupervised Learning with Adversarial Training

Adversarial learning [5, 17] is used to train a rotation matrixw, whose primary role is
to roughly line up the target and source embeddings that has n * n dimensions, where
n is theword embedding size. The generator is aiming tomislead the discriminator by
making it impossible for it to anticipate the origin from either the source or the target
of embedding. Matrix w taught how to perform this method and how to calculate the
weights for mapping source to target language embedding’s.

3.2 Unsupervised Learning with Similarity Distribution

Without utilizing a seed dictionary, unsupervised learningwith similarity distribution
creates a cross-lingually mapped terms [6]. The linear transform is learnt in stages,
beginning with the normalization of word embeddings and the creation of a seed
dictionary based on the similarity distribution of the most common terms.

4 Experiment

4.1 Corpus Statistics

For Hindi and English, the IIT Bombay Monolingual Corpus [14] is utilized. The
fast text technique is used to calculate vocabulary size. The English corpus has a
value of 61,683, while the Hindi corpus has a value of 60,432.
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Table 1 Different evaluation metrics for SMT system using cross-lingual mapping approach

BLEU METEOR METEOR-Hi MER WER NIST TER

Self-learning 0.043 0.1219 0.1136 0.889 0.1187 0.261 0.1108

Adversarial 0.0364 0.1056 0.980 0.866 0.1009 0.399 0.1283

4.2 Preprocessing

Preprocessing is the initial stage in the MT process. The quality of embedding is
decided by the corpus utilized. For English and Hindi corpus, a Moses1 library and
IndicNLP2 library toolkit has been used respectively.

4.3 SMT Model: Moses

Trained thePBSMTmodel givenby theMoses toolbox [18]. FastAlign is used to align
the source language segmented words with the target language segmented words.
Symmetrized heuristic and grow-diag-final [1] for the alignments. Used KenLM
[19] to train the 5-g LM with modified Kneser–Ney discounting [19]. The Moses
decoder (v0.4) [18] was used to decode the data, and the minimum error rate training
(MERT) [16] was utilized to optimize the decoder settings. Moses default settings
were utilized in all of the experiments.

5 Result and Discussion

The assessment of SMT using two cross-lingual mapping techniques for various
evaluation criteria is shown in this section. In addition, several sample phrases are
displayed. The assessment for all of the distinct metrics was utilized to execute the
SMT model training using the adversarial training and self-learning technique in
Table 1.

Figure 1 demonstrates the outcomes of the SMT methodology for monolingual
data using self-learning and adversarial training cross-lingual mapping approaches.
The BLEU score for the SMT model with the self-learning approach is more signif-
icant than with adversarial training, as shown in Fig. 1, and so on. All of the assess-
ment approaches suggest that SMTwith self-learning cross-lingualmappingmethods
produces better outcomes. The work used 272 test sentences, out of which 200 are
from the IITB test corpora, and 72 sentences are taken from the WMT test dataset
apart from training data.

1 https://github.com/moses-smt/mosesdecoder.git.
2 https://github.com/anoopkunchukuttan/indic_nlp_library.git.

https://github.com/moses-smt/mosesdecoder.git
https://github.com/anoopkunchukuttan/indic_nlp_library.git
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Fig. 1 Evaluation metric of an SMT system for English–Hindi using self-learning and adversarial
training techniques

Table 2 Sample test and translated sentence using self-learning and adversarial learning

Test sentences Translated output using
self-learning technique

Translated output using
adversarial training technique

Will you eat food?

We are talking about the
twenty-first century: servants

Seventy percent of my
interview was confined to my
medical field

Does anybody care that
criminals are not being handed
over to international justice?

I heard an interesting talk on
radio this morning

Table 2 illustrates the statistical machine translation output for English and
Hindi using cross-lingual mapping approaches such as self-learning and adversarial
training. As seen in Table 2, there is a reordering issue with the SMT system when
using the adversarial training technique.

6 Conclusion

When translating from a language to other language without supervision, cross-
lingual word embedding is crucial. This study compares and analyzes the SMT
system utilizing several cross-lingual mappings for English to Hindi. The results
of many assessment approaches were also presented, including BLEU, METEOR,
METEOR-Hi, TER, MER, WER, and NIST evaluation techniques. Compared to
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the adversarial training mapping technique, experimental results reveal that SMT
trained using the self-learning mapping method works well. We will expand our
work in the future by producing cross-lingual word embedding for a variety of
languages, primarily morphologically abundant languages, and languages with
limited resources. This work will also be extended to improve the translation quality,
and the reordering approaches will also be investigated.
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A Ternary Sentiment Classification
of Bangla Text Data using Support Vector
Machine and Random Forest Classifier

Partha Chakraborty , Farah Nawar, and Humayra Afrin Chowdhury

Abstract Sentiment analysis refers to the extraction of the underlying sentiment or
emotion associated with an opinion. It is a part of the difficult field in the process-
ing of natural languages (NLP) with several applications in the business, education,
and political sectors. Unlike other languages, the amount of research performed on
opinion mining for Bangla text is very small. There is also a lack of proper NLP
tools for Bangla text processing. To bridge this gap, in this manuscript, a classifica-
tion system has been developed for predicting the polarity of Bangla text data (i.e.,
positive, neutral, negative) using the two most efficient algorithms SVM and random
forest for opinion mining. In this study, we experimented with unigrams, bigrams,
and trigrams to illustrate how contextual information affects the overall performance
of the classifiers. The dataset we used in this paper is imbalanced, which resembles
natural characteristics of opinions in day-to-day life.

Keywords Opinion mining · Classification · Sentiment · N-gram ·
Machine learning

1 Introduction

The tremendous amount of unstructured data that is available online can be used
for sentiment analysis. It helps to analyze customer’s feedback to improve their
products and services or to make decision in political movement or public welfare.
There have been very few research carried out in sentiment analysis of Bangla text
data in comparison with other languages (e.g., English, Spanish, French). In our
paper, we have suggested an Bangla sentiment classification system which works
effectively

In our paper, we used both tokenization and stemming of words in combination
with n-gram (i.e., unigram, bigram, and trigram) for feature selection after removing
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the noise and redundancy of the initial raw data through several steps of prepro-
cessing. Tokenization has shown better results than stemming with 68% F1-score.
N-grams determine the relationship between N−1 neighboring words by assigning
probabilities to them. It captures contextual information based on the value of n. The
higher value of N ensures more contextual information from the sentences. N-gram
techniques were used along with the TF-IDF method for vectorization. The pro-
cessed data was fed into a classification model for evaluation. Our goal is to provide
a system of classification that will be able to classify Bangla text into a category of
positive, negative, and neutral classes using the two most efficient machine learning
algorithms (i.e., SVM and RF) in opinion mining along with n-gram techniques and
show a comparative analysis between the classifiers and n-grams.

The remaining sections of the manuscript are divided into four section. Section2
consists of related works. Section3 states the overall architecture and methodology
of the system. The evaluation of the system and comparisons among the features are
showed in sect. 4. Finally, Sect. 5 summarizes the findings and points the work’s
future directions.

2 Related Work

Over more than 1300years, the Bengali language has been affected by a diversity of
languages and cultures. There are also a few NLP tools for Bengali. Many experts
have studied the Bengali language to fill this deficit. Abinash et al. [1] provided
a resemblance of results obtained using the classification algorithms of NB and
SVM. The algorithms help to decide whether a sentimental assessment is positive or
negative. Taher et al. [2] focused their views on Bangla texts by using diverse web-
based data. The ML process and the N-gram approach used to categorize Bangla
papers were 89% precision achieved using 1–2 gramswith SVM. Several works have
been done on this work [3, 4]. Lee et al. [5] used the classification of Naive Bayes,
SVM and maximum entropy. Pundlik et al. [6] suggested a strategy for categorizing
Hindi speech documents into many classes using ontology, combining HSWN and
LM classifier. To identify the best combination of user input, Rahman et al. [7]
examined the effects of extractive function approaches. Uni, bi, and trigram are used
for representationswithTF-IDF independently. Tripto et al. [8] created deep learning-
based models. They test the model’s performance using a fresh corpus of English,
Roman, and Bangla feedback from YouTube, and their method achieved 65.97%
and 54.24% accuracy in three and five label sentiments, respectively. Related several
works have been done in this work [9, 10]. It was developed by Haque et al. [11]
to classify feedback using machine learning algorithms where SVM’s accuracy is
measured at 75.58%., according to a comparison of vectorizers.
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3 Methodology

This section provides an overview of the overall system. Different preprocessing
procedures reduced noise and redundancy from the underlying raw data. TF-IDFwas
utilized for vectorization and tokenization. In the training set, SVMandRF classifiers
were used to classify the data. A three-category categorization strategy was used to
organize the data (positive, neutral, and negative). The model was evaluated based
on test results. Our model’s system structure is depicted in Fig. 1.

3.1 Data Description

In this research, we used the dataset on Bangla news comments by Ashik et al.
[12]. The dataset contains a total of 13802 Bangla text labeled with five categories:
positive, slightly positive, neutral, negative, and slightly negative. Each data pointwas
annotated by three different people to obtain three different viewpoints, and the final
tag was selected based on the majority’s decisions. The dataset has an imbalanced
distribution of data at each label. Figure2 illustrates an example of the dataset. The
frequency data for each sentiment label is shown in Fig. 3a.

As the amount of data at each label is small, we put positive, slightly positive
classes in the positive category and negative, slightly negative classes in the negative
category, keeping the neutral class as it was. Figure3b shows the percentage of data
at each newly annotated label.

Fig. 1 System structure of the model

Fig. 2 Example of Bangla news comments with annotated sentiment label
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Fig. 3 a Amount of data at initial label, b percentage of data at newly annotated labels

3.2 Data Preprocessing

The initial raw data comprised of many redundant information and noise that did
not offer anything to the sentiment analysis. To remove these, the data goes through
several preprocessing steps. The preprocessing steps are given below:

(a) The removal of emoticon: Emoticons are basically used to represent different
expressions and modes of the face. As in this paper, we are only working with
textual information. We removed the emoticons, which do not contribute to our
analysis.

(b) The removal of punctuation marks: Punctuation marks play a very minor role
in determining the sentiment of a sentence. That is why punctuation marks are
removed to avoid time and space complexity.

(c) The removal of stop words: Conjunctions and prepositions are common stop
words. It is important to remove the stopwords to focus more on the important
words and reduce complexity.

3.3 Actual Processing

A well-defined series of linguistically significant units was created from the prepro-
cessed texts in this section. Tokenization or stemming of phrases, vectorization of
tokens, and n-gram approaches are all involved in this process.

Tokenization and Stemming

In a sentence, a token consists of a sequence of characters that is regarded as a
semantic unit. When a sentence is tokenized, the tokens are broken up into smaller
chunks of information. For tokenization, we used whitespace as a delimiter. The
technique of slicingwords in order to return to their basewords is knownas stemming.



A Ternary Sentiment Classification … 73

Fig. 4 Twelve most frequently occurring a bigram and b trigram of the dataset

Because each word derives its meaning from its root, removing affixes has no effect
on opinion mining and simplifies calculation.

N-gram techniquesWe used our data to test various n-gram models in order to find
the most useful feature. Based on n−1 prior words, n-gram anticipates the possibility
of a term emerging. N-gram determines the associations between words and their
neighbors and, to some extent, captures the context. Based on the value of n, the
N-gram might be of numerous sorts. It is referred to as a unigram when n equals
one. Only one word is used at a time by a unigram. The model is called a bigram
for n = 2 and a trigram for n = 3. They, respectively, capture the context of two or
three previous words. Figure4 shows the 12 most frequently occurring bigrams and
trigrams in our dataset.

3.4 Random Forest and Support Vector Machine

Random Forest Classifier

It enhances the projected accuracy of the dataset by averaging the results of many
decision trees on different subsets of a dataset. It creates a classification category
rather than a classification and then splits fresh data points based on the classifiers’
predictions [13].

Support Vector Machine

SVM is used in machine learning algorithms, in which each node is represented
as a data point in n-dimensional space, and every feature value relates to a specific
coordinate. Then we classify the data by choosing the hyperplane that clearly divides
the two groups [14]. To differentiate positive and negative data, SVMs look for the
optimal surface.
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Fig. 5 a Comparison of SVM and random forest classifier, b comparison of n-grams in SVM

4 Result Analysis and Comparison

As our dataset is not properly balanced, we used four performance metrics to evalu-
ate it accurately. These performance metrics are precision, recall, F1-measure, and
accuracy. Better performance is associated with higher precision and recall values.
Precision gives a measure of how precisely the system captures the correct cases,
and recall gives a measure of the minimization of false negatives. The F1-measure
is the reciprocal of the arithmetic mean of recall and precision. The equations for the
performance metrics are given below, true positive and false positive are denoted by
(TP) and (FP), true negative and false negative are denoted by (TN) and (FN), and
m stands for sample size (TP + FP + FN + TN).

Accuray = TP+ TN

m
Precision = TP

(TP+ FP)
Recall = TP

TP+ FN

F1measure = (2× Precision× Recall)

(Precision+ Recall)

Recall, F1-measure, and precision scores of each classifier’s feature are all shown
in Table1, and the accuracy of the classifiers for each feature is shown in Table 2.

From the performance metrics, we can see that the classifiers predict negative
opinionswith highperfection (e.g., 96%recall usingSVM)where neutral andpositive
classes are predicted with less perfection. We can say that the imbalance of labeled
data has affected the performances highly. In both tokenization and stemming, SVM
outperformed randomforest. Tokenizationhas proven to bemore effective for opinion
mining than stemming. A comparison between the accuracy of SVM and random
forest for each feature is given in Fig. 5a.
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Table 1 Performance statistics of the proposed model
Features Support vector machine Random forest

Tokenization
+ unigram

Precision
(%)

Recall (%) F1-
measure
(%)

Precision
(%)

Recall (%) F1-
measure
(%)

Neg. 54 93 68 Neg. 54 85 66

Neutral 22 2 3 Neutral 27 8 13

Pos. 51 17 26 Pos. 43 20 27

Tokenization
+ bigram

Precision
(%)

Recall (%) F1-
measure
(%)

Precision
(%)

Recall (%) F1-
measure
(%)

Neg. 53 94 68 Neg. 54 80 64

Neutral 22 2 4 Neutral 21 8 12

Pos. 49 13 20 Pos. 41 21 28

Tokenization
+ trigram

Precision
(%)

Recall (%) F1-
measure
(%)

Precision
(%)

Recall (%) F1-
measure
(%)

Neg. 52 96 68 Neg. 53 92 67

Neutral 15 1 2 Neutral 17 3 5

Pos. 51 7 12 Pos. 45 10 17

Stemming
+ unigram

Precision
(%)

Recall (%) F1-
measure
(%)

Precision
(%)

Recall (%) F1-
measure
(%)

Neg. 54 93 68 Neg. 54 84 66

Neutral 23 2 3 Neutral 25 8 12

Pos. 50 16 24 Pos. 44 21 28

Stemming
+ bigram

Precision
(%)

Recall (%) F1-
measure
(%)

Precision
(%)

Recall (%) F1-
measure
(%)

Neg. 53 93 68 Neg. 53 80 64

Neutral 25 2 4 Neutral 22 9 13

Pos. 48 12 19 Pos. 39 21 27

Stemming
+ trigram

Precision
(%)

Recall (%) F1-
measure
(%)

Precision
(%)

Recall (%) F1-
measure
(%)

Neg. 52 96 68 Neg. 53 92 67

Neutral 15 1 2 Neutral 17 3 5

Pos. 49 6 11 Pos. 44 10 17

We can see that unigram has shown better performance than bigram and trigram,
though they capture more contextual information than unigram. We can say that the
performance of n-gram depends highly on the characteristics of the elements of the
dataset and their internal context and relationship among words. The comparison of
n-gram techniques in the SVM classifier is shown in Fig. 5b.
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Table 2 Performance scores of the proposed model

Accuracy

Features Support vector machine (%) Random forest (%)

Tokenization + unigram 63.04 60.80

Tokenization + bigram 62.18 58.71

Tokenization + trigram 61.67 60.94

Stemming + unigram 62.80 60.80

Stemming + bigram 61.99 58.44

Stemming + trigram 61.56 60.92

5 Conclusion

SVM and RF are two of the most efficient machine learning algorithms in opinion
mining that we used in conjunction with n-gram techniques to create a system for
categorizing models for classification of Bangla text based on positive, negative, or
neutral classes. Tokenization has showed greater results than stemming with a F1-
score of 68%. SVM has shown better performance than the RF classifier and the best
performance with unigram.

In the future, we want to introduce multi-classes in our system and expand the
amount of data in our dataset. We also want to experiment with more preprocessing
and feature selection techniques to improve the accuracy.
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Third Wave Prediction Analysis
for Kerala in India

Ravi Kumar Arya , Suram Rithwik, Kanupriya Khandelwal ,
Promod Verma , Ravi Dugh , and Amit Dugh

Abstract COVID-19 is spreading widely across the globe right now. India just went
through the second wave of COVID-19 pandemic and has lost more than 425,000
people to this pandemic till date. Most of the other countries have gone through
the second wave, with some countries experiencing third and fourth waves. In such
difficult times, there is a shortage of resources everywhere. Planning is the need of the
hour, and all the countries are expanding their resources, keeping future demands in
mind. Some of the states of India, like Kerala, are also expecting imminent danger of
the third wave. In this study, we are predicting the arrival and peak of the third wave
in Kerala. We also provide the mathematical models and theoretical background to
reach such expected dates. Prediction of this type helps to suggest the preparation
needed to tackle the upcoming disaster. Governments can prepare themselves so that
there is minimal damage to life in future.

Keywords COVID-19 · Coronavirus · Kerala · India · Third wave · Prediction

1 Introduction

COVID-19 was announced as a global pandemic by the World Health Organization
(WHO). The “first wave” of COVID-19 slowed down by September–October 2020
after the active patients declining to as low as 10,000; the “second wave” picked up
by the middle of March 2021 in India. COVID-19 is currently wreaking havoc in
more than 200 countries worldwide. Many states of India, e.g., Kerala, were facing
the second wave of this pandemic and are in wait for the third wave.

Many researchers have confirmed that the third wave in India is inevitable, consid-
ering the present conditions in India. The results of the SVEIRD model [1] have
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concluded that the third wave is inevitable in India, and the only remedy to this is
to increase the vaccination rates by five times the current rate, which is practically
impossible, given India’s population and resources currently in hand. Hence, many
researchers have made efforts to build mathematical models for predicting the date
of the impending crisis. For example, Rajneesh Bharadwaj and Amit Agarwal [2]
employ a logistic model and use regression techniques such as least square fitting to
fit the historical curves as an exponential function to predict future scenarios. More
complex models have also been employed to get accurate results like the SUTRA
model [3].

There have been some studies that have shown that simple models are often better
in predicting COVID cases [4, 5]. The goal is to understand a simple trend in the
number of new cases versus the number of days plot of several countries. Involving
complex mathematical functions to fit a curve may result in overfitting and may not
be sensitive to new changes. Hence, efforts have been made to analyze the plot data
for several countries and study the possible factors contributing to the third wave in
Kerala.

To predict the timing of the third wave in Kerala, we collected data for countries
experiencing (or that have experienced) the third wave. The time interval between
the second and the third wave for such countries can be instrumental in estimating the
general trend of the arrival of the third wave. However, for it to work, the underlying
conditions should be the same for the geographical location that has encountered the
third wave and the target country (or state) for which prediction is being estimated.
We plotted graphs between days and cases in these countries and found gaps between
the second wave and third wave to get a better idea about the correlation between
the second and third wave. Next, we compared their vaccination rates and also took
their population into account. With all this background, we predict when the third
wave is expected to arrive in Kerala.

The paper is divided into three different sections. Section 2 deals with themethod-
ology and the mathematical background needed for this work. We will also discuss
the results and give insights into the predicted data in this section. In the end, Sect. 3
concludes this work with concluding remarks.

2 Methodology

Multiple factors can contribute to the third wave in Kerala. Most of the states of
India are easing lockdowns, while others have already opened public places. All
these factors will contribute to the arrival of the third wave.

The prediction of the third wave will depend on several possible factors (predictor
variables) such as

1. Number of days between the peaks
2. Vaccination rates
3. Herd immunity.
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Next, we elaborate on each possible factor and its effect on predicting the third
wave behavior.

2.1 Number of Days Between the Peaks

The coronavirus has infected the entire world equally irrespective of the country’s
economy, medical conditions, etc. To get a better idea about the coronavirus cases
in other countries, we show pictorial representations in Figs. 1a, b, and 2. The plots
depict the trends of infected people in different countries. Greece, Armenia, Azer-
baijan, and Bulgaria have very similar trends as per Fig. 1a. We use the similarity
of these trends as the basis for our study. Observing the plot of the number of cases
versus days for some countries that have encountered the third wave shows three
significant peaks representing the three COVID-19 waves that the countries have
experienced. We can study this trend to predict the future action of the virus for
nations that are still in earlier phases.

Fig. 1 COVID-19 trend for a Greece, Armenia, Azerbaijan, Bulgaria and b the United States and
France

Fig. 2 COVID-19 trends for
Austria, Canada, Germany,
Switzerland, UK, Russia,
and Belgium
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Fig. 3 The number of days between the second wave and third wave peaks for each country

It is difficult to plot and comprehend the trends of different countries in a single
plot. So, we show the difference of days between the second and third waves in
different countries in Fig. 3.An important observationmade here is that the difference
of days for all the countries is more or less the same irrespective of each country’s
lockdowns and government rules. Hence, the bar chart for the number of days taken
to reach the third wave from the second wave for various countries can give the
correlation that will help our prediction.

In order to remove bias, Eq. (1) is formulated to find the mean interval in days
between the second and the third wave for all countries.

Mean = (x1 + x2 + x3 + . . .)/N (1)

where x1, x2, x3 …. are the number of days for each country and N is the total no. of
countries. Themean comes out to be 128.6 days which can be rounded up to 129 days
on average. In this way, the mean days to reach the third wave peak from the second
wave peak are 129 days on average for the concerned countries. We can use this
result and the current trend of the coronavirus cases in Kerala and then extrapolate
the values to reach the overall trend. Next, we plot the data and discuss the insights
(Fig. 4).

From the above study, we can say that COVID-19 will hit its third wave peak
in 129 days after its second wave peak. Kerala suffered the second wave peak in
early mid-May. According to the data, it was highest on 12th May 2021. Hence, the
expected date for the third wave peak is 18th September 2021 for Kerala.
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Fig. 4 COVID-19 trend for Kerala

2.2 Vaccination Rates

According to the SUTRAmodel [6], the vaccination rate does not affect the predicted
date of the third wave in India unless the rate increases miraculously. The vaccination
rate will only affect the number of cases during that period.

Let us look at the vaccination rates [7]. India’s vaccination rate as of July 14, 2021
was about 5.6%. Since the vaccination rate is low, this rate can be compared with
other similar countries to see if similar peaks can be observed between the first and
second and second and third waves. On reviewing the vaccination tracker, two other
countries that have nearly 5.6% vaccination rates are Indonesia and Oman. Next, we
show the vaccination trends of these countries. In Figs. 5 and 6, we show the trends
of new cases and vaccination in Indonesia and Oman, respectively.

India has about 286 doses per thousand population. So, New Zealand is close to
India with about 287 doses per thousand population. Figure 7 shows the trends of
new cases and vaccination for New Zealand.

From Figs. 5, 6, and 7, it is clear that COVID-19 is spreading in countries where
vaccination rates, both as a percentageof the population (case of Indonesia andOman)
and doses per thousand (case of New Zealand), are similar to India. Therefore, from
these data, it can be concluded that a third wave appears to be inevitable.

2.3 Herd Immunity

To further elaborate on the timingof the thirdwave,wehave to look into the concept of
herd immunity. According to JohnHopkins [9], depending on the infection spreading
rate, herd immunity can be achieved when roughly 50–90% of the population is
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Fig. 5 Indonesia country-level COVID-19 vaccination [8]

Fig. 6 Oman country-level COVID-19 vaccination [8]
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vaccinated. Therefore, India is far below the minimum 50% vaccination rate and is
susceptible to the thirdwave of coronavirus. In addition, there is no “magic threshold”
that will make the coronavirus go away, especially when new variants (delta being
highly virulent) are being detected. Hence, based on our analysis using peak between
waves, vaccination rates, and herd immunity, we believe the third wave is likely in
Kerala, India.

There have been several other researcherswhoworkedon similarmodels to predict
the thirdwave date. The IITKanpur research predicts that thewavewill hit India from
July 15 and attain a peak by mid-September [10]. SBI also made similar predictions
stating the third wave to hit by mid-August and attain the peak in September [11].
Research by the University of Hyderabad is also similar stating the expected starting
date for the third wave to be 4th July 2021 [12].

3 Conclusion

Kerala just went through the second wave of the COVID-19 pandemic and we found
from our research that the third wave of coronavirus is going to hit Kerala and other
states of India soon. The expected date of the peak of COVID-19 third wave in Kerala
is on September 18, 2021, which is proven to be inevitable considering the current
herd immunity and vaccination rates in India. Hence, we should plan accordingly
to be safe. The government can plan on successful imposition of lockdowns where
needed. With the estimated dates, the government can ensure safety by keeping the
economy in account. The government should also ramp up vaccine production or
procurement so that such future coronavirus waves can be avoided as India needs a
very high vaccination rate for herd immunity. On the other hand, citizens of Kerala
can prepare themselves for the expected lockdowns and be ready with resources that
they cannot access amid the crisis. The time during COVID-19 has been difficult for
all. We urge the readers to be careful in these upcoming difficult times and follow
instructions laid by their government and the WHO.
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Comparative Study on Sentiment
Analysis of Human Speech using DNN
and CNN

Sayak Ghosal, Saumya Roy, and Rituparna Basak

Abstract Communication is away of exchanging thoughts through emotions. In this
paper,wehaveproposed amethodwhere human speech is converted into digital input.
Thedigitized sound is then fed into theproposedmodels, and thevoice of everyperson
is classified into discrete emotional characteristics by its pitch, intensity, timbre,
speech rate, and pauses. In the proposed method, we have drawn a comparative
study between sentiment analysis of human speech using deep convolutional neural
network (CNN) and dense deep neural networks (DNNs). In this method, multiscale
area attention is applied in deep CNN as well as dense DNN to obtain emotional
characteristicswithwide rangeof granularities and therefore, the classifier canpredict
a wide range of emotions on a broad scale classification.

Keywords Sentiment analysis · Audio analysis · Deep learning · Neural
networks · Emotion detection · Deep neural network (DNN) · Convolutional
neural network (CNN)

1 Introduction

Speech is considered to be the most valuable and widely used means of commu-
nication. Speech emotion recognition (SER) has wide application-perspectives on
psychological assessment, robotics, etc. For example, a doctor treating a patient
suffering from depression can keep a track of his patient’s development and design a
recovery plan according to the patient’s speech sentiments. Over the past few years,
there has been a consequential development in the field of analyzing the emotions in
speech with deep learning. However, deficiencies still exist in SER research due to
lack of substantial model accuracy, deficit of useful dataset, and lack of computing
resources. In SER, emotion may depict distinct energy patterns in spectrograms
with varied granularity of areas. The change in different types of emotions brings
changes in energy patterns in spectrograms. Typically, in SER attention, models are
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commonly optimized on a fixed scale that may confine the model’s capability to
deal with diverse areas and granularities. An attention neural network [1] classifier
of SER is usually optimized on a fixed attention granularity. In SER, distinct energy
patterns are depicted in spectrograms which have varied granularity of areas.

In the proposed method, this constraint is removed by applying multiscale area
attention in deep CNN [2] as well as dense DNN to obtain emotional characteristics
with a wide range of granularities and therefore, the classifier can predict a wide
range of emotions on a broad scale of classification. For example, sentiments such as
annoyance and joy have different levels of intensity, so instead of just categorizing
the presence or absence of the emotion, level of intensity of the emotion can be
identified as well. Hence, a comparative study using both the models is conducted.

Models that have been used for SER previously suffer a problem of sample
scarcity. A novel approach has been used to deal with data scarcity. Augmenta-
tion of data with addition of stretching, pitch modification, and noise insertion has
been used for this reason. This adds variation to the dataset, and it also improves
the chances of getting better accuracy. For example, a training data with all anger
emotions expressed in higher pitch will now have the same outcome as with an
emotion in lower pitch, hence maximizing the chances of identifying anger, when
spoken in a lower timbre. Similarly, the sample set might consist of audio of fast
speakers and be essentially biased. Stretching helps in removing this bias. Adding
noise to the data is proven to be a useful tool for classifying real-time date. To
the effectiveness of the proposed method, extensive experiments are carried out on
RAVDESS [3], CREMA-D [4], TESS-D [5] dataset.

2 Literature Survey

In the paper [6], Fayek et al. propose a real-time speech emotion recognition system
based on end-to-end (E2E) learning. From a one second frame of raw speech spec-
trograms, the technique of deep neural network is used to study the emotions. A
deep hierarchical framework, pragmatic optimization, and data augmentation help
in achieving the desired results. Promising results are reported.

In the paper [7], well organized procedure has been provided by author, for imple-
menting SER political debates. The emphasis is laid on manufacturing the outcome
and then to prepare visualization of the said results. Two alternative approaches have
been considered, such as a classification-oriented approach and a lexicon-oriented
approach. In the former universal and domain-oriented sentiment, lexicons are used.
Two general methods for implementing domain-oriented lexicons-based approach
have also been considered. These are (a) direct generation and (b) adaptation. Direct
generation focuses on producing exclusive lexicons depending upon the data labels.
Adaptation considers a common and inclusive lexicon-based approach and adjusting
it as per necessity to develop it into a non-generic and exclusive symbol of a particular
domain. The results obtained from the above discussed approaches were considered
and compared with the “classification-based” approach. By observing and analyzing
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the attitude of the political speakers in the debates, the sentiment mining approaches
were compared. Collective labeled speech data were considered, whichwere of polit-
ical significance which was extracted from debating transcripts. The outcome of the
comparison helped them realize that using sentiment mining, the speakers attitude
can be determined conclusively. The proposed debate graph extraction (DGE) frame-
work, in its functioning, effectively extracts the debate graphs from political debate
transcripts. They proposed to graphically represent debates with speakers as nodes.
In this framework, the speakers are represented as nodes, with nodes having specific
labels and links between nodes. These links depend upon the exchange of speeches.
The labels on the nodes depended upon the sentiment of the speakers. The attitude
of the speaker was then used to classify a link as supporting or non-supporting. If the
outcome of both speakers was same, i.e., both positive or both negative, then the link
was categorized as supporting or else it was categorized as opposing. Visualization
of results was carried out via graphs that represent the essence of the debate, in an
abstract manner.

In the paper [8], Tripathi et al. proposed automatic sentiment detection system for
natural audio streams. Part of speech tagging and maximum entropy modeling (ME)
has been used as the suggested technique to develop a sentiment detection model
that was text-based in nature. The number of model boundaries in ME was reduced
drastically by an attuning technique while conserving the classification capability.
Using decoded automatic speech recognition (ASR) transcripts and the ME senti-
ment model, sentiments of YouTube videos were able to be determined. As evalua-
tion, they have gathered motivating classification accuracy. According to the results,
analysis showed that performance on sentiment analysis on spontaneous speech data
is possible in spite of word error rates.

3 Problem Statement

The human speech is the most innate way of expressing oneself. We know emotions
play an important role in communication analysis, and the detection of the same is
significantly important in today’s digital world of remote communication. In text-
based classification certain emotions like sarcasm, dual meaning sentences cannot
be identified. Tonal qualities of the voice are required to classify the emotions more
accurately. An SER system can thus be defined as a collection of methodologies that
classifies speech signals to detect embedded emotions. The human speech contains
many features different to each individual. If we consider all those features while
training the model, then the model will be biased to the training set which is not
desired. So, we have considered only the properties common to human voices like
loudness, timbre, and quality. Our attempt lies in trying to detect underlying emotions
embedded in speech through analysis of the acoustic features of the audio recording.
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4 Dataset

Our dataset focusses on RAVDESS, CREMA-D, TESS-D dataset. These three
instances of audio datasets used during our analysis and contain the vocal emotional
expressions of sentences spoken in a range of varied emotional indexes (joy, grief,
rage, agitation, annoyance, and calm). Total of 1440 and 7,440 clips of 115 actors
were collected with diverse ethnic background, and it was merged into 8882 files.We
have worked only with the audio recordings of the audiovisual data. The sentences
are spoken by trained actors belonging to a variety of races and ethnicities (Latino
Americans, African,American,Asian, Caucasian). The sentences are classified using
one of six different emotions (joy, grief, rage, agitation, annoyance, and calm) and
four different emotion levels (low, medium, high, and unspecified). The audio file
format used is WAV. To obtain variance in the data, noise is introduced which is
stretched and then inserted. Stretching is important for data that have audio cues
which are short in nature. To analyze in real-time, noise in an essential component
that should not add bias to the results. Therefore, noise is introduced into the training
sample.

5 Proposed Solution

Three classes of features can be mainly identified in a speech. These can be classified
as lexical features, the visual features, and the acoustic features. For example: the
various expressions of the speaker, the terminology used, and properties like vocal
quality, pitch, anxiety, noise, energy, etc. (Fig. 1).

Analysis of lingual features requires a script of the speech. However, it will require
a processing and extraction of text from speech in order to analyze sentiments from
real-time audio. During analyzation of visual features, it requires the access to the
video of conversations, and it is not in the scope of this research. Therefore, analysis
of the auditory features is done in this work, since analysis of the acoustic features is

Fig. 1 Spectrogram plotted for audio with fear emotions
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Fig. 2 Various categories of sentiments that our model predicts

possible in real-time. Audio from real-time conversations is extracted and analyzed
in order to accomplice the task (Fig. 2).

The representation of emotions can be done in two ways:

• Discrete Classification: Emotions were classified into distinct labels like rage,
calmness, neutral, cheerfulness, and joy.

• Dimensional Representation: Representations of emotions with dimensional cate-
gories such as activation energy (on a low to high scale), valence (on a negative
to positive scale), or/and dominance (on an active to passive scale).

The two mentioned approaches each have their distinct advantages and disad-
vantages. The dimensional representation approach is an elaborative process, but
there is a deficiency of annotated audio data in the dimensional format. The discrete
classification is more straightforward and less resource hungry to implement.

In discrete classification approach, emotions are classified on a specified scale
for the analysis. Emotions are classified using the trained model and predicted as
discrete outputs. This approach is easier to implement and understand and as such
has greater outreach, and thus we have focused on this approach.

Dense DNN Architecture:

The different acoustic features from the training sample set are extracted. Features
like MFCC, zero crossing rate, chroma STFT, and mel spectrogram have been used
to train our model. The MFCCs stand for mel frequency cepstral coefficients. These
form cepstral representation for non-linear frequency bands that are distributed
according to the mel scale. Zero crossing rate identifies the rate of sign changes
of a signal for a particular frame duration. The feature chroma portrays the 12-
element representation of the 12 equally tempered pitched classes. These are called
the chroma coefficients.

Once the features are extracted, the data are preprocessed and prepared, by noise
injection and stretching for audio augmentation. Thereafter, they are fed into theDNN
model architecture, for analysis. Our inputs are represented by 128 dimensions, with
a dropout of 0.2. We have primarily utilized ReLu activation function to obtain better
results, with a final layer having Softmax activation. We have implemented 5 layers.
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2D CNN Architecture:

The different acoustic features from the training sample set are extracted. Features
like MFCC, zero crossing rate, chroma STFT, and mel spectrogram have been used
to train our model. The MFCCs stand for mel frequency cepstral coefficients. These
form cepstral representation for non-linear frequency bands that are distributed
according to the mel scale. Zero crossing rate identifies the rate of sign changes
of a signal for a particular frame duration. The feature chroma portrays the 12-
element representation of the 12 equally tempered pitched classes. These are called
the chroma coefficients. Once the features are extracted, the data are preprocessed
and prepared, by noise injection and stretching for audio augmentation. Thereafter,
they are fed into our 2D-CNN followed by a dense DNN model architecture, for
analysis. Our inputs are represented by 256 dimensions, with a dropout of 0.3. We
have primarily utilized ReLu activation function to obtain better results. We have
implemented 4 2D-CNN layers and 2 dense layers.

In Fig. 3, we have taken an audiovisual file as an input for testing. The audio file
consists of the voice of an actor who portrays the emotion of anger. The algorithm
predicted the emoticon for the emotion portrayed correctly.

The proposed comparative study consists of two separate classification models.
The first model is constructed primarily on 2D-CNN, connected to a dense DNN.
The second approach that is considered is using only dense DNN. After careful
observations of the outputs, the realizations of both the models are portrayed below.

Figure 4 shown above plots the output of the training and testing for 2D-CNN
model. In the X-axis, the number of epochs is plotted. In Fig. 4a, training and testing

Fig. 3 Analysis of audiovisual data

Fig. 4 a Training and testing loss 2D-CNN model, b training and testing accuracy of 2D-CNN
model
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Fig. 5 a Training and testing loss dense DNN model, b training and testing accuracy of dense
DNN model

loss of 2D-CNN model is shown and Fig. 4b training and testing accuracy of 2D-
CNN model are shown. On analysis of the graphs, each epoch in both the graphs
tend to merge at a point which is desired. After the point of saturation, there is no
significant change in the difference between training and testing loss of the model
and also training and testing accuracy of the model which shows the strong integrity
of the proposed model.

Figure 5 shown above plots the output of the training and testing for the dense
DNN model. In the X-axis, number of epochs is plotted.

In Fig. 5a, training and testing loss of dense DNN model are shown and Fig. 5b
training and testing accuracy of dense DNN model are shown. On analysis of the
graphs, with each epoch in both the graphs, the lines tend to merge at a point. After
merging, the lines diverge, which indicates significant variance between the training
and the testing loss. With higher number of epochs, the loss decreases since the
model refuses to achieve saturation. In case of the accuracy plot, with higher number
of epochs, the accuracy increases since the model refuses to achieve saturation.

Experimental Analysis:

The results obtained that of dense DNNmodel supersedes that of its counterpart, i.e.,
the model comprising of 2D-CNN connected to dense DNN. The accuracy obtained
for the dense DNN model is 71.52% whereas that of its counterpart is 61.89%.
The loss incurred in the dense DNN is around 0.83 whereas that of the 2D-CNN
model is around 1.0. However, the dense DNN model shows a tendency to overfit
on higher epochs, unlike the 2D-CNN model. The advantage of the latter is that it
considers lower number of features in each step and operates with a lesser number
of coefficients that prevent overfitting.
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6 Conclusion

The achieved accuracy in case of dense DNN is of 71.52 and 61.89% in case of
2D-CNN. Though the accuracy of the dense DNN is higher, the model tends to
overfit the given sample data. Thus, from the above study, it can be concluded that
both the models provide different perspective to the problem of SER and their use
is completely dependent on the type of utilization required. The proposed model
is able to provide some noteworthy results that can have myriad of applications.
Efficient utilization of the audio signals and their tone, pitch, and granularity can
help in detection of lies, mimicry, as well as mental state of a person. Furthermore,
for exploring broader spectrum like analysis and interpretation, such as analysis of
interviews and interrogations, multimodal sentiment analysis should be taken into
considerations.
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RNN-Based Deep Learning Model
for Generating Caption of an Image

Md. Ezaz Ahmed and Hitesh Kumar Sharma

Abstract Image captioning refers to a task wherein an image is seen by a computer
to give an output as “what it sees.” Image captioningwouldmean giving an intelligent
system an image, say of a dog running across a field to receive a statement back as
“dog running across a field” or something similar down its lines. The image caption
generator is a deep learning model built using the power of recurrent neural networks
(RNNs)which are powered by the long-termand short-term (LTSM)units. Themodel
also uses transfer learning to enable build a better and faster deep learning model.
The model is built using the “Flicker8k” dataset and uses the inherent power of a
convolutional neural network to predict suitable caption for an image. The seamless
integration of computer vision into the model and its high-quality prediction makes
it highly usable and in-demand with respect to the current trends in the industry.

Keywords Deep learning · Image caption · Image processing · RNN · LSTM ·
Machine learning · Artificial intelligence

1 Introduction

The mechanism whereby an intelligent system automatically allots some metadata
or associated information in the form of captions, keywords, or vocabulary words
to an image is known as image captioning or automated image annotating [1, 2].
This method may be understood as a kind of multiple-class image classification
with a humongous number of features—as big as the dictionary size (the vocabulary
being used). Generally, image classification and perusal in the form of extricated
feature and attribute vectors and the training captioning words are used by machine
learning enthusiasts to attempt to automatically apply captions and annotations to
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new digital image. The firstmethods learned the interdependence among features and
attributes of a digital and training captions, then mechanisms were developed using
machine embedded translation to convert the textual vocabulary into the “visual
vocabulary.” Works following the ventures stated above have incorporated classi-
fication techniques, relevance models and so on and so forth. Image captioning,
which elucidates the contents observed in a digital image, has received noteworthy
amounts of attention in the recent years. Image annotating finds its application in a
multitude of scenarios, such as recommendation systems in image-editing software,
usage in virtual and voice/media assistants, for image-based indexing, and support
of the differently-abled. With the ease of availability of large amounts of data for
building the model, neural network-based techniques and models have demonstrated
monumental results on image annotating works. The image captioning methods are
largely based on recurrent neural networks (RNNs) [3–5], which are generally built
over long short-term-memory (LSTM) unit. LSTM [6–9] networks have been consid-
ered as the conventional approach for computer vision and vision-vocabulary tasks
of image annotating, visual question answering, query generation, and visual dialogs
generator. This is because of their superb capability to memorize long-term inter-
dependencies through a memory cell. However, the complex and relatively obscure
addressing and overwriting techniques combined with inherently sequential vulcan-
ization of the data in question, and large amounts of storage required due to back-
propagation through time (BPTT) [10, 11] creates difficulties during model training
phase. Also, in contrast to convolutional neural networks, which are non-sequential
models, LSTM units normally demands more meticulous designing. Earlier, LTSM
performed better than CNNs on tasks related to computer vision or language-based
tasks. Taking inspiration from the successes of convolutional neural network on
image generation, image captioning, and other image-based tasks, many models
are being trained using CNNs. Building an image annotating model from scratch
will require training for a humongous amount of time; hence, we use the concept
of transfer learning to build the model. The ResNet50 model is used as a funda-
mental piece of the entire model. ResNet, which stands for residual network, is a
standard neural network used for extensive computer vision works [12–14]. Using
the ResNet50 model, the image gets significant annotations and forms a complete
caption faster and in a more robust manner using the power of transfer learning. The
image captioning looks like image Fig. 1.

2 Methodology

The architecture of the deep learning model is shown in the diagram below Fig. 2.
An image is fed to a convolutional neural network, which then feeds and runs a
RNN powered by the backbone of LTSM components [15, 16]. A string vector is
also given to the network in order to append the most suitable words and form
meaningful caption.
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Fig. 1 Image captioning example

Fig. 2 LSTM network model

The CNN or convolutional neural network may be thought to act like an encoder
system. The image given as input to the neural network is used to find hidden
attributes, features, and patterns. The last hidden layer of the network is attached to a
decoder system [17]. The decoder is a RNN or recurrent neural network [18] which
performs the sequence formation and augmentation. Language modeling occurs in
the decoder component of the model. The encoder sends the encoded output to the
decoder and a vector with the {start} label appended to it [19]. Even if the decoder
makes a mistake, it is given a correct input each time, during the training phase
(Fig. 3).

3 Model

The model was built in Python using TensorFlow and Keras API. The architecture
of the model is shown in the figure given Figure 4.
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Fig. 3 LSTM workflow

Fig. 4 LSTM model architecture

4 Model Summery

Then, summary of the model is listed below as seen:
Model (proposed): “Seq_model_1.”

Model layer O/P shape Parameter#

Dense (Dense) (None, 128) 262,272

(continued)
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(continued)

Model layer O/P shape Parameter#

Repeat_vector (RepeatVector) (None, 35, 128) 0

Total params: 262,272
Trainable params: 262,272
Non-trainable params: 0
Model: “Sequential_model_2”

Layer (type) Output shape Param#

Embedding (Embedding) (None, 35, 128) 511,488

LSTM (LSTM) (None, 35, 256) 394,240

Time_distributed (TimeDistri) (None, 35, 128) 32,896

Total params: 938,624
Trainable params: 938,624
Parameters (non-trainable): 0
Model (proposed): “Model_1”

Layer (type) Output shape Param#

Embedding_input (InputLayer) [(None, 35)] 0

Dense_input (InputLayer) [(None, 2048)] 0

Embedding (Embedding) (None, 35, 128) 511,488

Dense (Dense) (None, 128) 262,272

LSTM (LSTM) (None, 35, 256) 394,240

Concatenate (Concatenate) (None, 35, 256) 0

lstm_1 (LSTM) (None, 35, 128) 197,120

lstm_2 (LSTM) (None, 512) 1,312,768

Dense_2 (Dense) (None, 3996) 2,049,948

Activation (Activation) (None, 3996) 0

Total no. of parameters: 4,760,732
Parameters (Trainable): 4,760,732
Parameters (non-trainable): 0

5 Results

The results of proposed work are shown in Fig. 5. It represents the confusion matrix
of the trained model. In this matrix, rows represent the predicted values and columns
represents the actual values. The heat map shows the correctness or correlation
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Fig. 5 Heat map of confusion matrix

between actual and predicted values. Confusion matrix is also used for calculation
of accuracy, precision, recall, and f-score of proposed mode. As per the following
confusionmatrix, themodel accuracy is approximately 86%. The confusionmatrix is
captured after passing test data to the model after training the same on given dataset.

The accuracy and loss and error have been shown below in Figs. 6 and 7.

Fig. 6 Accuracy graph and loss graph
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Fig. 7 Accurate image captioning examples

5.1 Accuracy

The accuracy of the model was determined using the following table for the epochs
= 50 on the ficker8k dataset.

The model reached a loss of 0.8591 and an accuracy of 0.7656 at the end of the
50th run on the training data.

Epoch 1/50 180/180 [== ] −454 s 2 s/step − loss: 5.5054 − accuracy: 0.1166
Epoch 2/50 180/180 [== ] −453 s 3 s/step − loss: 4.8567 − accuracy: 0.1842
Epoch 3/50 180/180 [== ] −442 s 2 s/step − loss: 4.4775 − accuracy: 0.2324
Epoch 4/50 180/180 [== ] −444 s 2 s/step − loss: 4.2713 − accuracy: 0.2535
Epoch 5/50 180/180 [== ] −444 s 2 s/step − loss: 4.1554 − accuracy: 0.2657
Epoch 6/50 180/180 [== ] −443 s 2 s/step − loss: 4.0200 − accuracy: 0.2773
Epoch 7/50 180/180 [== ] −443 s 2 s/step − loss: 3.8606 − accuracy: 0.2906
Epoch 8/50 180/180 [== ] −454 s 3 s/step − loss: 3.6609 − accuracy: 0.3191
Epoch 9/50 180/180 [== ] −448 s 2 s/step − loss: 3.5017 − accuracy: 0.3333
Epoch 10/50 180/180 [== ] −445 s 2 s/step − loss: 3.3646 − accuracy: 0.3493
<Continued for 50 runs>
Epoch 40/50 180/180 [== ] −455 s 3 s/step − loss: 1.2460 − accuracy: 0.6807
Epoch 41/50 180/180 [== ] − 456 s 3 s/step − loss: 1.1988 − accuracy: 0.6927
Epoch 42/50 180/180 [== ] − 456 s 3 s/step − loss: 1.1574 − accuracy: 0.7004
Epoch 43/50 180/180 [== ] − 464 s 3 s/step − loss: 1.1256 − accuracy: 0.7078
Epoch 44/50 180/180 [== ] − 462 s 3 s/step − loss: 1.0749 − accuracy: 0.7204
Epoch 45/50 180/180 [== ] − 462 s 3 s/step − loss: 1.0418 − accuracy: 0.7285
Epoch 46/50 180/180 [== ] − 459 s 3 s/step − loss: 1.0094 − accuracy: 0.7363
Epoch 47/50 180/180 [== ] − 458 s 3 s/step − loss: 0.9731 − accuracy: 0.7449
Epoch 48/50 180/180 [== ] − 461 s 3 s/step − loss: 0.9565 − accuracy: 0.7498
Epoch 49/50 180/180 [== ] − 471 s 3 s/step − loss: 0.9183 − accuracy: 0.7599
Epoch 50/50 180/180 [== ] − 460 s 3 s/step − loss: 0.8951 −
Accuracy: 0.7657
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6 Conclusion

ARNN-based deep learning model powered bymicro units of LSTM can be used for
automated image captioning and annotating. This model has many advantages and
can be put to use for extensive purposes. This kind of work will be useful in writing
story about a scenery. This can be used to write subtitle of a video. This work can be
extended with more deep learning-based model with more layers.
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Object Detection in Railway Track using
Deep Learning Techniques

R. S. Rampriya, R. Suganya, Sabarinathan, Aarthi Ganesan, P. Prathiksha,
and B. Rakini

Abstract Nowadays, deep neural networks are one of the ongoing trends which are
having their uses in various kinds of fields. One of the most important applications
of neural networks is the object detection framework. Object detection in railways
field is the novel one, which includes the detection of obstacles on the railway tracks.
But some researchers deployed this model using you only look once (YOLO) and
single shot detector (SSD).We found thesemodels to produce a lesser accuracywhen
compared to that of faster R-CNN. The previously mentioned models consume some
time for training. To overcome the existing drawbacks, the upgraded model is being
deployed by using faster R-CNN, which comprises two modules, namely regional
proposal network (RPN) and fast R-CNN. It helps by detecting the obstacles such
as branches, boulders, iron rods, animals, vehicles, and people. So, with the help of
both the models (faster R-CNN and YOLO), we can detect the obstacles present on
the track. Finally, with the quantitative and qualitative comparisons made on these
two models, we chose the best fit model for this purpose. Hence, this provides the
novel idea to prevent railway accidents as much as possible.

Keywords Object detection · Deep neural network · Faster R-CNN · YOLO

1 Introduction

Deep learning is the successor of machine learning, which is an AI function that
mimics the workings of the human brain in processing data that is used in various
fields like object detection, speech recognition, language translation, and decision.
The main idea behind this technology is the network of structures. It builds more
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networks to train the model with unstructured or unlabeled data. They also called
these deep neural networks. This kind of framework requires an enormous amount of
data to fetch greater accuracy. Hence, inputswere given as huge datasets to themodel.
One of the most important features of the deep neural networks is to process large
numbers of features so that it becomes powerful when dealingwith unstructured data.
Some of the frequently used algorithms in deep learning are convolutional neural
network, long short-term memory networks, stacked auto-encoders, etc. One such
application of this framework is the object detection technique.

Object detection plays a significant role in many real-life instances. Its role in rail-
ways is quite important for overcoming the challenges that cause many railway acci-
dents. Accidents because of the obstacles on the tracks have become more common
nowadays, particularly in rural areas. It also has a tremendous impact on wildlife as
most of the accidents happen because of animals crossing the track. All these should
be monitored and necessary actions should be taken. For this, we implement object
detection on railways that detects the obstacles on tracks such as branches, animals,
and people.

The primary purpose of this paper is to find the best fit object detection model to
detect the obstacles present on the railway tracks. Here, we consider the two models
YOLO and faster R-CNN. With YOLO, it uses a single neural network to process
the full image and divides the image into regions and predicts bounding boxes and
probabilities of each region whereas faster R-CNN uses region proposal networks to
predict the region in which the object is present. This helps to minimize the number
of railway accidents or collisions caused by the trains because of the lack of signals.

2 Related Works

They gave a brief introduction to deep learning and CNN in [1]. They have discussed
various kinds of object detection, namely generic object detection, salient object
detection, face detection, pedestrian detection. But it mainly focuses on typical
generic object detection architectures. CNN architectures comprise feature maps and
transformations—filtering and pooling. By comparing all these models on various
datasets, the efficiency of the models was studied and found the best model for the
object detection purpose. This paper has explained the best model with the pedes-
trian detection application. To do this, the complete process of pedestrian detection
starting from dataset creation to computing the evaluation metrics for the results
obtained.

In the work described in [2], they compared models SSD and faster R-CNN for
object detection. A region proposal network that shares full image convolutional
features with the detection network has been introduced in [3]. It focuses on RPN,
which is the most important technique of faster R-CNN. This RPN tells the faster
R-CNN, where to look at the image to detect the correct one. They did experiments
on the MS CoCo and Pascal VOC dataset. Here, they have used 80,000 samples
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for training and 40,000 for validation. In [4], three major improvements on faster R-
CNN algorithms aremade, namely feature pyramid structure, region of interest align,
usage of soft NMS algorithm (non-maximum suppression)—it sorts all detection
boxes based on their detection score, and the one with maximum score is selected
while the others are suppressed.

Different neural networks have been shown [5] to achieve classification using
the faster R-CNN. For object detection, it exploded the speed of detection as it
integrates the process of feature extraction, proposal extraction, and rectification.
Experimental results show that its effectiveness comes from the convolutional layers
and RPN modules. YOLOv2 model and YOLO9000 used for real-time detection
systems for detecting and classifying objects in video records have been used here
[6]. They have used GPU to increase speed and processes at 40 frames per second.
The computation, processing speed, and efficiency in identifying the objects in the
video record have been improved.

The first dedicated dataset for aerial survey of railways has been created by
collecting images from Google and frames from YouTube videos, used as dataset
for training the CNN to detect the obstacles. This paper [7] uses two versions of the
faster R-CNN, i.e., faster R-CNN inception V2 model and faster R-CNN ResNet
inception V2 model. Among these models, they took the most efficient one for the
application.

3 Proposed Work

There are many sectors in our society like agriculture, transport, pharmaceutical, and
manymore. Agriculture introduced some techniques like fertility detection andmany
methods for the welfare of this sector. With pharmaceuticals, market fix modeling
is the method introduced using machine learning models to promote the medicines
in the markets. Therefore, machine learning and deep learning have invented new
technologies for the benefit of humankind and the field. They transported one topic
that is left idle because this is the field where these technologies are missing. Among
transports, one such area that has to be noted is the railways. This is the sector that is
lagging in terms of its technologies. They require technology for monitoring various
activities, like monitoring the driver, signaling the driver, proper railway crossings,
and many more. One such activity that is very essential is the proper vigilance of
railway tracks, because this activity may cost people’s lives because of a lack of
monitoring of railway tracks. Hence, this project helps the driver to be aware of the
objects in the tracks in advance by designing a deep learning model for the early
detection of objects on the tracks.
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4 Implementation

Implementing the project is carried out on Google Collab with GPU, where both the
models are trained and tested on the custom dataset. The dataset creation involves
collecting images and annotating them using the “labeling” tool. The proposed work
comprises three modules such as data preprocessing, prediction and classification,
and comparative study of faster R-CNN and YOLO. A brief explanation of each
module is as follows:

4.1 Dataset Description

The dataset that is used is the customized one, where the images were collected
from the Web, based on the classes chosen for detection. The custom dataset that
is created comprises various classes of images categorized under the labels, namely
animal, branch, boulder, iron rod, vehicle, and person. 1050 samples contribute to the
training and testing sets for the object detection process. Out of which, the training
set comprises 880 samples, and the testing set contains 170 samples. Since there are
two models involved in the detection process, the faster R-CNN uses Pascal VOC
which gives the annotation details in the “.xml” file, whereas the YOLO uses its own
YOLO format and saves its annotation details in the “.txt” file.

4.2 Detection Using Faster R-CNN

It based the implementation on TensorFlow, which is an end-to-end open-source
platform for machine learning. Install all the packages like pillow, lxml, Cython,
OpenCV-Python, Matplotlib, pandas, etc., using the pip install command. Here, the
“pandas” and “OpenCV-Python” packages are used in Python scripts to generate
TFRecords. This TFRecord will contain the image info as NumPy arrays and the
labels as a string. The model that we used for training is the faster R-CNN inception
v2 cocomodel, downloaded from the TensorFlow detectionmodel zoo [8] repository.
In the config file of the downloaded model, changes should be made based on the
created train and test datasets, label map, and record files. The hyper-parameters of
the model, such as weight values and learning rate, are set as default. It should train
the model for at least 60,000 steps and until the loss becomes less than 0.05 (Fig. 4).
Once it is done, it will save all the trained models in the respective folder. Now, the
last step is to generate the frozen inference graph (.pb file) with which the detection
is to be made (Fig. 1). Finally, we can test our model for detecting objects in the
input image, which will be annotated with its class name and detection score.
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Fig. 1 Architecture diagram of faster R-CNN

4.3 Detection Using YOLO

For YOLO, start by cloning the darknet folder [9]. The next step is to create a data file
that contains information about the location of the dataset files and the details of the
bounding box. Then, split the dataset into train and test text files (80% for training
and 20% for testing) which contain the filename of the images. darknet 53. conv.74 is
a pre-trained model which should be further trained on the custom dataset. Changes
should be made in the config file of YOLO_v3 concerning the training and testing
parameters such as batch, subdivisions, and learning rate. It contains 3 YOLO layers,
where the number of classes should be changed and in the preceding convolutional
layer, change the value of the number of filters used according to the number of
classes (Fig. 2). Start the training with the help of the created data file for the custom
dataset and by using the darknet function. Once the training is completed, the epoch
VS loss graph is plotted (Fig. 4). We then used the trained model for testing. For
testing, images are given as inputs and the output image contains the objects detected
with the bounding boxes, the classes it belongs to the detection score, and the time
taken for the prediction.

Fig. 2 Architecture diagram of YOLOv3
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Fig. 3 Confusion matrix of faster R-CNN and YOLO

4.4 Multi-class Classification Testing

Once, the training of faster R-CNNandYOLO is successfully completed, then comes
the testing phase, where the evaluation is done by giving an input image to the trained
model. Therefore, the results obtained during the testing of both the models should
be noted down on separate excel sheets.

To perform the computation for comparison of performance metrics, necessary
packages such as pandas and NumPy should be imported. Then, “confusion matrix”
is built, for both the models based on the excels created, using “crosstab ()” taken
from panda library (Fig. 3). The confusion matrix consists of axis-like, where the
horizontal one is the “actual class” and the vertical one corresponds to the “predicted
class.” So, this confusion matrix helps in finding out various parameters such as
“true positive” (TP), “false positive” (FP), “false negative” (FN), and “true negative”
(TN). The TP is nothing but the diagonal elements of the confusion matrix, the FP is
found by considering all the columns except the values at diagonal, FN is identified
by considering all the rows except the ones which have the same class label as the
actual class, TN is obtained by summing up all the elements of the confusion matrix
and subtracting it from all the above parameters. Once, the above parameters are
calculated for each class, the precision, recall, and F1 score are calculated. After
the values are computed, the classification report is generated for both the models
using the function classification_report(). From this report, the model with the best
accuracy will be chosen for the object detection purpose.

5 Result and Analysis

From the comparative study made on faster R-CNN and YOLO, it is evident that
faster R-CNN performs better than YOLO in terms of accuracy (faster R-CNN =
98%, YOLO = 81%) and other performance metrics.
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YOLO                              FASTER R-CNN

Fig. 4 Epoch versus loss graph

During an epoch, the loss function is calculated across every data item and give
the quantitative loss measure at the given epoch. But plotting curve across iterations
gives the loss on a subset of the entire dataset. So, epoch versus loss graph is plotted
for both YOLO and faster R-CNN (Fig. 4).

Precision versus recall graph is plotted for both the model (Fig. 5). The mean
average precision (mAP) was calculated for all networks with a pre-defined IoU
threshold. Both models have a mAP above 80% on the integrated test set, illustrating
that thesemethodswere able to achieve favorable result. Faster R-CNNdemonstrated
the highest mAP (90.4%) than YOLO. A preliminary analysis suggested that the
network inception V2, it performs with fast inference on low computing power,
consuming a small amount of memory, playing a fundamental role in the detection
accuracy improvement of faster R-CNN.

As output of both the models, we will be obtaining an output image with objects
detected along with its class name and the detection score (Fig. 6).

Fig. 5 Precision versus
recall graph
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Actual Image     FASTER R-CNN YOLO

Fig. 6 Prediction of obstacle by faster R-CNN and YOLO

6 Conclusion and Future Work

The project was divided into three phases: The first phase is all about faster R-CNN,
where the Pascal VOC dataset is created, augmented, and annotated for the model
training. Once the data processing is done, the faster R-CNN model is trained and
tested with an input image. The second phase is the implementation of YOLO, where
the data processing is similar to faster R-CNN and the model is trained and tested on
the dataset. Then, the final phase of the project is the comparison of both the models
with the help of test results. Here, different performance metrics are calculated for
each model and found that the model, “faster R-CNN” is the best one for the object
detection on railway tracks.

As futurework, wewill try to detect objects (obstacles on tracks) in live videos and
once the object is detected, an alerting mechanism like alarms can be added to alert
the loco pilot. Further, the dataset can be improvised by capturing some real-time
images and collecting frames from live videos.
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An SVM-Based Approach to Predicting
Level of Job Anxiety in Corporate
Professionals using Linguistic Markers
on Twitter

Unnathi Utpal Kumar

Abstract Work anxiety is linked with decreased job commitment and satisfaction.
Yet, work anxiety, like other mental health problems, is not physically diagnosable.
The lack of diagnosis and cure of job anxiety leads to lower levels of economic
productivity and adds to the mental health epidemic. This study proposes a machine
learning model to predict a corporate professional’s level of work anxiety using their
tweets by identifying linguistic markers associated with work anxiety. The Twitter
API was used to create a dataset of over 15,000 corporate professionals. Thou-
sands of tweets were collected from these users over 3 periods of time (May–August
2019, May–August 2020, and January-April 2021). After conducting sentiment and
linguistic analysis, tweets from 90 random users (manually labelled for their job
anxiety scores according to the job anxiety scale) were used to train/test an SVM
regression model. The model achieved an RMSE of 0.2 and an accuracy of 83%.
This approach has the potential to enable early detection of work anxiety and alert
individuals about their mental health.

Keywords Job anxiety · Social networks · Twitter · Natural language processing

1 Introduction

Job anxiety is a stimulus-related type of anxiety, occurring in the workplace or when
thinking of the workplace [8]. Whilst the workplace can provide support [11], it can
provoke anxiety too. High standards and expectations can lead to feelings of insuffi-
ciency. Social anxiety might be heightened due tomonitoring and sanctioning, whilst
competition with colleagues might lead to persecution fears [4]. With leadership,
greater responsibilities can lead to overburdening, provoking anxiety [5].

Work anxiety is correlated with lower job commitment [1] can cause absen-
teeism and impact performance [7], further associated with minimized efficiency
and increased expenses for businesses, insurances, and public pension funds.
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Symptoms ofwork anxiety include typical anxiety symptoms, like blushing, trem-
bling, or palpitations [8]. At present, despite its clinical and economical importance,
only 1 questionnaire is available to measure job anxiety, known as the job anxiety
scale (JAS) [6]. However, JAS’s validity is difficult to assess since it is a self-report
scale, such that it consists of shortcomings due to acquiescence and social desirability
[9]. Therefore, with no specific ICD codes for work anxieties, it can be difficult to
characterize and thus diagnose them dynamically.

In context of these challenges, this study examines and develops a novel solution
based on the previous metrics of job anxiety. The research here analyzes social media
as a tool to express work-related concerns and thus to predict work anxiety. As people
use Twitter to express their thoughts, social media can become a data source for job
anxiety. By training an AI-based model on this data, work anxiety can effectively be
detected.

This study aims to investigate the following question: can a mathematical model
identify and quantify the relationship between a healthy corporate professional’s use
of language in comparison with that of a corporate professional suffering from job
anxiety?

The hypothesis pursued is, if a healthy corporate professional’s use of language
is compared to that of a corporate professional suffering from job anxiety, then there
exists a difference in terms of the linguistic markers, which can be identified by a
mathematicalmodel such that the use of these linguisticmarkers is further heightened
in individuals suffering from higher levels of work anxiety.

The main contributions in this paper include

1. A Python script using the Twitter API and Selenium was developed to create a
comprehensive dataset with tweets from over 15,000 Twitter users

2. Sentiment analysis of tweets in relation to levels of job anxiety (as expressed
linguistically) over 3-month periods in 2019, 2020, and 2021

3. An SVM regression model to predict levels of job anxiety from tweets

The solution proposed in this study, the SVM regression model, combats the
problems associated with other ways to measure levels of work anxiety, as it avoids
response bias by not requiring a conscious undertaking like a survey and is also
specific to job anxiety than anxiety generally. The solution thus has the potential to
increase economic productivity and help combat mental health problems.

2 Background Literature

Generally, only some research has been conducted regarding work anxiety, as
researchers often adapt different pre-existing instruments or tools. Nonetheless, one
empirical way to measure perceived job anxiety is through the job anxiety scale
(JAS) [6]. JAS is a self-rating scale to measure job anxiety, containing 5 main dimen-
sions, (i) stimulus-related anxiety and avoidance behaviour, (ii) social anxieties, (iii)
health-related anxieties, (iv) cognitions of insufficiency, and (v) job-related worries.
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However, the extensivity of the JAS renders it uneconomical and inefficient and
places job anxiety in a very specific, unmalleable context. Therefore, to consider job
anxiety as a wider construct for this study, a shortened, empirically derived version
of the JAS, JAS-15 [10], was considered. The JAS-15 retains the 5 theoretically
meaningful dimensions.

Whilst no research has been conducted on language use and work anxiety specif-
ically, the previous research helps identify possible correlations between linguistic
structures and anxiety. For example, the use of first-person singular pronouns during
negative memory recall is associated with individuals suffering from anxiety [2]. It
was also found that the use of unigrams like “withdrawal” and “severe” on Twitter
indicated anxiety [3].

Whilst the background literature is useful in defining the study’s terms, they either
do not consider job anxiety specifically or have not been implemented in a context
relevant to social media. This lack of data suggests that further research is needed
to determine linguistic markers of work anxiety, along with an efficient and accurate
solution to realistically predict work anxiety levels.

3 Data Collection

3.1 Data Collection

A list of Twitter usernames of corporate professionals had to be collated.
First, a list of 10 keywords that corporate professionals might use in their tweets

was created, identified based on prior knowledge.
Thereafter, using “search” on Twitter, it was manually checked that, for each

keyword, most initial tweets from search results were by corporates. Then, using
Web scraping with Python and Selenium (tool automating browsers), each keyword
was searched and first 3000–3200 tweets collected. The no. of tweets could not be
standardized due to memory overflow issues onMicrosoft Edge (driver browser), but
no less than 3000 and no more than 3200 tweets were collected from each keyword.
The content, username, and name associatedwith tweets in each keywordwere stored
in CSVs.

However, not all usernames collected were those of corporate professionals, so
irrelevant data had to be removed using filtering on Microsoft Excel. First, all dupli-
cate usernames were removed and usernames containing the words “news” or “job”
or links were removed (generally portals and not individuals). Then, going over each
keyword file, general elimination trends (Table 1) were identified for each keyword.

Finally, a total of 20,358 usernames was collected.
Next, tweets by these usernames had to be collected for further analysis. To

ensure that further algorithms and analyzes were not limited to heightened anxiety
arising due to work-from-home during COVID-19, tweets from the identified users
were collected over 3 periods of time—May–August 2019, May–August 2020, and
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Table 1 Elimination patterns for usernames

Keyword Raw no. of usernames Elimination patterns Final no. of usernames

Company 3142 • Usernames/names with
“company”

• Tweets using structure of
pronoun + company (e.g.
“keep me company”)

2439

Corporate 3090 • Usernames/names with
“corporate”

2059

Job 3082 • “Good job”, “great job”,
“con job”

2112

Manager 3192 • Since “manager” is used in
sports contexts, all such
tweets were removed

• “File manager” and “task
manager”

• Tweets with “fantastic
manager” (news report
during data collection)

1753

My Industry 3127 • Tweets containing phrases
associated with the
entertainment industry

2459

Product 3047 • Tweets for product reviews
and promotions (“review”
and “check out”)

• Tweets about skincare
products (mostly reviews or
promotions)

• “Coupon” or “deal”

1728

Recruit 3134 • Since “recruit” is often used
in context of college sports
recruits, all related tweets
were removed

1397

Salary 3032 • “Actor”, “cricketer”, or
“NFL”

• Tweets containing “TTS”
(trend)

2317

Sales 3057 • Tweets with keywords
about music

2032

Software 3134 • “eBay”, “Amazon”,
“Flipkart”

2062

January-April 2021. The Tweepy API (library for communication between Python
and Twitter) was used to collect tweets. A script was run for 32 days, and >1 million
tweets were collected.

However, not all users had sufficient Twitter activity from all time periods, so
minimum 30 tweets were needed per period. Finally, data were retained from 8598
users.
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3.2 Pre-Processing

Once the Twitter data were read into Python, pre-processing was conducted. All
Unicode characters, emoticons, and links were replaced with an empty string to
ensure that these special characters/symbols did not contribute to model training or
sentiment analysis.

3.3 Sentiment Analysis

For each user, 3 values were calculated separately for each period. These 3 values
were (i) positive sentiment score, (ii) negative sentiment score, and (iii) work anxiety
score.

The positive sentiment and negative sentiment scores were calculated using the
TextBlob (Python library for common NLP tasks) sentiment analysis algorithm.

For the work anxiety score, some words associated with work anxiety, adapted
from JAS-15,were identified, likely to be used by people suffering fromwork anxiety.
Each time a pair of words was used in a tweet, the raw work anxiety score was
incremented, and finally, the raw work anxiety score was divided by total number of
words by user to obtain final work anxiety score.Whilst this was a primitive approach
before amachine learning approach, it helped in understanding the linguistic potential
of JAS-15.

1. “always worry” AND “work”
2. “minor matters at workplace” OR “minor matters at work” AND “worry”
3. “workplace” OR “job” OR “work” AND “restricting my capacities for achieve-

ment”
4. “suffer” OR “miserable” OR “ill health” OR “bad health” OR “not feeling well”

OR “unfairness” OR “avoid” AND “workplace”
5. “work” AND “nervous” OR “my health” OR “suffer” OR “miserable” OR “ill

health” OR “bad health” OR “not feeling well” OR “unfairness” OR “avoid”
6. “anxiety” OR “suffer” OR “miserable” OR “ill health” OR “bad health” OR

“not feeling well” OR “unfairness” OR “avoid” AND “job”
7. “problem” AND “superiors” OR “boss” OR “colleagues”

Thereafter, for each period, the Pearson correlation coefficientwas calculated
between negative sentiment or positive sentiment and work anxiety.

3.4 Data Labelling

After conducting sentiment analysis, data from some users were manually read and
labelled on the severity of work anxiety expressed on a scale of 0 to 1, according to
JAS-15. The adaptation of JAS-15 for identifying tweets is shown below (Table 2).
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Table 2 JAS-15 for Twitter S. No. Presence in Tweet/Account

1. User tweets about missing work purposely or avoiding the
workplace

2. User tweets about haste to leave the workplace

3. User tweets about specific events from the workplace that
cause anxiety

4. User tweets about problems with colleagues

5. User tweets about problems with superiors

6. User tweets about problems with colleagues at least 5
times over two weeks

7. User tweets about a direct correlation between work and
health

8. User tweets about a direct correlation between workplace
and health

9. User tweets about health and work separately, but
constantly

10. User tweets specifically about work anxiety

11. User constantly tweets about ambition and growth at the
workplace

12. User tweets about uncertainty at work

13. User constantly tweets about work, at least five times over
two weeks

14. User tweets about the effect of work on family life

15. User constantly tweets about work, at least seven times
over two weeks

Ground truth train data were collected and labelled from 40 random users, test
data were collected and labelled from 15 random users, and data from 20 users (with
high work anxiety indexes) were used in creating the token bag (bag of words).

Bag of words contained 50 most common words (no stop words) from those 20
users.

3.5 Model Training

A support vector machine (SVM) algorithm was used for creating the work anxiety
regressor, trained on 6 feature vectors. SVMwas chosen given the small dataset (with
less noise), high prediction accuracy, support for kernels, easy implementation, and
memory efficiency. The dimensions of the JAS-15 were used to identify 5 features.
The training and testing data also took the same feature vectors into account since
they were labelled according to the JAS.

The 6 feature vectors included
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Table 3 Correlation between sentiments and work anxiety

2019 2020 2021

Positive sentiment and work anxiety score 0.045 −0.236 −0.235

Negative sentiment and work anxiety score 0.177 0.454 0.581

1. No. of times workplace mentioned (stimulus-related anxiety)
2. No. of times colleagues arementioned (social anxiety and cognition ofmobbing)
3. No. of times health is mentioned (in relation to health- and body-related

anxieties)
4. No. of times ambition is mentioned (in relation to cognition of insufficiency)
5. No. of times deadline/pressure ismentioned (in relation to job-relatedworrying)
6. No. of times words from bag of words used

A corpus was created for each feature vector and then values found.

Thereafter, an SVM regressor was trained and tested.

4 Results—Sentiment Analysis

The Pearson correlation coefficients, across the 3 time periods, between scores have
been shown in Table 3.

It can be seen that generally, there is a low negative correlation between posi-
tive sentiment and work anxiety, whilst there is a moderate positive correlation
between negative sentiment andwork anxiety. This is consistent with the researchers’
expectations as work anxiety is more strongly correlated with negative outcomes.

The correlation between negative sentiment and work anxiety became stronger
between 2019 and 2021, which could be due to rising negative sentiment amidst
COVID-19 and expected increase in work anxiety due to general increase in
uncertainty.

5 Results—SVM Algorithm

The trained SVM regressor achieved a root mean squared error (RMSE) of 0.2 and
an accuracy of 83%, which indicates that whilst the algorithm might be successful
in predicting work anxiety in a certain range, it needs more data for higher accuracy
and lowered error.
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6 Discussion

There are several limitations to this study that might have acted as sources of error.
Firstly, the labelling of ground truth and test data was relative, due to the relative

nature of the JAS-15 itself, and subject to human error. Furthermore, only 40 users
were used in testing and 15 users in training, which is a small sample size. To
appropriately train and evaluate, at least 100 users should have been used in testing
and training alike.

There were limitations in the sentiment analysis as well. As was seen with user-
name collection, a lot of irrelevant data had been collected. Whilst it was attempted
to remove most irrelevant data, it could not be ensured that all of it was removed,
and thus, lowered noise in the dataset could not be guaranteed. Furthermore, other
algorithms besides TextBlob could have been used, as TextBlob only has an accuracy
of ~56% [12].

Future directions could include training the algorithm with more data or imple-
menting an app with a GUI to enable user understanding of work anxiety as
well.

7 Conclusions

The hypothesis was supported in that specific linguistic markers (through the dimen-
sions of the JAS) can be used to predict levels of work anxiety, based on JAS-15, as
there is a measurable difference in language use between a healthy individual and an
individual suffering from some level of work anxiety. Twitter, therefore, serves as a
good source of data to predict a corporate professional’s level of work anxiety.
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Markerless Location-Based Augmented
Reality Application for Showcasing Deals

Mohammad Monirujjaman Khan and Faria Soroni

Abstract The development and execution of an online mobile app suitable for
detecting offers and showing relevant details on a digital augmented reality display
via a smart phone’s camera are discussed in this paper. The client–server design of
this system is two-tiered. Initially, a deal should be recorded on our platform by
an entity that is distinct from users. Deal Teal AR uses the camera view to overlay
electronic data on areas around you in the current world, based on the position you
are facing. Deal Teal AR displays a picture via your phone’s camera when you
touch it. Deal Teal’s database of businesses-restaurants, hotels, places of interest,
and much more is often used to generate cards that display information or bargains.
The bargains are placed in the current environment and become active, thanks to
powerful augmented reality technology like computer vision and object recognition.
A virtual terrainmodeling platformwith deep learningwas also employed to increase
the application’s productivity and construction recognition abilities.

Keywords Augmented reality · Android · Application · GPS ·Markerless · Deals

1 Introduction

Dhaka is themost densely populated city in the world.With 19,447 people per square
mile, it is a great place for restaurants. It is a city of thousands of restaurants and
hundreds opening every day. Dining outside of the house has become a popular
focus in recent years, and this has influenced Dhaka’s restaurant business. This is
attributable to rising incomes as well as improvements in city dwellers’ needs and
interests. The connection between both the elements that influence restaurant selec-
tion and the overall selection choice of restaurant customers was investigated using
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both primary and secondary statistics. Customer service, diversity, restaurant regis-
tered trademark, and most crucially, the most worth retrieved for the cash a customer
would be ready to spend for a food product are all elements that affect customers’
requirements, according to the findings [1].

With greater demand in the business, each restaurant is attempting to differentiate
itself in order to attract more consumers. The “best bang for the buck” attitude
encourages restaurant competitiveness by employing specials and value packages to
entice customers from competitors. Restaurants in Dhaka City often used focus on
ambiance and quality food to attract customers, but because these characteristics can
easily attain a steady stream while remaining competitive, bargains, and discounts
were discovered to be the sole recent addition that can provide greater value for the
money. However, except from a few Facebook groups that promote the offerings,
there are no other options. Platform to showcase the different offers in town. Special
occasions are aimed by restaurants to promote new offers, but as they do not reach
the customers who are not always actively looking for deals on social media, the
offers seldom reach consumers, creating an information gap between the restaurant
and its targeted market that needs to be filled up [2–5].

There are four types of augmented reality technology:

• Marker-based AR
• Markerless or location-based AR
• Projection-based AR
• Superimposition-based AR.

The very first two categories—marker-basedARand destinationAR—encompass
the majority of mobile AR now available. To show virtual information overlaid on
specified items, marker-based AR generally uses image recognition capabilities.

AR characteristics that are based on specific place are known as markerless AR,
also known as geolocation-based AR. Digital data are projected onto real-world
locations, enabling people to engage with it using AR-enabled devices such as
smartphones. Every smartphone today has the ability to identify its position. Phones
that enable augmented reality apps are rapidly becoming available to customers
worldwide, thanks to the advent of Apple’s ARKit and Google’s ARCore.

Geospatial data defining techniques and augmented reality technology are
combined to build geolocation apps. The initial step is to identify geoindicators (also
known as “points of interest”). The precise location of the smartphone is obtained by
querying the smartphone’s appropriate sensors. The internal digital compasses and
proximity sensors in smart phones are utilized to evaluate location, together with
GPS or beacons. The digital overlays, also known as “augmentations,” are virtual
overlays that are put on places of interest. Sounds, animations, music, films, and
photos are just a few examples. The virtual coverings can be activated and interacted
with based on the recipient’s physical place. When it comes to designing effective
geolocation-based augmented reality apps, precision is crucial. Regardless of the
camera position, virtual informationmust be shown on (portrait, landscape, or tilted).
The GPS data utilized to determine the user’s exact location must be error-free as
well. For the best user experience, all AR features should be adjusted and validated.
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Navigation is among the main areas in mobile data processing technology in which
augmented reality is widely used, especially in the context of GIS and destination
service providers, because it has much the digital objects on the real-world situation
and serves as an efficient tool for apps and services provided to the user that are
reliant mostly on recipient’s or ecosystem’s destination [5].

2 Related Work

Feiner et al. detail prior findings on the construction of a destination application
interface based on GPS locations and sensors operating on head-mounted monitors.
Kahari andMurphy, on the other hand, used a modest smart mobile phone, enhanced
by additional sensors, to construct an augmented reality system in 2006. Another
augmented reality use is detailed in. Its goal is to offer media data and other infor-
mation in a real situation while also allowing users to engage with it via augmented
reality [6, 7].

Currently, mobile location-based AR has become popular in recent advanced
technology. It has been utilized and implemented for developing systemswith various
purposes. Mobile location-based AR applications are begun to play a significant role
in the tourism sector, attributed to the increasing use of phones. Visitors can use these
apps to get context-aware data about certain areas, which helps them learnmore about
the place. Furthermore,mobile location-basedARplatforms allow people to discover
the environment by layering fresh layers of destination info on their environment and
creating a list of their preferred points of attractions (POIs) utilizing this data [8].
Many researches of location-basedARhave increasingly been studied and carried out
in recent years. The research conducted by Brata and Liang has developed a mobile
AR application about the bus stops in Taipei. The developed application based on
Android platform called BusAR. BusAR’s feature is to locate the nearest bus stop
and the route way to get there. A key issue is allocated to a bus stop in augmented
reality (POI) [9]. The POI provides information such as the name of the bus station,
the distances from the consumer to the bus stop, the path name, the title and kind
of the forthcoming bus, and the expected time whenever the bus will reach at the
particular bus station.

In addition, this software can guide the user to the closest town by telling him
when and how to turn left or right without having to leave the application. Tsai and
Shie created a location-based mobile augmented reality application for hot springs
vacation in Yilan county as main research method. The AR component and the map
component are the implementation of this model that make up this app [10]. The AR
methodmade use of such a POI that displays a two-dimensional digital representation
in real time, allowing users to locate hot springs. Whereas the map module utilizes
the Google map service to provide the corresponding position and for displaying the
hot springs information and route guidance [11, 12].
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3 Basic Theory

3.1 Augmented Reality

The term “augmented reality” refers to a technology that allows the user to see
the physical environment while also seeing virtual objects projected on it. Textual,
pictures, music, video, and location information are examples of virtual objects.
The video on a computer, mobile phone, or other electrical gadget captures the true
perspective in most cases. AR enhances a user’s perspective of and interactions with
the actual world by superimposing computer-generated information on the image
collected by the camera. Currently, AR mostly has been utilized and carried out in
mobile platform environment.

Toovercome the problemof the target audiencemissing out on the offers anddeals,
we developed an application with an augmented reality feature. The application’s AR
window allows the consumer to view any nearby deals or offers on their respective
locations, even pointing on the levels of the building where the establishment is
located in, using 3D pop-ups. Surveys mentioned that more often than not people do
not find the time to browse through hundreds of offers on a list to find the perfect one,
where locational availability of the offer plays a key role. This application allows the
user to point their mobile device at any road or building and easily extract all that
information that would otherwise need to be filtered through in multiple steps.

3.2 Website

For a system as data-intensive as ours, we needed an online platform to host as much
data as possible so that we can keep our app as light weight as possible. Keeping the
amount of contents in the app as minimal as possible allows our app to be responsive
and fast. The need to reduce the load on the app from handling data came due to the
fact that our ARwindow itself is very RAM intensive as a result of which, for the app
to not be “laggy,” we needed to take as muchwork load off of the app as possible. Our
Website hosts all of the available deals and offers along with their location and expiry
dates. The deals are further categorized by their type and expiry dates. There are two
portals for the Website, an admin-based and a user-based. The user can login; view
deals and also add their deals. To add deals, the user pulls up a form where he/she
needs to provide all relevant details; see Fig. 1. The user interface of the Website
is kept simple and very user-friendly so that everyone can easily navigate through.
The user submissions need to be further approved by the admin before they can be
aired, maintaining the legitimacy of each and every deal. Figure 2 shows the user
login interface. An user can login to the system using user name or Google.
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Fig. 1 Adding deal
information

Fig. 2 User login interface

4 Application: AR Core SDK

With numerous benefit of software development kit (SDK), many developers have
utilized it to develop numerous applications in diversity of purposes. Nowadays,
many augmented reality (AR) SDKs have been carried out by developers for devel-
oping various mobile applications. The augmented reality SDKs include Metaio,
Vuforia, Wikitude, D’Fusion, etc. The comparison of various augmented reality
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SDKs and their features have been studied by. Augmented reality SDK is a set
of tools and libraries that provided to developers for developing augmented reality
applications. It assists to facilitate many components within the AR application such
as object recognition, object tracking, location-based AR, content rendering, and
visualization.

Google’s augmented reality technology, ARCore, allows users to create their
own augmented reality applications. ARCore allows your smartphone to perceive its
surroundings, comprehend the universe, and process the information by utilizing
various APIs. To allow collaborative augmented reality, several of the APIs are
accessible on Android and iOS.

To blend digital environment with the real environment seen through the your cell
phone screen, ARCore employs three important capacities:

• Motion tracking enables the phone to comprehend and monitor its location in
relation to the rest of the globe.

• The device’s environment ability enables it to recognize the size and location of
all types of surfaces, including horizontally, perpendicular, and inclined coatings
such as the floor, a coffee table, and fences.

• The phone uses brightness prediction to describe the exact illumination conditions
and circumstances.

By giving programmers with frameworks and functions either to construct their
new augmented reality or upgrade their current ones with just an AR camera view
engines, ARCore allows for the technique of evaluating of markerless augmented
reality. Image identification and tagging, 3D view generation, video projection, place
AR, and other functionalities are all included in this SDK. It incorporates all subsys-
tems, especially POI information and route posting data, within the Internet app. The
browser application is a representation of standalone architecture. This architecture
gives benefit that the app does not rely on the wide area network (WAN) link. For the
development of location-based ARwith the ARCore SDK, the object position which
overlays on themobile screen is known through the user position. The user position is
received either by the mobile communication network or GPS. The digital compass
determines the recipient’s position, while the accelerometer sensor determines the
device’s browser settings. Figure 3 shows AR demo on app.

The movement monitoring engine in the SDK utilizes the smartphone screen to
locate good observations, known as characteristics, and monitor how they change
across time. ARCore estimates that both position and orientation of the smartphone
because it travels across space using a mix of the displacement of such locations
and information from the device’s sensing devices. ARCore could recognize level
objects, such as a desk or the ground, and calculate the mean illumination in the
region around that in addition to recognizing critical locations. These features work
together to allow ARCore to develop its own understanding of the world. Because
of ARCore’s awareness of the actual world, you may position items, comments, and
other data that blends in with the surroundings. You may put a sleeping cat in the
middle of your coffee table or comment a picture the with architect’s biography.
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Fig. 3 Augmented reality demo on app

You can walk around rather than observe such things from every aspect with
object detection, but even if you turn around rather than leave the building, the cat,
or comment will be exactly where you found this when you return. Figure 4 depicts
the deals showing on maps (zoomed in, deal pop-ups focused). Figure 5 shows the
augmented reality window showing deal pop-ups.

5 System Implementation

Themobile-based augmented reality application developed in this work utilizes coor-
dinate data. The coordinate data are an important component in this research because
these data are used to determine the location of tourist attraction and culinary places.
These data are retrieved from Google map. This system is implemented on Android
powered mobile devices. The system coding development is conducted on Android
Studio IDE. The augmented reality SDK utilized in this research is ARCore by
Google.
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Fig. 4 Augmented reality demo on app

6 Conclusion

According to the previous research, AR technology can be used to provide tourist
and map assistance. AR incorporates show maps, and virtual locations may improve
users’ interactions with computers and global approach. This article proposes an
interactive online smartphone application that uses a phone’s camera to present
bargains in a virtualworld. The results of the experiments demonstrate that app recog-
nized the buildings and showcased relevant deals and information.Due to smartphone
GPS systems having an accuracy deficiency of around 15 degrees, the models and
information tend to move slightly around on-screen. We will be further study how to
improve the accuracy of the GPS signals and develop a calibration method to make
the augmented reality view run more efficiently and accurately on lower-end smart
phones.
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Fig. 5 Augmented reality
demo on app
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Development of a Web-Based Corona
Emergency Portal

Mohammad Monirujjaman Khan and Md.Amdadul Bari

Abstract As the present world is devastated by the massive outbreak of coronavirus
(COVID-19), Bangladesh is experiencing significant damage in all sectors, espe-
cially as a developing country. This paper presents the development of a Web-based
corona emergency portal, which will help ordinary people find out all the neces-
sary emergency information in this regard. The Web portal comprises the COVID-
19 tracker, corona e-commerce, and blood plasma bank, which are developed with
React.js, Node.js and Firebase. The COVID-19 tracker is a much-needed option for
this pandemic where daily updates on COVID-19 will be posted. The blood plasma
bank aims to serve people with emergency blood plasma, which is very rare to find
in critical situations. The developedWeb-based system is user-friendly and efficient.
Under these ongoing circumstances, this portal aims to be a one-stop service for all
types of corona-related services for Bangladesh during this unexpected period of the
COVID-19 pandemic.

Keywords Web portal · Corona emergency portal · Blood plasma bank

1 Introduction

Currently, the world is facing a lot of difficulties because of the pandemic. COVID-
19 has affected 210 countries around the world and killed around 2 million people.
In Bangladesh, it is transmitted at a high rate of 20.37% and doubles the patients
within nearly 2 weeks [1]. In this challenging time, people need something that
can help them online. Corona emergency portal is a one-stop online service portal
where people can find everything they need regarding COVID-19. This Web portal
has COVID-19 tracker, blood plasma bank, and corona e-commerce services. The
Website will help people to take precautionary steps to fight against COVID-19. As
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we know, the situation is getting worse because people are facing trouble gathering
information about COVID-19 [2]. Even if they find a way to gather information
about COVID-19, there is a high chance that the information is not valid enough.
Different Websites provide different types of data. And there is no one-stop solution
to the disease. In particular, people living in rural areas do not know the proper
necessary steps to fight the pandemic. Even if someone knows the extremity of the
disease, they cannot find proper support to get tested by the authorities [2]. They do
not get the correct contact or information about getting tested. As they do not get
tested, they do not know when or how to take the necessary steps. On the other hand,
COVID-19 is spread by contacting other people [3]. So, people have to make sure
they do not get in contact with other people. And this was the reason the whole world,
including Bangladesh, was under lockdown. So, getting out of the house to buy the
necessary things to fight with COVID-19 is highly risky for the affected person and
the people surrounding him. Next, people who are COVID-19 positive need blood
plasma most of the time. Actually, we can see that blood plasma is needed on an
emergency basis. But they do not find the blood plasma at the right moment, mostly
because it is very hard to find the proper media and information resources about
blood plasma. This emergency portal will help to solve all the problems together.
This emergency portal provides the correct COVID-19 update with the COVID-19
tracker. The COVID-19 tracker has a real-time COVID-19 update. We believe the
whole corona emergency portal will greatly help the people of our country. It will
make the fight with coronavirus a bit easier in this disastrous situation.

In Sect. 1, the introduction is provided. In Sects. 2 and 3, the existing works and
the methodology are provided, respectively. In Sect. 4, the results are provided. And
in the last section, which is Sect. 5, the conclusion of the whole project is provided.

2 Existing Work

Corona-related emergency services are not present in abundance at the moment,
but there are a few notable media which do provide such similar services. Below
mentioned are some of the notable services. Prava well-being is an Internet entry
within the nation which gives virtual clinic administrations [4]. It began from cardi-
ology to brain research and numerous more [5]. They have the benefit of an online
specialist interview through earlier arrangements, and for this benefit, they charge
an interview charge of Tk.800 [5]. They too give online booking for crown test
collecting. Shohojoddha is a government-run online portal where the service of
plasma donation is carried on [6, 7]. At present, this is the only portal which provides
the service of a blood plasma bank. To track the outbreak of corona, there are a lot
of Web portals that are present at the moment, but among them, corona tracker is a
notable one [8]. Here, people can track the corona affected cases and treated cases as
well as the death cases of a specific region. The portal also provides updates about the
travel notices that are currently happening around the world [9]. This helps people to
know when to travel, how to travel, and what measures to follow while traveling to a
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country. This portal even collaborated with the World Health Organization (WHO)
to provide basic information related to corona to the general public [10].

We have seen some other works of different organizations. But the main thing that
makes this project different than other projects is this is a one-stop service. We can
find all the things that are important to fight the COVID-19 in one Website. We have
the blood plasma bank, the COVID-19 tracker, and most importantly, the corona
e-commerce service. And that too altogether in a Website.

3 Methodology

In this section, all the important methods and materials are given, including theWeb-
based system, the block diagrams, the use case analysis, software design, targeted
audience, unique features, the technologies used, and the tools that are used to make
this Web portal.

3.1 Web-Based System

We have developed a Web-based system which will help people to get emergency
services regarding COVID-19. This Website will help people on a virtual platform.
This system will be a one-stop service for people who roam around mindlessly in
search of actual emergency support and treatment. Visiting this Website will provide
people with several features, like the COVID-19 tracker, blood plasma bank, and
corona e-commerce service. Figure 1 shows the whole structure of the blood plasma
bank. Here, we have 3 types of accounts such as the controller, the donor, and the
seeker. The donor will register with the needed information through the Website.
Blood group and contact information will be needed as the donors’ information.
From the given information and the blood plasma list, the seeker will search through
the list of our donors and will place a request on the system for his required group
of blood. The system will then pass the request to the controller. The controller will
show the request to the donors. And if any of the donors accepts the request, he will
notify the controller that he is available and will be able to donate. Receiving the
notification from the controller will then notify the seeker that his requested blood
plasma is available and will provide him with the contact number of the donor.

The seeker will then contact the donor. And the last thing that the donor will have
to do is to update his status to donate so that he will not have to receive any more
requests to donate plasma.

Figure 2 shows the whole block diagram of the corona e-commerce site. Here,
users have to register on the Website to create an account. And after that, they can
login to the Website with their information. After logging into the Website, they can
browse the products and add to the cart whatever they need. And then, they have to
confirm the orders. They can also check their order from the view orders section.



140 M. M. Khan and Md. Amdadul Bari

Fig. 1 Block diagram of the blood plasma system

Fig. 2 Block diagram of
corona e-commerce site

3.2 Targeted Audience

The targeted audience for this project is the entire population of Bangladesh. Anyone
who is seeking emergency information regarding COVID-19 and has an Internet
connection will be able to enjoy the facilities of this Website. More specific targeted
users are those who are suspicious of being affected by corona and those who are
mildly affected by corona. People outside the city area will benefit from the service
to a great extent. The goal of this project is to provide proper support to people in
this time of emergency without any confusion and difficulties.
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3.3 Unique Features

This Web-based system is an important innovation which is very much needed at the
moment. There are someWebsites which provide the above-mentioned services, but
there is no Website which provides all the services on a single platform. Hospital
bed vacancy is one of the features which is very unique at the present moment, since
no other Website provides this feature. Another unique feature is the facility of the
nearest corona treating hospitals. And so, overall, the project is very innovative.

3.4 Technologies Used

For developing the Web application for this system, NodeJS is used as a backend
framework and for the frontend, ReactJS is used. The ReactJS frontend app is
deployed over the Firebase cloud server. For the database, NoSQL is used, and for
its management, MongoDB is used. It is a cloud platform where managing NoSQL
databases is very easy and seamless. For the backend, the Heroku cloud server is
used for deployment. For connecting the frontend with the backend, React hooks
and API ports are used.

3.5 Software Design

A Website system has been developed which will help people to get emergency
services regardingCOVID-19 over a virtual platform. This system solves the problem
for those people who roam around mindlessly in search of actual emergency support
and treatment. The system has four dimensions and each of them has its own type of
user. There is a patient user type who can appoint for a corona test, can appoint for
doctor consultation, request for plasma, and can also book available hospital beds.
Then, there is a doctor user type who can select requested patients from a list and
then consult the patients via a live session over video calling or text messaging. The
doctors are also able to see patients’ histories. Then, there is a hospital user type
where an admin from the hospital will be able to upload the hospital information and
will also be able to update bed vacancies. Finally, there is a donor user type who is
a registered donor for blood plasma donation. All of these user types and facilities
are visible after successful registration and verification.
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Fig. 3 COVID-19 tracker

3.6 Web Application

The landing page of the Website was developed with ReactJS, and the backend
is powered by NodeJS. After visiting the Website, users are first able to see the
services that are offered by the portal. The landing page is designed in such a way
that users can easily identify what the portal offers and only with a simple click
on the buttons will the users be able to avail those services. Figure 3 shows the
COVID-19 tracker on the Website. This is the first service that the Website offers.
It is the tracking of the live update of COVID-19 cases. The live update showcases
confirmed cases, recovered cases, and death cases all around the world. The cases
can be further analyzed according to different countries. And on the right side, the
live update shows a table which showcases the total number of cases by country and
the last 120 day update of the cases. The live tracker utilizes the data published by
the Website disease.sh. This Website provides disease data for many diseases, and
we are using the data provided for COVID-19 via their API endpoints. The portal
offers the service of finding hospitals near the user and all the available hospitals
that serve corona patients. Users would be able to contact the hospital through the
Website and can also book hospital beds that are vacant.

4 Results and Analysis

Figure 4 shows the user’s landing page, visible to a user who is not logged on. In the
middle is a sidebar that shows the options for displaying the homepage itself and the
links to other options. Users can login from this page and also register on theWebsite
if they are not already registered. Figure 5 shows the e-commerce page where users
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Fig. 4 Landing page of the Website

Fig. 5 E-commerce product page

can view their desired products and can add them to the cart. On this page, all the
products that can be bought from the Website are shown. People can buy whatever
they need from the Website after they register on the Website.

Figures 6a, b show the blood plasma bank page. On this page, people can register
themselves as donors of blood plasma. They can register by filling in the information
that is needed for the propermanagement of this donor service. This important section
of the Website can help the donors get connected with the people who need blood
plasma. It also shows the blood plasma bank seekers’ registration page. Just like the
donors, the seekers also have to register themselves on the Website. But they will
register as a seeker on the seeker’s registration page. Blood plasma seekers also have
to provide some necessary information to be registered as a blood plasma seeker. The
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Fig. 6 Blood plasma bank donor registration and blood plasma bank seeker registration

blood plasma bank is an important and essential part of this Website. Both donors
and seekers can find their respective information and blood by browsing theWebsite.

Figure 7 shows the plasma bank blood donor searching option. This page will
come up when a seeker is in need of blood plasma and he searches on our Website.
The donor will have to simply fill in the two options. One is the district, and the
other is the blood group. These two simple informations are needed to search for
the available blood plasma on the Website. From there, users can request the donor
for the blood and can get their basic information according to their needs. Figure 8
shows donor search result.

Fig. 7 Donor searching

Fig. 8 Donor search result
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5 Conclusions

The world is facing a lot of difficulties in this time of corona outbreak, and as a result,
traditional method to provide service is not sufficient at all. People are trying to stay
home as much as possible and those who are moving for treatments are trying to
get a rapid treatment solution. This Web portal enables people to get this innovative
solution at one platform. Users can find all the things they need in this pandemic from
this one Website. They can find the blood plasma that is needed in an emergency
basis, they can find the all the necessary corona products in this Website and they
can get the daily corona update of the world from this Website. The corona-related
information section alone is worth as same as many other Websites that exist at this
time. And in future, we have a vision to add video conference, doctors appointment,
and some more features. This system will be a very innovative and essential element
for the people of Bangladesh.
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Coronavirus Detection Using Computer
Vision

Zuber Khan , Tanay Shubham , Naved Rehman , Rajdeep ,
and Ravi Kumar Arya

Abstract The coronavirus disease (COVID-19) also known as SARS-Cov-2 has
largely impacted the entire globe physically, economically, and psychologically.
The detection of the virus in early stages is extremely crucial for faster recovery
in patients and curbing its spread as its nature is highly contagious. Although several
techniques are present today for the detection of coronavirus, they are laborious in
nature, costly, require experts from medical science, and the accuracy is question-
able in some of the traditional methods. This brings the need to search for a faster
and reliable technique. Computer vision produced remarkable results in predicting
the onset of various diseases, and the use of machine learning in healthcare has
increased tremendously owing to the fast speed and high accuracy of results with
minimal human intervention. Hence, this research paper aims to develop a computer
vision-based artificial intelligence model that can predict the occurrence of coro-
navirus using electron microscopic images of the samples. In order to achieve the
goal, YOLO v3 object detection algorithm using non-maxima suppression is used
to classify whether a particular sample has coronavirus or not. It is proved that
the proposed algorithm works faster than existing methodologies with considerably
higher accuracy for detection of coronavirus.

Keywords COVID-19 · Computer vision · YOLO object detection · Convolution
neural network

1 Introduction

COVID-19, a contagious disease whose first case was found in Wuhan, China, in
December 2019 [1] nearly brought the world to halt for several months and has
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changed the meaning of normal lifestyle at least for several upcoming years. This
airborne virus has the potential to spread primarily through either the drops of saliva
or discharge from the nose of the infected person [2]. The severity of transmission
can be realized from the fact that majority of the infected patients are either asymp-
tomatic or have mild to moderate flu-like symptoms [1]. The pandemic’s global
spread necessitated an immediate commitment from the whole human community.
As a consequence of the increasing number of illnesses and deaths, governments
throughout the world imposed restrictions on people’s activities, movements, and
access to products and services, as well as requiring individuals to work from home
in order to curb the spreading of virus. Though in an effort to slow down the spread
of the virus, researchers are taking big advances, but there is still a need for some
sophisticated procedures that are useful in this situation.

Although several techniques are present today for the detection of coronavirus,
they are not only time-consuming in nature but also become ineffective in curbing
the spread of disease when the number of patients are astonishingly high as the
testing capacity per day is limited. Furthermore, the accuracy of some traditional
methods in detecting true coronavirus cases is questionable. For instance, antigen
tests performed using a nasal or throat swab produce high false-negative rates, with
some evidence suggesting rates as high as 42% [3]. Furthermore, the false-negative
rate in case of RT-PCR technique varies from 2 to 29% [4]. This brings the need to
search for a faster and reliable technique that can produce highly accurate results in
fraction of seconds, and this is where computer vision comes into play.

Therefore, this research paper proposes to develop a computer-aided diagnostic
system that can help in faster diagnosis of coronavirus as compared to traditional
testing techniques. The facilities for human healthcare have proven limited for
this abrupt outbreak. Thus, application of computer vision in detection of coron-
avirus could be best suited in this situation of pandemic. During the course of this
pandemic, different techniques were proposed by various researchers employing
machine learning for coronavirus detection, but they have certain limitations. This
research paper not only overcomes all such demerits but also establishes that a higher
accuracy can be obtainedwith the help of YOLOobject detection algorithm proposed
by Redmon et al. [5], if employed for the same cause on electronic microscopic
images of coronavirus.

2 Literature Review

Machine learning (ML) and image processing techniques are well-known in the
field of medical science for predicting diseases. Many researchers have used several
machine learning, image processing, and other antibody techniques in effort to build
precise and most accurate models for coronavirus detection.

Hosny et al. [6] came up with the introduction of a new ML method for the
detection of COVID-19 virus. In their research, they used the chest X-ray images and
implemented a visual diagnosis method on the X-ray dataset. They used a fractional
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moment (i.e., FrMEMs) and amodified version ofManta Ray Foraging Optimization
(MRFO), modified by using a differential evolution (DE). Their model generated a
set of solutions and used k-nearest neighbor algorithm (k-NN) classifiers to compute
the fitness value for each of the solutions in order to decide whether a given chest
X-ray image is a normal case or a COVID-19.

Furthermore, Zouch et al. [7], proposed a simple deep learning but effective convo-
lutional neural network (CNN)-basedmethod for classifyingCOVID-19, pneumonia,
and no-finding chest X-ray images. The batch normalization operation was used for
input normalization, and it reduced training time and increased model stability.

Recently, Rahman et al. [8], proposed rapid coronavirus identification via
computer-aided diagnostics. Six distinct deep learning pre-trained CNN models—
ResNet18, ResNet50, Res-Net101, InceptionV3, DenseNet201, andChexNet—were
used to create a unique form of U-Net architecture for lung segmentation from X-ray
images.

However, a major problem in the above-mentioned techniques is the reliance on
chest X-ray images for computation and detection purposes. It is a well-known fact
that excessive X-ray radiations are harmful for the human body since there is a
possibility of development of malignant tumors after several years of such exposure.
This puts a limit on the number of times an individual can undergo X-ray scan within
a short interval of time. Further, it is neither feasible nor practical to perform a chest
X-ray of every individual suspected of COVID-19, specifically when the infection is
growing exponentially and thousands of samples need to be tested every day. Also,
not every country in the world has sufficient X-ray testing labs and well-qualified
image processing experts to arrange for a clean dataset required to be fed into the
ML models.

Lastly, Susanna et al. [9] with the aid of clinical samples of patients with
severe acute respiratory syndrome evaluated the performance of two sandwich
enzyme-linked immunosorbent assays (ELISAs) for detection of SARS-CoVnucleo-
capsid protein with the quantitative real-time polymerase chain reaction (qRT-PCR)
and investigated the correlation between their results. This approach can identify
recombinant virus antigens and proteins using antisera, but its drawback is the
time-consuming antisera synthesis, which can only be done in specialist facilities.

The proposed methodology in this research paper neither requires X-ray images
(thereby preventing the exposure to harmful radiation) nor any specialized laboratory
to detect the coronavirus. Rather, it produces results within a fraction of second from
the electron microscopic image of the sample, detecting coronavirus with higher
accuracy than all the above methods.

3 Experimentation and Methodology

The world of computer vision is explored via 53 layered deep convolutional neural
network architecture embedded in YOLOv3 model proposed by Redmon et al. [10],
pre-trained on CoCo dataset and leading to the state-of-the-art, real-time unified
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object detection system. In the YOLOv3 model, only a single neural network cate-
gorizes the image into multiple regions leading to formation of bounding boxes
around the objects present in the image. Then, the classification is done based on
probabilistic distribution of each bounding box. The model is 1000 times faster than
R-CNN employed for the same purpose.

3.1 Dataset

The proposed work utilizes dataset from OpenAire repository which consists of 126
electron microscopic coronavirus images of ultrathin (60–70 nm) plastic sections
through extracellular SARS-CoV particles in Vero cell cultures contributed by
Michael et al. [11]. 12-bit images were recorded at 0.64 nm pixel size with 1376
× 1032 pixel dimensions and saved in 16-bit TIFF format and then subsequently
converted in JPEG format for use. This dataset is employed for training the YOLOv3
model. For testing purposes, random microscopic images are taken from Google
Images.

3.2 IDE & Tools Used

This project was created in Python using the Jupyter Notebook Integrated Develop-
ment Environment (IDE). The Jupyter Notebook is a free, open-source Web-based
software application that helps in developing documents consisting of live code,
visual images, mathematical equations, and text information. The primary Python
libraries used in this project are Numpy and OpenCV. For training the YOLOv3
model on microscopic coronavirus images, Google Colaboratory is used to access
fast computing GPU as hardware accelerator for the TensorFlow framework. For the
purpose of graphically labeling the training images, LabelImg is used.

3.3 Procedure

The proposed work is based on YOLOv3 network architecture (Fig. 1) for object
detection mechanism. In order to train the YOLOv3 model, its framework is cloned
from the GitHub website. In its repository, the GPU, CUDDN, and OpenCV are
made functional by assigning confirmatory value. The pre-trained Darknet weights
already trained on large datasets are used.

Dataset Preparation. The images are associated with the coordinates and class of
the object in a label file having the format of .txt. A graphical user interface (GUI)
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Fig. 1 YOLO v3 architecture (Source Punn et al. [12])

named LabelImg is used for generation of the label files. It is a graphical annotation
tool and compatible with the model giving satisfactory results.

Splitting of the Dataset, Initializing the Training Path. To avoid over-fitting and
mitigate discrepancies in evaluation of model, dataset is split into training set and
testing set. We have split it into 20% test dataset and 80% training dataset.

Training in Google Colaboratory. As the complexity of the YOLOv3 model is
high and due to its multi-scale detection, the GPU which is provided in personal
computers gives unsatisfactory results and mostly proves to be futile for training
purposes. So the model is trained on Google Colaboratory using following steps:

• Synchronizing the Darknet folder containing framework, processed dataset, and
pre-training weights of the model.

• Installing Dos2Unix to remove Windows Formatting and converting all the files
to Unix encoding.

• Compiling the Darknet framework and testing it with sample object detection.
• Making a backup folder in Google Drive to save training weights of customized

model.
• Training the model on the COVID-19 training dataset.

Prediction Using Spyder Notebook. Forwardmethod is implemented for extracting
feature maps from an image in iteration till every feature map is selected, and the
output layer is reached. In the selection process, the model proposes many bounding
boxes for a feature map and for optimum performance. Non-maxima suppression
(NMS) (Hosang et al. [13]) is used which considers only the maximum-valued
bounding box of the feature map while rejecting all other proposals. The predic-
tion for a random electron microscopic image of a coronavirus sample is made in the
console and the output is displayed.

4 Results and Observations

The console output displays whether the image has coronavirus, at what location
along with percentage accuracy. One such result is shown in Fig. 2. One can clearly
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Fig. 2 COVID-19 positive case

observe from the figure that themodel produces bounding box around the coronavirus
particle along with the percentage accuracy of detection on top of it. This shows that
the algorithm is successful in capturing that the sample has coronavirus. If there is no
COVID-19 particle in a sample, the resultant image will not contain any bounding
boxes.

Table 1 compares our work with previous studies in the same domain.
Clearly, the table shows that our research has higher accuracy than other method-

ologies. YOLOv3 which is a 53-layered convolution neural network processes the
input images and detects the patterns among them. Based on the training of YOLOv3
on 126 coronavirus images dataset, the prediction on incoming image is made. The
training itself took 15 days to complete with the rate of around 5 epochs per hour. The
training weights were saved after every 100th epoch, and the variation of validation
loss with the number of epochs is as shown in Fig. 3.

Table 1 Comparative
analysis

Author Methodology Accuracy (%)

Hosny et al. K-NN classifier on
chest X-ray images

96.06

Zouch et al. CNN classifier on
chest X-ray images

91.34

Rahman T. et al. U-Net architecture on
chest X-ray images

95.11

Khan et. al (our work) YOLO v3 on electron
microscopic images

98.83
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Fig. 3 Validation loss
versus epochs

The figure illustrates the variation of validation loss with the number of itera-
tions during the training of the YOLOv3 model. It is observed that the validation
loss decreases significantly with the increment in number of epochs and becomes
substantially constant after the 1300th epoch.

5 Conclusion and Further Discussion

From the current research, we conclude that the YOLOv3 architecture performs
appreciably well for COVID-19 detection using electron microscopic images. The
model training saturates within 1300 epochs for the given dataset, and the testing
accuracy is as high as 99%. Therefore, its use is suggested for practical purposes
in all clinical testing setups wherever feasible after more rigorous training on a
larger dataset, i.e., minimum 5000 images for more accurate prediction in practical
implementation. It is advocated to observe the performance of single-shot detector
(SSD) and spatial pyramid pooling (SPP-net) for the same purpose.



154 Z. Khan et al.

References

1. Kumar R, Nagpal S, Kaushik S et al (2020) COVID-19 diagnostic approaches: different roads
to the same destination. VirusDis. 31:97–105. https://doi.org/10.1007/s13337-020-00599-7

2. Alpdagtas S, Ilhan E, Uysal E, Sengor M, Ustundag CB, Gunduz O (2020) Evaluation of
current diagnostic methods for COVID-19. APL Bioeng 4:041506. https://doi.org/10.1063/5.
0021554

3. Dinnes J, Deeks JJ, Berhane S, Taylor M, Adriano A, Davenport C, Dittrich S, Emperador D,
Takwoingi Y, Cunningham J, Beese S, Domen J, Dretzke J, Ferrante di Ruffano L, Harris IM,
PriceMJ, Taylor-Phillips S, Hooft L, LeeflangMMG,McInnesMDF, Spijker R, Van den Bruel
A (2021) Rapid, point-of-care antigen and molecular-based tests for diagnosis of SARS-CoV-2
infection. Cochrane Database Syst Rev (3). Art. No.: CD013705. https://doi.org/10.1002/146
51858.CD013705.pub2

4. Watson J, Whiting PF, Brush JE (2020) Interpreting a covid-19 test result BMJ 2020;
369:m1808. https://doi.org/10.1136/bmj.m1808

5. Redmon J,Divvala S,GirshickR, FarhadiA (2016)Youonly lookonce: unified, real-timeobject
detection. In: Proceedings of the IEEE conference on computer vision and pattern recognition.
pp 779–788

6. Elaziz MA, Hosny KM, Salah A, DarwishMM, Lu S, Sahlol AT (2020) Newmachine learning
method for image-based diagnosis of COVID-19. PLoS ONE 15(6):e0235187. https://doi.org/
10.1371/journal.pone.0235187

7. Echtioui A, ZouchW,GhorbelM,Mhiri C, HamamH (2020)Detectionmethods of COVID-19.
SLAS Technol 25(6):566–572. https://doi.org/10.1177/2472630320962002

8. Rahman T, Khandakar A, Qiblawey Y, Tahir A, Kiranyaz S, Abul Kashem SB, Islam MT,
Al Maadeed S, Zughaier SM, Khan MS, Chowdhury M (2021) Exploring the effect of image
enhancement techniques onCOVID-19 detection using chest X-rays images. Comput BiolMed
104319. Advance online publication. https://doi.org/10.1016/j.compbiomed.2021.104319

9. Lau S, Che X, Yuen K, Wong B, Cheng V, Woo G et al (2005) SARS coronavirus detection
methods. Emerg Infect Dis 11(7):1108–1111. https://doi.org/10.3201/eid1107.041045

10. Laue M, Kauter A, Hoffmann T, Michel J, Nitsche A (14 Aug 2020) Electron microscopy of
SARS-CoV particles—dataset 01, openAire. https://doi.org/10.5281/zenodo.3985098

11. Redmon J, Farhadi A (2018) Yolov3: an incremental improvement. arXiv preprint arXiv:1804.
02767

12. Punn NS, Sonbhadra SK, Agarwal S, Rai G (2020) Monitoring COVID-19 social distancing
with person detection and tracking via fine-tuned YOLO v3 and Deepsort techniques. arXiv
preprint arXiv:2005.01385

13. Hosang J, Benenson R, Schiele B (2017) Learning non-maximum suppression. In: Proceedings
of the IEEE conference on computer vision and pattern recognition. pp 4507–4515

https://doi.org/10.1007/s13337-020-00599-7
https://doi.org/10.1063/5.0021554
https://doi.org/10.1002/14651858.CD013705.pub2
https://doi.org/10.1136/bmj.m1808
https://doi.org/10.1371/journal.pone.0235187
https://doi.org/10.1177/2472630320962002
https://doi.org/10.1016/j.compbiomed.2021.104319
https://doi.org/10.3201/eid1107.041045
https://doi.org/10.5281/zenodo.3985098
http://arxiv.org/abs/1804.02767
http://arxiv.org/abs/2005.01385


A Novel Distributed Database
Architectural Model for Mobile Cloud
Computing

Somenath Chakraborty , Dia Ali, and Beddhu Murali

Abstract Cloud computing is theway bywhichwe connect to servers, large systems
into a distributed secure manner without worrying about local memory limits. Here,
in this paper,we proposed aNovel distributed database architecturalmodel formobile
cloud computing (NDDAMMCC). Accelerating the exponential growth of wireless
technologies and Internet which are following Nielsen’s Law of Internet Bandwidth,
weare in theneweraof cloud computing. In the recent technological era, smartmobile
devices play a big role in all sort of day-by-day human needs. The applicability is so
huge that the number of apps install on amobile system becomes a hazard due to local
memory limitations for mobile phone users and demands an alternative approach to
solve this local memory problems. Mobile cloud computing (MCC) is the ultimate
mechanism to this issue, and our model presents a promising path in this new kind
of cloud computing technology.

Keywords Cloud computing · Novel distributed database architectural model for
mobile cloud computing (NDDAMMCC) · Nielsen’s law of Internet bandwidth

1 Introduction

The cloud computing is the way by which we connect servers, large systems into
a distributed secure manner without worrying about local memory limits. Initially,
we only focused on desktop computing applications to run on cloud systems, but
in the recent time, smartphones become so powerful and evident part of our daily
life, that we are now capable of performing any kind of computing applications by
using only our smartphones. But smartphones faces new challenges especially due
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Table 1 Mobile cloud computing applications

Class Usages and properties Examples

Private Very secure applications; all the hardware
not shared and own by the owner of the
private cloud

Mobile bank applications, server login
applications etc.

Public Anybody can freely access this kind of
applications; it is shared on open Internet
so anybody can access this services, less
secure, hardware, and software not own by
the owner of public cloud. It provides cost
efficiency and promotes agile
methodologies

Any kind of free applications which are
deployed on open internet

Hybrid Integration of private and public both
layers

Any MCC applications or CloudOps
which consist of free and purchased
features of content and services, like credit
check systems

to the memory usage, processing infrastructure shortage due to the local smartphone
RAMs, and other mobile memory management limitations. Here, this paper mainly
focused on presenting distributed database architectural model for mobile cloud
computing. With the advancement of Internet speed, Internet bandwidth, efficient
dynamic channel allocation for wireless communication [1], Internet of things (IoT)
revolution, and the technological development of smartphone, we have much flexi-
bility to develop mobile architectural model that can run on the cloud using mobile
cloud computing (MCC) applications. MCC deployments mainly categorized into
three classes of applications. The following Table 1 shows the listings.

2 Literature Review

According to NIST SP 800–145 [2, 3], any cloud computing architectural model
should adhere at least these properties, like on-demand self-services, ubiquitous
network access, resource pooling, rapid elasticity, and pay-per use.

They [2] also represent the standardization of three service model of cloud
computing. Startingwith themost important one software as a service or SaaSmodel,
a third-party company or business, hosts application software for the end user, other
components, like hardware, are maintained by the provider company. The next one
is infrastructure as a service or IaaS model. A third-party provider company hosts
the software, hardware, services, and other aspects of the system. An organization
that wants to maximize costs in the company and needs the scaling would choose
this cloud. Another important one is platform as a service or PaaS model, where the
third-party company provides the deployment platforms for the end user. It supports
cloud versions of application development, deployment of different services, and
hosting on cloud platform. The following Fig. 1 portrays the visualization for these
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Fig. 1 The general overview of three service model

three types of cloud model. Zhang et al. [4] addresses the issues and challenges
faced by the cloud computing infrastructure development and recognize significant
development in this emerging field.

Huang and Wu [5] describe in their book chapter, how different kinds of
mobile cloud computing framework works and the basic implementation of their
architecture, development challenges, and basic properties.

The forum [6] formulates the definition of MCC as a simplest way to support
infrastructure, data storage, and data processing should be performed from the outside
of themobile devices. They should be from the cloud and also broaden the services not
only the smart phone users, but a host of application supports to its subscribers aswell.
Aepona [7], shows the potential of mobile cloud computing with the high processing
infrastructure support and huge fast processingmemory support. Ruay ShiungChang
et al. present a comprehensive description of MCC issues, challenges, and provides
the insights of the needs in present times,where there is a demand created for different
kinds of cloud applications. Though all those papers provide insightful information
and show the pathways for new kinds of cloud support systems, but many are mostly
using traditional infrastructure and sometime lacks crucial efficiency and limitations
in client demands.

Here, in this paper, we proposed an MCC model which can leverages the
advancement of distributed computing through sharing and processing data through
distributed data sharing support. Prasad et al. [8] describe resource distributing issues.
It also describes the comprehensive analysis of recent research in this domain.

3 Proposed Methodology

Our NDDAMMCC is illustrated in Fig. 2. The architecture supports the advanced
distributed cloud supports which enable global agility and robustness to the overall
architectural system. In this architectural model, there are basically four paradigm of
infrastructure embedded into a complete systemmodel. It is shown in Fig. 3.Different
kinds ofmobile devices get the dynamic signals [1] in a portablemoving environment,
where the access point (AP’s) establish and support the wireless services by routing
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Fig. 2 A novel distributed database architectural model for mobile cloud computing
(NDDAMMCC)

Fig. 3 Four types of infrastructure support for our novel distributed database architectural model
for mobile cloud computing (NDDAMMCC)

the signals coming from the mobile base stations (BTS). A set of mobile networks
connected through the distributed cloud infrastructurewhich are capable of providing
all kinds of cloud services as well as distributed high speed memory and application
processing support and other platforms support. These distributed clouds coupled in
an independent architecture, but for better security control, these distributed system
integrated with the central cloud systems. Through the mobile networks are shown
in an integrated format in Fig. 2, they are fully independent and their other kinds of
mobile services do not rely on cloud infrastructure support. The distributed cloud
also do not provide hardware or software support to the mobile service providers. So,
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individually any mobile user can subscribe these distributed cloud services though
the Internet and get all those enhanced experiences and facilities of mobile cloud
computing (MCC).

The novel distributed database architectural model for mobile cloud computing
(NDDAMMCC) algorithm is presented in Algorithm 1.

Algorithm 1: The Novel Distributed Database Architectural Model
for Mobile Cloud Computing (NDDAMMCC)
1. Start

2. Input: hostList, ApplicationList Output: Allocation of Distributed shared
resource to ApplicationList.

3. DistributedCloud.Orderby.ResourceReq()
4. For each ResourceReq() in ApplicationList Do
5. If ResourceReq() < DistributedCloud_Capacity()
6. Allocate Demand resource from the current distributed cloud
7. Else ResourceReq != Satisfied
8. search for nearest_distriburd cloud n1,n2,n3…upto nn
9. Allocate Demand resource = Distributed_cloud(any of n1, n2, n3…nn)
10. Do: Max_allocation >= Small_ApplicationList
11. Host_allocation with Accesspointsupport(mode=Dynamic)
12. Resource.Add = Resource_Required(mode= dynamic)
13. Use Resource until ApplicationList finished
14. End

4 Experimental Simulations

This distributed cloud are interconnected through distributed database support
systems and monitor a distributed log which is auto-updated and protects all kinds of
vulnerabilities and attracts from the outside world. We use CloudSim simulator [9],
and the simulation results are presented with the following terminologies described
in that [9] CloudSim simulator paper (Table 2 and Fig. 4).

5 Conclusion

The main advantages of this model are that if any system fails, then also it provides
uninterrupted services in a distributedmanner. This proactivemodel prevents failures
of the system as it is auto-managed in a dynamically space-resource by the central
log from its distributed child nodes.
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Table 2 Analysis of results based on a novel distributed database architectural model for mobile
cloud computing (NDDAMMCC)

Distributed cloud
details (VMs)

Capacity (Dynamically
varying) using space
shared

Estimated finish time
(in milliseconds)

Total processing
capacity of cloud host

12 tasks in 3 VMs 26 239.24 16

23 tasks in 8 VMs 24 568.74 18

39 tasks in 12 VMs 28 698.45 16

26

24

28

239.24

568.74

698.45

16

18

16

12 TASKS IN 3 VMS

23 TASKS IN 8 VMS

39 TASKS IN 12 VMS

Stack Bar Chart for Analysis of results based on A 
Novel Distributed Database Architectural Model for 

Mobile CloudComputing (NDDAMMCC)

Capacity(Dynamically varying) using space shared

Es mated finish me(in milisec)

Total processing capacity of Cloud host

Fig. 4 Stack bar chart for analysis of results based on a novel distributed database architectural
model for mobile cloud computing (NDDAMMCC)
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Dual-Band Stop Filter with Controllable
Stop-Bands Based on Defect in Shunt
Radial Stub

Hare Krishna , Prashant Kumar Singh , Deepak Sharma ,
and Anjini K. Tiwary

Abstract In this article, a novel planar, compact, and wideband dual band-stop
filter (DBSF) with controllable stop-bands are proposed. The first band-stop region
is generated by using shunt connected radial shaped resonator to microstrip line.
However, the novelty is achieved by generating another band-stop region by means
of defect created within the radial stub on the same plane. This defect is created
by etching some pattern from shunt connected radial stub, which results in compact
filter configuration. The two rejection bands can be independently tuned by varying
the dimensional parameters of radial stub and the defected region inside the radial
stub, respectively. Further, cascading of the defected radial stub is done in order to
achieve improved pass-band region between two stop-bands as well as stop-band
regions. The proposed DBSF is designed, fabricated, and tested for WLAN bands
at 2.4 GHz and 5.4 GHz. The proposed filter shows good in-band and out-of-band
response up to 10 GHz. The experimental results agree well with simulation results,
thus validating the proposed design.

Keywords Defected radial stub · Filter · Folded resonator · WLAN

1 Introduction

Modern wireless/microwave communication systems demand low-cost, compact,
and multiband systems. These demands are also dictated on the filters, being the
integral part of the communication system. The band-stop filter (BSF) [1] rejects
the unwanted or spurious signals and permits the desired frequency signals. Dual
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band-stop filters (DBSFs) have applications in high-power amplifiers and mixers
to suppress double sideband spectrum [2]. Various design methods using stepped
impedance resonator (SIR), open stubs, open coupled lines, defected ground structure
(DGS), etc., for realizing DBSFs are available in literature. SIRs are utilized to
realize DBSFs in compact size [3]. However, for designing filter with frequency ratio
(f r2/f r1) less than 2, SIRs are not a good selection. The concept of transversal signal
interaction and open circuited stubs is employed to achieve compact DBSFs with
wide stop-band characteristics [4]. The open stubs and transversal signal interaction
concept offer low-frequency ratio but shows structural complexity. A novel compact
DBSF [5] is proposed using coupled line stub, which in turn results in narrow stop-
bands. A compact DBSF is achieved by means of unequal split ring resonator [6]
and embedded structure [7]. Semi-lumped circuits are also a good method to realize
the DBSF. A microstrip structure with lumped capacitor [8] is used to design DBSF
to realize wide rejection bandwidth along with compactness. Employing lumped
elements increases the component and assembling expenditure. The defected ground
structure [9] concept is also included to achieve the miniaturization and enhance the
performance of DBSF; however, it increases the radiation due to etched ground
plane. These problems like radiation, complexity, and stop-band bandwidth, cost,
and frequency ratio can be minimized by using the planar radial configuration. It is
evident that radial shapedmicrostrip resonators have inherentwide stop-band feature.
A compact DBSF [10] is proposed by embedding a radial stub inside the slotted
microstrip radial resonator. Even slotted structure is already presented; though, this
paper extends the parametric study of this resonator incorporating a novel radial
folded resonator. The novel structure formed by combining these two resonators can
be seen as a novel defected radial stub, and the advantage of using the novel folded
resonator is themore spacewithin the slot. This in turn givesmore design flexibility to
choose the upper resonant frequency near to lower resonant frequency by increasing
the length of folded resonator. This is not the case with embedded radial stub [10],
as there is not much space for further size expansion of inner radial stub.

This paper proposes a novel compact DBSF, for center frequencies 2.4 GHz
and 5.4 GHz. The novelty of the work is in terms of novel defect pattern within
conventional radial stub, which allows for controlling two stop-bands independently
during design. The defect is created by etching out some metallic portion from radial
stub on the sameplane. This in turn reduces the fabrication complexity as compared to
DGS (where alignment between top and ground structures is of utmost importance).
Additionally, no extra resonators are attached to the circuit for generating second
band-stop region; which may result in increased circuit size. Here, the additional
stop-band regime is created by etching metallic portion from the stub; and hence, the
metallic loss will decrease as well as compactness will be achieved. The defected
radial stub configuration may be seen as the combination of slotted microstrip radial
stub and folded open stub resonator in radial fashion. First section explains the
shunt connected slotted microstrip radial configuration. Next section presents the
novel defected radial stub resonator as DBSF. Further, circuit analysis for unit cell is
detailed followed by proposed cascaded DBSF configuration, experimental results,
and conclusion.
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2 Slotted Microstrip Radial Resonator

In this work,method ofmoments-based IE3D full wave simulator bymentor graphics
is used for simulation of all the microstrip configurations. The substrate used for the
design is economical glass epoxy FR-4. The thickness, dielectric constant, and loss
tangent of the substrate are 1.56 mm, 4.4, and 0.016, respectively.

The radial shaped resonator illustrated in Fig. 1a has advantages of compact size
and good resonance at well specified point in wide frequency band. The lumped
equivalent of radial stub is composed of an inductor in series with capacitor. The
input impedance (Zin), inductance (Lrs), capacitance (Crs), and resonant frequency
(f r) of the radial stub can be calculated as [11]:

Z in
∼= − j

120πβh

θr
√

εeff
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+ 1

2
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2
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2π
√
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The parameters εeff, c, β, h, and θ r used in above equations depict effective dielec-
tric constant, speed of light, phase constant, thickness of dielectric, and radial angle,
respectively.

The characteristics of the conventional radial stub filter can further be enhanced to
provide more compact structure and suppressed higher mode resonance in frequency
band of interest. In order to realize a compact structure along with improved charac-
teristics, in the first step, a radial slot is etched out from the conventional radial stub,

(a)
(b) (c)

Fig. 1 a Shunt connected conventional radial stub resonator, b slotted microstrip radial stub filter,
c lumped equivalent model slotted stub [10]
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Fig. 2 Shift in the resonant
frequency with the variation
in outer radius of the radial
slot in slotted microstrip
radial filter

as presented in Fig. 1b. Figure 1c illustrates its lumped equivalent circuit model.
Comparing the microstrip and lumped model, it is clear that the thin high impedance
microstrip line (shunt connection with 50 � line) resembles inductance, L; and the
thick radial microstrip section connected next to the thin line depicts capacitor, Crs1.
To investigate the effect of slot, first conventional radial filter is designed at 2.4 GHz
resonant frequency and then the frequency shift can be analyzed with the variation
of outer radius (ro, slot) and radial angle (α) of the slot.

The change in resonant frequency (f r) with the change in outer radius (ro, slot) of
radial slot is shown in Fig. 2. To investigate the effect, other structural parameters
shown in Fig. 1b are kept constant. The ro, slot is increased from 3 to 11.5 mm,
keeping ri, slot,w1, ri, ro, θ, and α as 2.3 mm, 0.58 mm, 3.5 mm, 16 mm, 60˚, and 60˚,
respectively. The characteristic depicts that as the ro, slot is increased, the f r decreases
because of significant increase in inductance as compared to decrease in capacitance
due to slot. Equation (4) depicts that the overall increase in inductance-capacitance
product results in the shift of resonant frequency toward the lower frequency range.

For ro, slot ≥ 8.5 mm, the resonant frequency is almost constant, i.e., 1.8 GHz,
which shows that increase in inductance and decrease in capacitance are in proportion
so as to provide the same inductance-capacitance product. To achieve the compact-
ness, lower value of ro, slot = 8.5 mm is chosen and slot angle (α) is further changed
keeping all other parameters same. The change in resonant frequencywith the change
in slot angle is given in Fig. 3. This shows that as α will increase, f r will decrease.
It is clear from the Fig. 1b–c, while varying the slot angle, the capacitance (Crs1)
remains constant as (ro − ri) and θ are constant; however, inductance increases with
increasing slot angle as the width (w1) decreases. This results in shift of resonant
frequency toward the lower frequency.

Figure 3 depicts that by etching the slot with parameters ri, slot, ro, slot, and α

as 2.3 mm, 8.5 mm, and 60˚, respectively, within the radial stub; lower resonant
frequency, that is 1.8 GHz, can be achieved with the same dimension as of conven-
tional one, which is designed at 2.4 GHz resonant frequency. To increase the resonant
frequency from 1.8 GHz to 2.4 GHz, the overall size of slotted microstrip radial filter
needs to be decreased. This is achieved by reducing the outer radius (ro) of the slotted
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Fig. 3 Shift in the resonant
frequency with the variation
in slot angle (α) in slotted
microstrip radial filter

microstrip radial stub, which in turn reduces the capacitance (Crs1) and thus reso-
nant frequency move toward required frequency 2.4 GHz. Thus, the slot introduces
compactness in comparison with the conventional radial filter.

Now, it is clear that the use of slot provides miniaturization of microstrip struc-
ture. Additionally, the higher order harmonic can also be suppressed by tuning the
parameters of slotted structure, as depicted in Fig. 4. It shows comparison of the
transmission characteristics of the radial filter without and with slot for 2.4 GHz
resonant frequency, keeping parameters ri, θ, w1, α, and ri, slot constant. It is clear
from the Fig. 4 that by introducing the slot, the higher mode resonance (in between
7 and 10 GHz frequency band) also gets suppressed in slotted microstrip radial filter
and a better pass-band response is achieved. This is because of the fact that the
slot itself is equivalent to a resonator and choosing the dimension of the resonator
appropriately, a transmission pole can be forced to occur at the point of location of
the harmonic; thus, nullifying the effect of harmonic. Hence, the slotted microstrip
radial stub not only offers compact structure but also suppresses the harmonic at the
specific point in the frequency band.

Fig. 4 Transmission
characteristics of radial filter
with and without radial slot
for 2.4 GHz resonant
frequency for ri = 3.5 mm, θ
= 60˚, w1 = 0.58 mm, α =
60˚, and ri, slot = 2.3 mm
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3 Proposed Defected Radial Stub

The slotted radial stub is developed by creating defect in radial stub by etching out
radial shaped structure as depicted in Fig. 1b. Here, a novel defected radial stub (unit
cell for proposed DBSF) is proposed, with new etching pattern as shown in Fig. 5,
for f r1 = 2.4 GHz and f r2 = 5.4 GHz center frequencies. This novel defected pattern
provides dual stop-band performance and also compactness. As depicted in Fig. 5,
this defected radial stub may be seen as the combination of slotted radial stub and
modified open stub (folded open stub in radial fashion). Obviously, the slotting and
folding are done to achieve theminiaturized configuration.Moreover, these two stubs
are independently responsible for two stop-band regions of DBSF.

The slotted radial stub has been already discussed in last section. In the proposed
configuration, slotted stub is designed for 2.4 GHz. The dimensional parameters
ri, slot, ro, slot, w1, ri, ro, and θ = α of miniaturized slotted stub for the above said
frequency are obtained as 2.3 mm, 8.5 mm, 0.58 mm, 3.5 mm, 13.4 mm, and 60˚,
respectively. In modified open stub, a is the width of stub, los is the length of stub,
g is the gap between annular sectors, β is the sector angle, ri1 is inner radii, and ro1
is the outer radii. The resonant frequency of the modified open stub depends on the
length of the stub, which is given by

fr2 = c

λ
= c

4lOS
(5)

Fig. 5 Proposed defected
radial stub resonator as unit
cell for DBSF
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Fig. 6 a Basic model of proposed defected radial stub, b its equivalent circuit

i.e. lOS = (ro1 − ri1 − 3a) + π(ro1 − g − 1.5a) (6)

The basic model and equivalent circuit of the proposed stub are illustrated in
Fig. 6. Here, two arms, namely slotted microstrip radial section with impedance
Zslot and modified open stub resonator (OSR) with impedance Z4, are responsible
for two stop-band regions at f r1 and f r2, respectively. The slotted microstrip radial
section comprises of high impedance lines Z1 and Z3 (represent inductors, L) and
low impedance line Z2 (represents capacitor, Crs1). The design part is performed in
two parts. First, the compact slotted microstrip radial stub is designed for f r1 using
(4), which depends on the inductance (L) and capacitance (Crs1). Further, the OSR
is designed using (5) for f r2.

The variation of f r1, is presented in Sect. 2, depends on the parameters of slotted
stub. However, the position of second resonant frequency, f r2, can be separately
controlled by changing the length of modified open stub, which is verified by the
simulation results as presented in Fig. 7. The simulation is done by keeping dimen-
sions of slotted stub as obtained for f r1 = 2.4 GHz. Figure 7 depicts that the first
resonating frequency is undisturbed with the variation in the length of OSR, which
shows the independency, and hence validates independently controllable stop-bands.

4 Proposed DBSF

The proposed DBSF is designed, fabricated, and tested for WLAN bands at 2.4 GHz
and 5.4GHz. This DBSF comprises of two cascaded defected radial stubs as depicted
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Fig. 7 Simulation result for
different lengths of modified
OSR with ro1 = 5.5 mm, ri1
= 1 mm, β = 60˚, a =
1 mm, g = 0.5 mm
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in Fig. 8. To design proposed DBSF configuration; initially, the dimensions of modi-
fied open stub resonator are obtained for 5.4 GHz. Further, the dimension of slotted
radial stub should be calculated for 2.4 GHz. This will give the overall dimension
of the unit cell, i.e., x1 × y1 = 13.4 mm × 13.4 mm = 179.56 mm2, as shown in
Fig. 8a. The optimized dimension of defected radial stub (unit cell) for abovemen-
tioned frequencies is as ri, slot = 2.3 mm, ro, slot = 8.5 mm, θ = α = β = 60˚, ri =
3.5 mm, ro = 13.4 mm, w1 = 0.58 mm, ro1 = 5.5 mm, ri1 = 1 mm, a = 1 mm, g
= 0.5 mm, and lOS = 9.6 mm. Even, this unit cell provides dual band-stop region;
though, two unit cells are cascaded, as shown in Fig. 8b, to achieve the better selec-
tivity (in pass-band between two stop-bands), high rejection level, wide stop-band
bandwidth, and improved shape factor. The shape factor defines sharpness of the
transition between pass-band and stop-band regions, which can be calculated from

Fig. 8 a Defected radial stub (unit cell), b proposed DBSF (cascaded defected radial stubs)
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insertion loss (S21) graph. This is the ratio of −3 and −20 dB bandwidths; and
its minimum and ideal value are 1. The improvement in performance can be easily
seen by looking over the comparative S-parameter characteristics in Fig. 9. Table 1
illustrates the performance comparison between the proposed defected radial stub
resonator and the proposed DBSF configuration, which also signifies the overall
improvement in proposed DBSF. The two similar defected radial stubs are cascaded
at a distance of 10 mm. The overall dimension of the proposed DBSF is x2 × y2 =
23.4 mm × 23.8 mm = 556.92 mm2.

After designing the proposed DBSF, it is finally fabricated and tested. The char-
acteristics of proposed DBSF are measured using vector network analyzer (VNA).
Figure 10 illustrates the comparative graph for experimental results and simulation
results with the fabricated prototype. Both the results are in good agreement, which
verify the proposed DBSF configuration. The characteristic of the proposed DBSF
is finally compared with the characteristics of the DBSF configurations available in
the literature. The results are tabulated and compared in Table 2, which shows the
superiority of defected radial stub and proposed DBSF in terms of wider bandwidth,
compact size, and higher rejection level.

Fig. 9 S-parameter
characteristics of defected
radial stub and proposed
DBSF
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Table 1 Comparison table
for proposed unit cell and
proposed DBSF

Parameters Defected radial stub Proposed DBSF

Center frequency
(f r1/f r2) (GHz)

2.4/5.4 2.4/5.4

Peak attenuation in
stop-band (dB)

−26.5/−27.1 −40/−34.9

−3 dB fractional
bandwidth (FBW) (%)

67.9/27.4 69.6/33

−15 dB FBW (%) 13.75/6.29 40/20.74

Shape factor 8.57/8.7 2.06/1.89

Size (mm2) 179.56 556.92
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Fig. 10 Simulated and experimental result of proposed DBSF with fabricated prototype

Table 2 Table captions should be placed above the tables

[Reference No.] Year f r1/f r2 (GHz) FBW (%) S21 (dB) Size (mm2)

[2] 2019 2.4/3.75 20.8/21.6 (10 dB) > 17/ > 17 15.2 × 20

[3] 2019 2.34/7.81 33.2/7.9 (3 dB) > 45/ > 18 6.2 × 16.8

[4] 2013 2.6/5.3 61/26.8 (10 dB) > 10/ > 10 42 × 27

[5] 2017 1.50/2.40 23.7/14.6 (3 dB) > 30/ > 30 39.72 × 18.26

[9] 2019 3.35/5.47 3/ 12.34 (3 dB) > 35/ > 35 75.8 × 17.5

Proposed work
Defected radial stub:

2.4/5.4 67.9/27.4 (3 dB)
25/16.3 (10 dB)

> 25/ > 20 13.4 × 13.4

DBSF: 2.4/5.4 69.6/33 (3 dB)
50/22.1 (10 dB)

> 30/ > 25 23.4 × 23.8

5 Conclusion

Three microstrip structures are detailed in this paper. Initially, exhaustive parametric
study of slotted microstrip radial stub is presented, which shows the advantages like
wide stop-band, suppression of second harmonic, and compact structure. Further,
novel defected radial stub resonator is investigated. This configuration consists of a
modified open stub resonator (folded stub in radial manner) and slotted microstrip
radial stub; and the structure is formed by only etching some portion from the conven-
tional radial stub resonator. In both slotted and defected radial stub configuration,
somemetallic portion is etched out from the conventional radial stub; hence, defected
radial stub also exhibits the abovementioned advantages of slotted stub. Addition-
ally, defected radial depicts dual band-stop nature having independently control-
lable stop-bands. One stop-band depends on dimensional parameters of slotted stub;
however, other stop-band can be separately controlled by parameter variation of
modified open stub. After proper microstrip and circuit analysis, the defected radial
stub resonator is designed and simulated for 2.4 and 5.4 GHz center frequencies. The
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proposed resonator shows wide stop-band with 3 dB fractional bandwidth of 67.9
and 27.4%, shape factor near 8, and peak attenuation above 25 dB. The overall size
of the proposed resonator is only 179.56 mm2.

Finally, this paper presents a novel and compact DBSF for 2.4 and 5.4 GHz
frequencies by cascading proposed defected radial stubs in order to achieve improved
shape factor, rejection level, and fractional bandwidth. The complete filter structure
is analyzed, simulated, fabricated, and tested for operation at two stop-bands around
2.4 GHz and 5.4 GHz. The simulation shows the 3 dB fractional bandwidth of 69.6
and 33%, shape factor near 2, and peak attenuation above 35 dB. The presented
compact DBSF provides good pass-band response too and is suitable for wireless
applications.
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Calibration Techniques in ASIC
and FPGA Based Time-to-Digital
Converters

K. Hari Prasad and Vinay B. Chandratre

Abstract The high-resolution time-to-digital converters (TDC) are currently being
implemented in ASIC and FPGA technologies. The methods to implement TDC in
ASIC and FPGA technologies are: delay line, Vernier oscillator, and multi-phase
clock methods. The TDC implementation has challenges due to spread of delays,
delay mismatches, unpredictable place, and route (P&R) delays. The calibration is a
crucial aspect to realize high-resolution and robust TDC under process, voltage, and
temperature (PVT) variations. This paper describes various time interval measure-
ment methods and their calibration techniques. The unique calibration methodology
developed using fewer resources for multi-channel TDCs is also described in this
paper. The calibration techniques can be used across technologies of implementation.
The TDC usingVernier oscillator method in 0.35μmCMOS technology having least
significant bit (LSB) of 127 ps and Xilinx Spartan-3 FPGA having LSB of 110 ps
have been implemented. The delay line method having LSB of 72 ps is implemented
in Spartan-6 FPGA.

Keywords ASIC · FPGA · Time-to-digital conversion (TDC) · Calibration

1 Introduction

The high-resolution TDCs are required in many applications such as high energy and
nuclear physics experiments [1], time-of-flight mass spectroscopy [2], laser range
finding, ultrasonic measurements, and tomography experiments [3]. The FPGAs are
present in the data acquisition systems (DAQ) of most of these experiments. The
integration of the TDC with the rest of the experimental parameters in FPGA leads
to reduction in size and power consumption of the DAQ. Time interval methods
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Fig. 1 List of time interval measurement methods and resources in FPGA

like delay line methods [4], Vernier oscillator methods [5, 6], and multi-phase clock
methods are being used to realize high-resolution TDC. Thesemethods can be imple-
mented in either ASIC or FPGA technologies. The delay line methods in ASIC
technologies are implemented using delay locked loops (DLL). In the FPGA-based
delay line methods, dedicated resources like carry chains, sum-of-product (SOP)
chains, and adder structures in digital signal processing (DSP) blocks are being
used. The brief list of these methods and available resources in FPGA is given in
Fig. 1. These delay elements have non-uniform delays due to lack of direct control
over delays, delay mismatches, and unpredictable P and R in FPGA. The delays
can be measured and compensated for PVT variations using calibration techniques.
The various online or offline calibration methods like bin averaging and bin-to-bin
estimation is presented in detail in Sect. 2.3. The calibration techniques of delay line
methods can also be applied to multi-phase clock methods.

In the Vernier oscillator method, the accuracy, and precision of time measurement
depends on accurate calibration of the oscillator time periods. Themethod to calibrate
the oscillator time periods with an accuracy of a few picoseconds, along with results,
is described in Sect. 3.

2 The Calibration Schemes in Delay Line Methods

2.1 Introduction to Delay Line Methods

In the simplest TDCs, the time (T ) between START and STOP is determined by
counting the integer number of clock periods between them. The T is given by clock
time period (T0) times the number of counts. In this method, the time resolution is
limited to T0. To obtain the resolution beyond T0, various delay line methods like
tapped delay line [7], differential delay line [8], heterogeneous and homogeneous [3]



Calibration Techniques in ASIC and FPGA Based Time-to-Digital … 179

Fig. 2 a Block diagram, b timing diagram of delay line-based TDC, and c delay line schematics

delay line methods are being implemented in ASIC and FPGA technologies using
resources likeDLLs [4], carry chains [9], andDSP blocks [9]. The delay linemethods
share the similar design principle illustrated in Fig. 2, irrespective of the type of the
delay line, interpolation stages [10], and dimensions of the delay line.

In this method, T is measured by counting the number (NC) of clock periods (T0)
between them. The fine timewithinT0 ismeasured using the start and stop delay lines
as shown in Fig. 2. The coarse counter data and the fine-delay line data are latched on
to the corresponding registers on the enable signal generated by the control circuit.
The fine-delay line data are converted to binary code using code converters. The
detailed explanation of coarse counter, control circuit, and code converters aspects
can be found in [11]. If NF_ST is the number of delay cells (buffers) fired between
the START, and next rising edge of the clock in start delay line; NF_SP is the number
of delay cells fired between STOP and next rising edge of the clock in the stop delay
line; τ is the buffer delay of the delay cell, also termed as the least significant bit of
the measurement (τLSB), then T is given by:

T = (NC) ∗ T0 + (NF_ST − NF_SP) ∗ τLSB (1)

The final time T to be measured can be obtained using Eq. (1). The variables in
this equation are count values (NC and NF ); T0 and τLSB . The counter values are
first readout. The second variable T0 is the reference clock period, generally derived
from an accurate, stable crystal oscillator. Further, in order to estimate the T0 with
picoseconds accuracy the calibration technique described in [5] can be used. The
third variable τLSB is the crucial factor, which decides the accuracy, precision, and
linearity of the time interval measurements. It is often termed as bin width, bin size,
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or least significant bit of the time measurement. The following sections describe
various calibration methods to determine the accurate values of τLSB .

2.2 Calibration of DLL-Based Delay Line Method of TDC
in ASIC Technologies

The delay line methods in ASIC technologies are implemented using DLL. The DLL
has voltage-controlled delay line (VCDL), phase detector, and a loop filter as shown
in Fig. 3. The DLL is locked when the cumulative delays of all the delay cells (buffer)
in the delay line are equal to clock (CLK) period, i.e., T0 = N × τ , where N is the
number of delay cells in the VCDL and τ is the buffer delay. The buffer delays are
adjusted by the control voltage in a feedback loop so that the clock period is equally
divided by the number of delay elements

(
τ = T0

N

)
, when the DLL is locked. As a

side note, there exists a very small spread of instantaneous delays due to control
voltage noise and phase comparator jitter.

In this method, the delay lines of the TDC are designed using delay cells, whose
delays can be adjusted by the control voltage. The control voltage of the DLL is
applied to control the delays of the delay cells in the delay line. The principle of
time interval measurement method is the same as that explained in Sect. 2.1 (Ref.
Figure 2b). The time measurement equation is given in Eq. (1). The variables in
Eq. (1) are NC ,NF_ST , and NF_SP which are TDC readout, T0 the reference clock

Fig. 3 Typical DLL-based TDC architecture in ASIC technology
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period; and τLSB . In this DLL method, the control voltage that is given from DLL
ensures that τLSB = T0

N , irrespective of the PVT variations.
The TDC using this DLL method is implemented in 0.35 μm CMOS technology

[4]. A current-balanced logic (CBL) delay cell-based DLL has been developed. The
reference clock period T0 is 10 ns. The number of delay cells used is 74. The delay
of CBL delay cells τLSB is 135 ps.

This method provides the most ideal calibration because the delays of the delay
cells of the DLL are always (continuously) locked to the reference clock time period
by adjusting the control voltage. The τLSB is automatically calibrated, irrespective of
the PVT variations provided the DLL is locked. However, this method is not suitable
to implement in FPGA technologies. Even though the DLLs are present in modern
FPGAs, the delay cells of the DLL are not accessible to the developer.

2.3 Calibration of Delay Line Methods of TDCs in FPGA
Technologies

In the FPGA technology, the delay lines are designed using carry chains, sum-of-
product (SOP) chains, and adder structures in DSP blocks. In this delay line struc-
ture, the buffer delays (τ ) are non-uniform (i.e., τ is not identical across the delay
line). It is required to calibrate the delay line in order to compensate for these non-
uniformities. The non-uniformities are characterized using the following set of equa-
tions. In Eq. (1), it is assumed that the buffer delay τ LSB is identical in the START and
STOP delay lines, but because of the process variations [12], delay mismatches, the
buffer delays across the line are non-uniform. If τ LSB_ST and τ LSB_SP are the buffer
delay in START and STOP delay lines, respectively, then Eq. (1) can be modified as

T = (NC) ∗ T0 + (
NF_ST ∗ τLSB_ST

) − (
NF_SP ∗ τLSB_SP

)
(2)

The unknown parameters in Eq. (2) that needs to be determined using calibration
are τLSB_ST andτLSB_SP . The calibration methods like double sampling method and
average bin width measurement method are used to determine τLSB .

Double sampling calibrationmethod: In thismethod, square pulsewhosewidth and
duty cycle are the same as that of the reference clock period is made to pass through
the delay line (calibration pulse in Fig. 2) whose width is double the actual delay
line width. If number of delay cells fired at the two consecutive clock edges are N2

and N1, respectively, then the average bin width is given by τLSB = To/(N2 − N1).

The average bin width calibration method using statistical code density test: In
this method, the delay line under test is exposed to a number of random pulses (cali-
bration pulse in Fig. 2). The number of fine bins present in one reference clock period
(T0) is observed. As illustrated in Fig. 4, the minimum bin (Nmin) and maximum bin
(Nmax) that are fired in the delay line, covering one clock period (T0) over R samples,
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Fig. 4 Average bin width
calibration method

are registered in REG-1 and REG-2 respectively. The average bin width of the delay
line can be formulated as

τLSB = To
(Nmax − Nmin + 1)

(3)

If the calibration registers REG-1 and REG-2 are updated inside the FPGA, then
the calibration can be termed as online calibration; if the registers updated in the
DAQ software external to the FPGA, then the calibration can be termed as offline
calibration. This low-resource consuming method is suitable for calibrating TDCs
having a large number of channels. The average bin width method is suitable, where
the difference between individual bin and the average bin is less than the LSB.

The bin-to-bin calibration method: The calibration methods described above
determine the average bin width of the delay line. If the difference between indi-
vidual bin width and the average bin width is comparable to the LSB, that is if
|τi − τLSB | ≈ τLSB , indicates that the delay line is highly nonlinear. In this case, it
is required to measure the width of each individual bin [3].

If N identical buffers are required to cover one clock period (T0), then

T0 = N ∗ τ (4)
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and in the case where τ1 �= τ2 �= τN Eq. (4) can be written as,

T0 =
N∑

k=1

τk (5)

From Eq. (4) and Eq. (5), the fractional time between START and next rising edge
of the clock (tST ) STOP and next rising edge of the clock (tSP) can be written as

tST = NF_ST ∗ τLSB_ST =
NF_ST∑

k=1

τk and tSP = NF_SP ∗ τLSB_SP =
NF_SP∑

k=1

τk (6)

Substituting the values of Eq. (6) in Eq. (2) gives the final time T to be measured
as

T = (NC) ∗ T0 + tST − tSP (7)

The objective of this calibration is to determine tST and tSP of Eq. (7). In this
method, a histogram memory is developed. The memory is addressed by the bin
number. The content of the address location has the count indicating the occurrence
of the bin over R samples. This count represents the weightage of the particular bin.
If the count in the ith bin location isCi, then the width of the ith bin can be formulated
as,wi = Ci

R T0.
The accumulated time in delay line till the center of the ith bin can be formulated

as

ti = wi

2
+

i−1∑

k=1

wk (8)

Equation (8) is used to calculate the final time in Eq. (7). The factor of half in
Eq. (8) comes from the fact that the bin widths are measured till the center of the
bin. For instance, the tST and tSP value in Eq. (8) can be written as

tST = wNF_ST

2
+

NF_ST −1∑

k=1

wk and tSP = wNF_SP

2
+

NF_SP−1∑

k=1

wk

3 Calibration Scheme of Vernier Method

In the Vernier oscillator method, the time interval between START and STOP pulses
is measured using two stable, start-able oscillators [5, 6] having periods T1and T2,
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where (T2 < T1) as illustrated in Fig. 5. The oscillators are designed to have slight
differences in periods ΔT = T1 − T2, which is the resolution (LSB) of the time
measurement. The oscillator-1 (period T1) and oscillator-2 (period T2) were made to
start by START and STOP respectively, and are counted by counter-1 and counter-2
respectively. Since T2 < T1 and STOP come after START, both the oscillators even-
tually coincide or phase crossover occurs, which is detected by the phase detector.
The final time T between START and STOP can be formulated as Eq. (9). The count
values n1 and n2 are the output of TDC. The final time T depends on the accurate
calibration of the oscillator periods T1 and T2.

T = (n1 − 1)T1 − (n2 − 1)T2 (9)

The objective of the calibration in the Vernier oscillator method is to exactly
determine the period of oscillators T1 and T2 with an accuracy of a few picoseconds.
To achieve the picoseconds accuracy, the oscillator clocks are counted for a very long
duration TL as shown in Fig. 6. If K1 (K2) is the number of pulses of the oscillator-1
(2) counted for the duration TL, then the time period T1 (T2) of the oscillator-1 (2)
is given by T1 = TL/K1(T2 = TL/K2). The value of TL is chosen sufficiently long

Fig. 5 Design principle of Vernier method a block diagram and b timing diagram

Fig. 6 Calibration scheme
in Vernier oscillator method
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such that an error of ±1 due to quantization in the values of K1 and K2 still gives
the values of T1 and T2 with an accuracy of a few picoseconds. The values of T1

and T2 are updated periodically using the calibration in order to mitigate the PVT
variations.

4 Implementation Details and Experimental Results

The TDC implementation details and experimental results of various TDCs and
calibration schemes implemented in ASIC and FPGA technologies are described in
this section.

The TDC-based on the Vernier method is implemented in 0.35 μm commercial
CMOS technology [5]. In this method, as shown in Fig. 6 on a calibration start signal
(CAL_ START), the oscillator clocks are counted for a large interval (TL) of 80 μs.
The typical value of T1 is 7.245 ns, T2 is 7.118 ns, and ΔT is 127 ps. The T1 and
T2 values obtained from the calibration are used to measure the final time T using
Eq. (9). The measured precision of the final time T, for the applied inputs of START
and STOP having a time difference of 1.52 μs, is 73.6 ps.

The TDC using the Vernier oscillator method was implemented in Spartan-3
FPGA using XORCY [13] elements in the feedback loop of the oscillators. The
value of TL is chosen as 100 μs. The typical value of T1 is 5.560 ns, T2 is 5.450 ns,
and ΔT is 110 ps. The measured precision of the final time T, for the applied inputs
of START and STOP having a time difference of 51 ns, is 44.5 ps.

The TDC using tapped delay line method described in Sect. 2.1 is implemented
in Spartan-6 FPGA. The 200 MHz reference clock (T0 = 5 ns) is derived inside the
FPGA using the on-chip clock manager from an input clock of 40 MHz. The delay
line covering one period of T0 is implemented using CARRY4 [14] elements. From
the initial simulation results, a delay line of 80-delay cells is designed. The TDC is
calibrated using the average bin width measurement method. This method is chosen
for calibration because it is less resource consuming. The statistical code density
test is performed by applying the random inputs from the P400 delay generator. The
Nmax and Nmin values in Eq. (3) are measured over a large number of samples (R =
100 k) for each delay line. The measured values of Nmax and Nmin for the start and
stop delay lines are 69 and 1; this results in τLSB_ST and τLSB_SP of 72.4 ps. A time
interval T of 29 ns between START and STOP is applied to TDC using the delay
generator. The output of the TDC calculated using Eq. (2) over 10,000 samples is
obtained, and a histogram is plotted as shown in Fig. 7. The measured values of the
mean and standard deviation (precision (σ)) are 29.72 ns and 39.28 ps, respectively.
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Fig. 7 Time spectrum of the
TDC for the applied input of
29 ns between START and
STOP

5 Conclusion

Various time interval measurement methods, calibration techniques, and experi-
mental results are described in detail in this paper. The calibration is a crucial aspect
which determines the resolution and precision of the TDC. The delay line methods in
ASIC technology useDLLs for the calibration of the delay cells. In FPGA-based cali-
bration methods, there exists a trade-off between the average bin width method and
bin-to-bin calibration methods. The average bin width method can be applied when
the variation in the bin widths is less than the ideal bin width (|τi − τLSB | < τLSB).
This method is an ideal solution for the multi-channel TDCs because of its minimal
resource consumption. The complex and high-resource consuming bin-to-bin cali-
bration can be applied when the bin width variation is comparable to the ideal bin
width (|τi − τLSB | ≈ τLSB). The TDC calibration techniques presented in this paper
can be used across different processes and FPGA technologies.

The TDC using Vernier oscillator method in 0.35 μm CMOS technology and
Xilinx Spartan-3 FPGA have been implemented. The calibration techniques result
in a TDC resolution (LSB) of 127 ps in CMOS technology and 110 ps in Spartan-
3 FPGA. The delay line-based TDC with a low-resource consuming calibration
technique, suitable for TDCs with a large number of channels, was implemented in
Spartan-6 FPGA. This technique results in a TDC resolution (LSB) of 72 ps.
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A High-Speed CMOS Frontend Readout
ASIC for Multi-Channel Muon Detectors

Menka Sukhwani, Vinay B. Chandratre, Megha Thomas,
and K. Hari Prasad

Abstract A prototype high-speed frontend readout ASIC, designed in 180 nm
CMOS process for tracking and precision time-tagging applications in high energy
physics experiments, is presented. This ASIC comprises four readout channels, each
consisting of a three-stage voltage amplifier, an on-chip analog cable driver and a
comparator with LVDS driver. The amplifier and comparator are AC coupled exter-
nally. In this ASIC, potential distribution method (PDM) is used to design the high-
speed amplifier, cable driver, and comparator stages. This method has proven to be an
efficient way of optimizing the target specifications trade-offs. The ASIC exhibited
a total voltage gain of ~ 71 and maximum output swing of ~ 600 mV across 50 �

load for both the input polarities with power consumption of ~ 20 mW/channel. The
timing precision of the overall FEE channel is measured to be ~ 530 ps RMS with
comparator overdrive of around three times the threshold voltage.

Keywords Frontend electronics · Resistive plate chamber detector · Potential
distribution method

1 Introduction

In high energy physics experiments, large area multi-channel detectors, like resistive
plate chamber (RPC) and drift tube detectors, are used for muon trigger generation
through event tracking and precision time-tagging. These detectors are also suitable
for neutrino studies and muon tomography systems. The Iron Calorimeter (ICAL)
experiment of the India-based Neutrino Observatory (INO) will also use ~ 28,800
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Fig. 1 Schematic representation of the RPC detector

single-gap RPC detectors to study atmospheric muon neutrinos [1]. In this experi-
ment, each RPC detector is of size 2 m× 2 mwith 64 X and 64 Y orthogonal readout
strips on both sides of the detector, as shown in Fig. 1. Each readout strip exhibits
~ 120 pF capacitance and acts as a strip-line with ~ 50 � characteristic impedance.

When a muon particle passes through the gas gap of the RPC detector, it produces
charge carriers which move in presence of the applied high electric field. This move-
ment of charge carriers inside the gas gap induces a current signal on the X and Y
pick-up strips in opposite polarity. The typical signal of an RPC detector, being oper-
ated in the avalanche mode as in the INO-ICAL experiment, has a rise time of ~ 1 −
2 ns with total signal charge in the range of ~ 0.1 pC to a few pC. The measurement
requirements of the INO-ICAL experiment involve hit-pattern latching for muon
tracking and precision time-tagging of the valid events to identify the direction of
incident neutrino.

These detectors require a high-speed, low power, multi-channel amplifier, and
leading-edge comparator-based frontend electronics (FEE) to meet the measure-
ment requirements. Furthermore, in the INO-ICAL experiment, access to the ampli-
fied detector channels is also required for detector health monitoring, which is not
provided in previously reported single-gap RPC FEE solutions [2, 3].

A prototype quad voltage amplifier and leading-edge comparator ASIC is devel-
oped in 180 nm CMOS process to meet the novel readout requirements of the single-
gap avalanche mode RPC detectors of the INO-ICAL experiment. This FEE ASIC
provides an indigenous, low-cost, and low-power solution to cater to the long-term
requirements of the experiment. The potential distribution method (PDM) [4, 5] is
used for design of the amplifier, cable driver, and comparator stages in this ASIC,
which has efficiently allowed optimization of design trade-offs. The detail design
aspects and lab test results of the quad FEE ASIC are presented in the following
sections.
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2 Design of Quad FEE ASIC

The prototype quad FEE ASIC comprises four channels of high-speed amplifier
and leading-edge comparator that can be used either individually as stand-alone
amplifier and comparator or can be coupled externally to form a complete FEE
channel. The external coupling through a bypass capacitor allows a stable overdrive
at the comparator input in presence of random DC offset at the amplifier output due
to process variations and device mismatch. A single channel configuration of the
ASIC is shown in Fig. 2 with details given below.

2.1 High-Speed Amplifier Channel

The amplifier channel is built with three stages of single-ended, closed loop voltage
amplifiers with DC offset adjustment provided in the first two stages. These amplifier
stages are followed by an on-chip analog 50 � cable driver.

The critical design aspect of this FEE ASIC was to obtain the overall amplifier
bandwidth of ~ 350 MHz, as required to match the minimum detector signal rise
time of ~ 1 ns, while achieving the required gain with minimum power consumption
(< 30 mW/FEE channel). In the previous versions of INO-ICAL RPC FEE ASIC [6,
7], designed in 0.35 µm CMOS process, single stage transimpedance, and voltage
amplifiers were used to build the amplifier channels. However, in this FEE ASIC,
owing to the lower intrinsic transistor gain in 180 nm CMOS process [8], a rail-to-
rail two-stage amplifier with class AB output buffer [9], as shown in Fig. 3, is used
to implement all the amplifier stages and analog cable driver. The design approach
followed for optimum and efficient design of these rail-to-rail amplifier stages is
described below.

Design Methodology

Initial design using PDM in open loop DC analysis: In short channel CMOS tech-
nologies, the gm/ID design methodology is typically followed to optimize the analog

Fig. 2 Single channel schematic of the quad FEE ASIC
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Fig. 3 Schematic of the wide swing amplifier with class AB output stage

designs. However, it was observed that the potential distribution method (PDM)
quickly yields the preliminary design through open loop DC analysis and final
design can be obtained through minimal optimization iterations. In this method, DC
voltage biases at all the amplifier nodes were first estimated based upon following
considerations,

(a) Input and output nodes were fixed at Vcm = (Vdd−V ss)
2 . The bulk of all the

transistors were connected to their respective supplies. Further, an overdrive
of 5% of (Vdd − Vss), i.e., ~ 90 mV, was considered for all the transistors
as in [4, 5], except for output transistors (M13, M14). For these transistors,
an additional overdrive of ~ 200 mV was taken to ensure linearity at larger
swings.

(b) Gate voltages of the bias transistors (NMOS: M5, M16 and PMOS: M6, M15,
M17) were fixed as VGN−Bias = V ss + Vthn + 0.05 ∗ (Vdd − V ss) and
VGP−Bias = Vdd − Vthp − 0.05 ∗ (Vdd − V ss), respectively.

(c) The common source nodes (A and B) of the input differential pairs were esti-
mated at VSN−Diff = Vcm − V ′

thn − 0.05 ∗ (Vdd − V ss) and VSP−Dif f =
Vcm + V ′

thp + 0.05 ∗ (Vdd − V ss). Here, V ′
thn and V ′

thp represent the threshold
voltages of NMOS and PMOS input devices with the given body bias.

(d) The gate and drain nodes (C and E) of diode connected loads were assumed to
be at same potential as the output nodes (D and F), respectively, of the input
differential pairs. As these nodes (D and F) also form the gate bias of output
stage, these were kept at, VE = VF ≈ Vdd−Vthp−0.05∗(Vdd − V ss)−0.2
and VC = VD ≈ V ss + Vthn + 0.05 ∗ (Vdd − V ss) + 0.2.

The voltage biases on all the nodes of the amplifier design as determined through
above considerations, with Vdd = 0.9 V and Vss = −0.9 V, are given in Table 1.

The bias currents in the input differential pair and output branch can only be
finalized based upon the required closed loop 3-dB bandwidth (that determines the
amplifier rise time) and stability margins, respectively, in presence of circuit parasitic
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Table 1 Node voltages (in V) of amplifier design in Fig. 2 based on PDM

Devices Vth VG VS VD Devices Vth VG VS VD

M1, M2 0.54 0 0.63 0.1 M3, M4 0.58 0 0.67 −0.13

M5 0.48 −0.33 −0.9 −0.63 M6 0.51 0.3 0.9 0.67

M7, M8 0.48 −0.13 −0.9 −0.13 M9, M10 0.51 0.1 0.9 0.1

M11, M12 0.54 0.1 0.1 −0.13 M13 0.51 0.1 0.9 0

M14 0.48 −0.13 −0.9 0 M15 0.51 0.3 0.9 −0.33

M16 0.48 0.33 0.9 0.63 M17 0.51 0.3 0.9 0.3

while minimizing the power consumption. Initially, these currents were estimated
at ~ 100 µA. Then, widths of all the transistors (with L = 0.18 µm) were obtained
throughDC sweep simulation of single transistor circuit [5] keeping voltage biases at
all the terminals as decided previously. Here, a testbench was developed to directly
provide the width of the transistor for the given drain current without any graph-
ical analysis, allowing easy iterations. Back annotation of these MOS widths in the
amplifier design yielded the designed voltage biases at all the nodes along with the
branch currents. The values of miller compensation capacitor and lead compensation
resistance were estimated in open loop AC analysis to yield a single-pole response.
This base amplifier design exhibited an open loop DC gain of ~ 55 dB with unity
gain bandwidth of ~ 2.44 GHz. In the open loop design, the trade-off between the
amplifier bandwidth and power consumption can be optimized by careful choice of
the bias current.

Design optimization of the closed loop, cascaded amplifiers:Three base amplifiers
wereDC coupled in closed loop configuration to achieve overall channel gain of ~ 70,
as shown in Fig. 2. Now, in order to achieve a rise time of ~ 1 ns, a 3-dB bandwidth
of ~ 350 MHz [10] would be required for overall channel. Therefore, closed loop
3-dB bandwidth of each amplifier stage (assuming similar values for all the stages)
in the N-stage channel can be estimated as [10],

famp = √
N × fchannel (1)

In this FEE ASIC, the amplifier channel comprises four stages including the
analog cable driver, therefore, individual amplifier should have a 3-dB bandwidth
of greater than 700 MHz to safely accommodate the post layout parasitic load also.
Furthermore, a minimum phase margin of 65° needs to be ensured in closed loop
configurationwith expected load from the subsequent stages. Therefore, the values of
the bias currents,miller compensation capacitors, and lead compensation resistors for
each amplifier stage were required to be optimized simultaneously in the closed loop,
cascaded configuration to achieve the required stability margins, overall bandwidth,
and power consumption. The simulated AC response of all the four stages is shown
in Fig. 4.

Analog cable driver: In this FEE design, the analog cable driver consumes the
maximum power as it is required to provide a maximum voltage swing of ~ 600 mV
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Fig. 4 Simulated AC response of four stages of the amplifier channel

Fig. 5 Simulated transient response of the amplifier channel through analog cable driver across
50 � load for input range of 0.5 mV to 8 mV

across external 50 � load, as shown in Fig. 5, maintaining the amplifier rise time in
presence of parasitic load from two I/O pads and bond wires (amplifier output and
comparator input I/Os). Therefore, it was designed to provide only sinking current,
i.e., only negative output through NMOS output device leading to lower quiescent
power consumption.

However, as the detector provides single-ended complementary outputs from
the top and bottom readout channels, the opposite polarity output would require
an inversion to obtain negative only output for both the input polarities. A gain trim-
ming option is, therefore, provided in the first amplifier stage in order to equalize
the total channel gain in both inverting and non-inverting configurations, as shown
in Fig. 2. The analog cable driver was also designed using PDM. The final design
details of the amplifier and cable driver stages are given in Table 2.
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Table 2 Design details of the amplifier and cable driver stages of the FEE ASIC (L = 0.18 µm)

Devices Size Quiescent
current

Devices Size Quiescent
current

M1, M2 5.81 µm 80 µA M3, M4 18.53 µm 80 µA

M5 16.2 µm 160 µA M6 50.6 µm 160 µA

M7, M8 1.3 µm 80 µA M9, M10 3.9 µm 80 µA

M11 0.5 µm 0 M12 0.5 µm 0

M13: Amplifier
M13: Cable driver

9.5 µm
20 µm

220 µA
1142 µA

M14: Amplifier
M14: Cable driver

3 µm
100 µm

220 µA
1142 µA

M15 17.42 µm 80 µA M16 7.31 µm 80 µA

M17 21.6 µm 80 µA C1, C2: Amplifier 45 fF

R1, R2: Amplifier
R1, R2: Driver

5 k�
3 k�

C1, C2: Driver 120 fF

Fig. 6 Die picture of the quad FEE ASIC and packaged ASIC in CLCC-48 package

2.2 Comparator and Layout Design

The design of leading-edge comparator [11] was ported to 180 nm CMOS process
using PDM. It comprised a pre-amplifier followed by cross-coupled latch and output
buffer. An on-chip LVDS driver [12] provided the comparator output on external 100
� load. The layout of the FEE ASIC was designed in full custommanner, occupying
an area of 2 mm × 2 mm. The ASIC is packaged in CLCC-48 package, as shown in
Fig. 6.

3 Experimental Results

The quad FEE ASIC is tested in the laboratory for amplifier gain and linearity along
with LVDS output compatibility with the standard receiver and timing precision.
The amplifier output, for an input voltage pulse of amplitude ~ 5 mV and rise time
~2.2 ns, is shown in Fig. 7a. The voltage gain of the amplifier channel was measured
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Fig. 7 Experimental results a amplifier output profile,b transfer characteristics of the four amplifier
channels

to be ~ 71, as obtained from its transfer characteristics shown in Fig. 7b. The values
of the miller compensation capacitors and lead compensation resistors that were
finalized in the closed loop, cascaded configuration considering the actual on-board
parasitic, were found to be optimum as amplifier output exhibited good transient
stability without significant overshoots and ringing.

The comparator LVDS output was acquired by an FPGA TDC-based data acqui-
sition module, and timing precision was measured by plotting the LVDS width spec-
trum for comparator overdrive of around three times the threshold voltage (~ 50mV).
The comparator exhibited an intrinsic time precision of ~ 50 ps RMS and time preci-
sion of the entire FEE channel, including the amplifier and comparator, wasmeasured
to be ~ 530 ps RMS, as shown in Fig. 8a and b, respectively. The power consumption
of the FEE ASIC was measured to be ~ 20 mW/channel.

Fig. 8 LVDS pulse width spectrum for a intrinsic time precision of the comparator, b for time
precision measurement of the overall FEE channel including amplifier and comparator
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4 Conclusion

A prototype quad FEE ASIC is developed, in 180 nm CMOS process, for readout of
large area,multi-channelmuon detectors like RPC and drift tube detectors. TheASIC
comprises four independent channels of high-speed amplifiers and comparators that
are coupled externally. The amplifier and comparator stageswere efficiently designed
using potential distribution method (PDM). This method quickly leads to an initial
design and allows easy iterations of the bias currents and respective MOS aspect
ratios to achieve the required specifications. The FEE ASIC has achieved the desired
specificationswith amplifier channel voltage gain of ~ 71 and overall timing precision
of ~ 530 ps RMS with power consumption of ~ 20 mW/channel.
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A High-Gain Photo Sensor in 0.35 µm
HV CMOS Process

Sourav Mukhopadhyay and Vinay B. Chandratre

Abstract This paper presents the development of a high-gain photo sensor in
0.35 µm commercial high voltage (HV) CMOS technology. The photo sensor
consists of an array of avalanche diodes (APD), each operating in the Geiger-Muller
(GM) region together with a passive quenching network, connected in parallel. The
primary motivation behind this development is the possibility of monolithic inte-
gration of photo sensors and readout electronics in the commercial CMOS process,
which is an attractive solution in many areas. Various promising photo sensor struc-
tures specific to CMOS technology are implemented, incorporated in a test vehicle
(TV), and fabricated in HV CMOS technology. The TCAD simulation, physical
design, electrical, and optical characterization of the photo sensor structure that
shows the best result among the various structures are presented herewith in this
paper.

Keywords High-gain photo sensor · SPAD in HV CMOS · Array of GM-APD

1 Introduction

The detection of weak optical signals down to few photons or even a single photon [1]
is challenging but critical for a wide range of scientific and technical applications.
This requirement saw the advent of a versatile device called silicon photomulti-
plier (SiPM) [2], which finds its wide application in various fields, including optical
communication [3], astrophysics [4], nuclear radiation-based diagnostic instruments
[5], home-land security [6], and high-energy physics [7]. Properties like insensitivity
to magnetic fields, high-gain, high photon detection efficiency (PDE), robustness,
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lower operation voltage, good timing properties make SiPMs an attractive alterna-
tive to substitute photomultiplier tube (PMT) in many areas. Furthermore, the “multi
micro-cells (self-quenched GM-APD) in parallel like” structure of SiPM converts
the digital nature of the individual micro-cells to analog nature collectively as long
as the numbers of incident photons on the detector’s active area per unit time are less
than the number of pixels.

The design of self-quenched GM-APD, i.e., single photon avalanche diode
(SPAD), in commercial CMOS technology [8] has been a growing trend over the
years. The commercial CMOS process imparts many design challenges by ruling
out any scope for modification in the process steps that are primarily optimized for
readout electronics. However, the prospect of integrating the sensor and its readout
electronics on the same wafer offers an edge over a hybrid system as the parasitic
introduced by the external connections bring about system performance degradation
in terms of lower sensitivity and speed.

One of the significant challenges in designing SPAD in sub-micron CMOS
technology is to avoid the premature perimeter edge breakdown (PEB) [9] or the
soft breakdown. There are reported techniques in the literature to mitigate PEB in
commercial CMOS processes such as P-well guard ring-based structure [10], N-well
guard ring-based structure [11], substrate guard ring-based structures [12], and deep
P-tub/N-tub-based structure [13].

In this work, we explore the development feasibility of SPAD, using such various
design ideas in a commercial HVCMOSprocess, by designing anASIC (test vehicle)
incorporating different promising structures. In addition, a novel design technique
specific to the standard CMOS process is implemented to enhance the optical sensi-
tivity.Nine different potential designs of arrays of SPADwith various pixel structures,
guard ring techniques, and quench resistor layout methods are implemented in the
ASIC. The best-performing structure among the nine will be discussed in this paper.

2 Design of High-Gain Photo Sensor

The P-well guard ring-based SPAD [10] structure provides the most promising
results among the nine different structures. Hence, this paper will only deal with
the development of P-well guard ring-based micro-cell structure from here onwards.

2.1 Design of a Micro-Cell

Figure 1 shows the cross-section of the micro-cell, based on the P+/DN-well (deep
N-well) active junction.

To avoid premature edge breakdown (PEB), P-well-based guard ring has been
implemented. Standard 0.35µmHVCMOS technology provides these additional P-
well and DN-well to facilitate the design of the potential SPAD compared to standard
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Fig. 1 Cross-section view of a single micro-cell (representative figure, drawn not to scale)

N-well CMOS technology. The active area of the individual pixel is 30µm× 30µm.
The guard rings, contact for deep N-well (cathode) & substrate, and inter-pixels
routings in metal layers reduce the fill factor to a great extent which affects the PDE
of the sensor. Laying out the high-value passive quenching resistor degrades the fill
factor even further. The non-active area is shielded with one of the available metal
layers to avoid light absorption, as shown in Fig. 1.

2.2 Layout of a Micro-Cell

A 16 × 16 array of similar micro-cells as shown above with individual quench
resistor based on hypo-poly silicon layer is laid out. The total active area of the
high-gain photo sensor is ~1 mm2 with a fill factor of ~24%. Different techniques
were used to implement a high value of quench resistor (~hundreds of kilo ohm) in
the smallest possible area without degrading the fill factor too much. Figure 2 shows
the layout of different micro-cells with two different ways of quench resistor layout.

Fig. 2 Physical designs of two micro-cells with different quench resistor layout techniques
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As the standard CMOS technology is not optimized for making a photo sensor,
some of the design rule check (DRC) and electrical rule check (ERC) rules have
been intentionally violated while making the layout of the high-gain photo sensor.
Similarly, the stacking of layers from the surface (metals, oxide, and passivation
layers) in a standard CMOS process is not tailored to develop an optical device
intended to detect a single or few tens of photons. So, in this design, we have utilized
the “PAD” layer (the protection opening layer) on top of the device’s active area to
improve the device’s feeble light detection capability. To validate this idea, we have
made two designs based on the same micro-cell as discussed earlier, only with the
difference that in one design, there is a “PAD” layer on top of the active area while
in the other design, it is absent (Comparative optical performance between these two
variants are provided in section four).

2.3 TCAD Simulation of a Micro-Cell

Technology computer aided design (TCAD) simulations were carried out before
fabricating the design to understand the device’s electrical and optical behavior.
Due to the limitation of the number of grid points in the device simulator, only
one single micro-cell was simulated. Physical models (Boltzman carrier statistics;
concentration-dependent and field-dependent mobility; Shockley–Read–Hall and
Auger recombination; Selberherr impact ionization) were used to predict the device
behavior accurately. Figure 3a shows the electric field profile inside the micro-cell
corresponding to Fig. 1 with a peak electric field of 5.5 × 105 V/cm at the center
of the active area, while the electric field at the guard rings is considerably less. It
indicates that the PEB phenomenon is avoided with this design of the micro-cell.
In the 1D electric field profile view (Fig. 3b), by taking a cut-line in the center of
the simulated micro-cell, a sharp profile of a high electric field can be seen with a

Fig. 3 a 2D electric field profile showing max electric field at the center and comparatively lower
electric field in the guard rings indicating higher breakdown voltage for the guard rings, b 1D
electric field distribution along with the depth of the micro-cell
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Fig. 4 a Reverse I-V characteristics, b spectral response of the simulated micro-cell

peak electric field at around 0.25 µm depth from the surface, signifying the junction
between P+ and DN-well.

Figure 4a shows the reverse I-V characteristics of the simulated micro-cell with a
sharp breakdown voltage of ~18.5 V. The spectral response of the GM-APD micro-
cell could be seen in Fig. 4b with a peak sensitivity at ~400 nm wavelength region
of the visible light spectrum.

3 Fabrication and Packaging

The design of high-gain photo sensors was fabricated using 0.35 µm HV CMOS
technology and packaged in a CLCC-44 package with taped lid. Figure 5a shows
the complete layout view of the test vehicle ASIC with a die area of 4.3 mm ×

Fig. 5 aComplete layout view of the test vehicle ASIC, b the packaged device in open lid condition
with the bond wires protected with epoxy. The center column could be seen with whitish shade, as
in those three sensors the “PAD” layer is present on the active area, c reverse I-V characteristics of
the fabricated 16 × 16 array of self-quenched GM-APD based on P+/DN-well junction (30 µm ×
30µm)with P-well guard ring.A current compliance limit of 10µAwas set during themeasurement
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4.3mm.Nine different structures of arrays of self-quenchedGM-APDs (connected in
parallel) in a 3×3matrix have been laid out using the nearest bond-padswithminimal
routing. The foundry given bond-padsweremodified to supply higher voltage into the
terminals of the pixels. Figure 5b shows the packaged ASIC with open lid condition.
A 99.9% optically transparent (ensured no light loss before entering the device’s
active area) epoxy and resin hardener combination was applied on the surface of the
bare die and cured for 48 h. This step is necessary in order to protect the bond wires
and device surface during testing.

4 Device Characterization

Testing of the high-gain photo sensor has been carried out in two steps. Initially,
electrical characterization has been carried out with the unpackaged die supplied
by the foundry. Subsequently, optical characterization was done using the packaged
devices.

4.1 Electrical Characterization

During electrical characterization, current versus reverse bias voltage (I-V) measure-
ment (shown in Fig. 5c) has been done using semi-automatic wafer prober from
Cascade, semiconductor parametric analyzer B1500A from Keysight technologies
and high-current high-power source measure unit (SMU).

4.2 Optical Characterization and Test Setup

A customized dark box was built to install the optical test bench with tabletop x–y–z
mounts for the optical characterization of the TV ASIC. A CAEN SiPM characteri-
zation kit [14], consisting of the power supply and amplification unit (SP5600), the
device holder (SP5650C), LED driver (SP601), and desktop digitizers (DT5720A)
was used. The packaged device under test (DUT) with removed metal lid was
mounted on the SiPM holder (SP5650C), a part of SP5600 which is stacked on top
of an x–y–z mount. The x–y–z mount helps to precisely align the small area of DUT
(~1 mm × 1 mm) with the FC interfaced optical fiber with a 1 mm2 cross-section
that was flashed on the device surface to guide the light from the LED driver onto the
DUT. Figure 6 shows the detailed test setup. The ultra-fast LED driver emits pulses
at ~405 nm [15]. The optical response of the DUT, amplified and further processed
through SP5600, was sent to a high bandwidth oscilloscope.

Figure 7 highlights the optical response of the high-gain photo sensor structure
with a violet LED. While Fig. 7a shows the response with a train of LED pulse with
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Fig. 6 Test setup to characterize the fabricated and packaged high-gain photo sensors inside a dark
box with the CAEN SiPM characterization kit. A zoomed view of the optical fiber flushing on the
DUT is shown in the inset

Fig. 7 a Hysteresis plot of the spectral response with subsequently increasing light intensity
(changing the LED dial) on the oscilloscope, b photo pulse corresponding to a Geiger discharge in
single mode (oscilloscope) including dark current pulse along with possible second-order effects.
The purple track, used as a trigger, corresponds to the synchronization signal from the LED driver

increasing intensity in a hysteresis plot, Fig. 7b shows the optical response in a single
mode with a LED trigger. The fall time part of the transient response can be seen
to have two components; initially, a fast decay followed by a slow decay. The fast
component of the fall time is may be due to the parasitic capacitance [16] of the large
quench resistor in the commercial CMOS process.

The optical characterization was also carried out with a yellow LED (~590 nm),
but the device showed better optical sensitivity with a violet LED (~405 nm). This
behavior is consistent to what we achieve in the simulation (Fig. 4b). Likewise, in
line with the value of breakdown voltage achieved in the simulation (~18.5 V), the
measured breakdown voltage of the fabricated device is ~18.38 V.
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Table 1 Comparative performance among the devices of this work and Hamamatsu MPPC

DUT Micro-cell
size, array
size, and
effective
area

Gain
setting
in
SP5600

Onset of
optical
response1

Transient
response

Dark count rate2

Rise
time

Fall time

Hamamatsu
MPPC
(S10362-11-100C)

100 µm ×
100 µm,
10 × 10
and
~1 mm ×
1 mm

36 dB 2.3 2 ns 100 ns
with single
time
constant

~250 kHz/mm2

Type I: P +
/DN-well with
P-well guard
ring-based device
(this paper)

30 µm ×
30 µm, 16
× 16 and
~1 mm ×
1 mm

36 dB 3.3 2 ns 100 ns
with fast
and slow
component

~500–600 kHz/mm2

Type II: P +
/DN-well with
P-well guard
ring-based device
with PAD layer
(this paper)

30 µm ×
30 µm, 16
× 16 and
~1 mm ×
1 mm

36 dB 2.9 2 ns 100 ns
with fast
and slow
component

~500–600 kHz/mm2

Table 1 provides a comparative performance study carried out among the devices
reported in this paper and a commercial MPPC from Hamamatsu using the same test
setup and environment as described above.

5 Conclusion

Nine different potential SPAD structures suitable for standard CMOS technology
were implemented inside a test vehicle and fabricated using a 0.35 µm HV CMOS
process. The design and characterization of the best-performing structure, P+/DN-
well-based active junctionwithP-well guard ring, havebeenpresented in this paper.A
16× 16 array of suchmicro-cells with passive quenching resistors has been designed
with a 1mm2 active area and 24% fill factor. In one of the designs, a “PAD” layer was
placed on top of the active area to reduce thematerial stacking above the active region.
The design with “PAD” indeed was shown to have better optical sensitivity than the
design containing no “PAD” layer. Vis-à-vis comparison with Hamamatsu MPPC
was carried out. Apart from the slightly inferior optical sensitivity, the transient
response of the high-gain photo sensor, reported in this paper, contains a fast decay

1 w.r.t to the LED (~ 405 nm with 5 ns pulse width) driver dial setting [15]. With an external trigger
frequency of 10 kHz, dial 6.7 roughly corresponds to 1000 photons.
2 At 0.5 p.e threshold level and 1 V overvoltage.
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component, possibly because of the parasitic capacitance of the large quench resistor.
Moreover, it exhibits a higher dark count rate (DCR) than the Hamamatsu MPPC
due to the higher doping concentration of sub-micron CMOS technology.

In the next version, few additional steps like surface engineering measures (such
as the use of ARC layer) to improve the non-ideal material stacking on top of the
active area in the commercial CMOSprocess, use of optically opaque trench isolation
(such as STI) among the pixels are planned to improve the optical sensitivity and
reduce the second-order effects (after-pulse, cross-talk).
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Design of High-Gain Antenna
Incorporated with Left-Handed Material
for Satellite Applications

Sujit Barman, Ajay Kumar Choudhary, Tamasi Moyra,
Anirban Bhattacharjee, Anjan Debnath, and Arpita Mandal

Abstract This paper proposes a simple low-profile high-gain wideband antenna for
Ku-band satellite applications that utilize a block of left-handedmetamaterial for gain
enhancement over conventional patch antenna. This antenna is designed and simu-
lated using Ansys HFSS. It was found that performances of the simple patch antenna
are improved by inserting left-handed material superstrate. The proposed antenna
performs in Ku-band which is applicable to satellite applications. The proposed
antenna resonates in 11.97 GHz. The left-handed material is realized by incorpo-
rating a layer of array of metallic rings with the conventional rectangular patch
antenna.

Keywords Conventional antenna ·Metamaterial · Circular rings · Gain ·
Left-handed material · Gain · Permeability · Permittivity · Satellite

1 Introduction

The left-handed material (LHM) is a class of artificial material which is utilized
along with normal right-handed material (RHM) for improving profile and perfor-
mance of conventional antennas, like size reduction, higher gain, wider bandwidth
and higher directivity, etc. Victor Veselago in 1968 introduced the concept of left-
handed material which was hypothesized to exhibit a negative refractive index, due
to simultaneously negative effective magnetic permeability and electric permittivity
[1]. According to him, due to the counter progressive direction of phase (actual wave
motion) and group velocity (direction of energy propagation) ofwavemotion through
such media, it can support backward wave propagation. As the basic constitutive
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Table 1 Comparison between proposed antenna and other reference antenna

References Size (mm3) Operating frequency (GHz) Array Gain (dB)

[4] 32.5 × 16 × 1.6 2.4 3 × 4 1.2

[5] 117 × 127 × 1.6 2.4 8 × 7 4.22

[6] 60 × 50 × 1.6 5.26 7 × 7 6.04

[7] 19.5 × 16.6 × 1.56 7.32 3 × 3 7.32

[8] 61.25 × 61.25 × 1.6 2.5 5 × 5 7.92

[9] 9 × 55 × 1.6 5.7 9 × 3 8.3

Proposed antenna 17.22 × 14.78 × 1.6 11.97 5 × 5 8.04

properties required for such media is simultaneously negative effective permittivity
and permeability, which are not observed in nature directly, these were known as
metamaterial (beyond normal material). John Pendry in 1999 developed a struc-
ture of arrays of split ring resonators which had the property of effective negative
permeability [2]. His structure exhibited the elusive property due to strong magnetic
coupling between the ring structures of SRR. In 2000, D.R smith implemented the
first artificial structure of left-handed material [3] as a 3D prism of SRRs arranged
in regular fashion. Periodic structure and strong magnetic coupling of SRR blocks
coupled with effective negative permittivity due to plasma-like conductor density
yielded the desired property of negative refractive index in a band of microwave
frequencies. In this paper, a 5 × 5 array of three circular rings is placed on a layer
which is above the conventional antenna. This modified antenna increases the gain
from 6.4 to 8.04 dB and bandwidth from 0.84 to 1.1 GHz. The rings exhibit the prop-
erties of left-handed material. In Table 1, some references have been mentioned on
similar work to show comparative analysis with current work. Some of these designs
suffer from low gain, large size, lower bandwidth, etc.

2 Design

2.1 Conventional Antenna Design

Figure 1 shows the conventional rectangular patch antenna fed by a microstrip trans-
mission line. This antenna consists of a metallic ground layer, substrate and metallic
patch. The ground is at bottom, and patch is at the top of substrate. Ground and patch
are made up of copper, and substrate is made up of FR-4 of relative permittivity
4.4. The dimensions of this antenna are in Table 2. The thickness of the substrate
is 1.6 mm. The patch is fed by a transmission microstrip line whose characteristic
impedance is 50 �. The dimensions are calculated using the standard formula [7,
10].
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Fig. 1 Conventional antenna

Table 2 Value of all
parameters

Parameters Dimensions (in mm)

Ws 17.22

Ls 14.78

W 7.62

L 5.18

TL 2.98

Fig. 2 a Unit cell boundary condition. b Dimension of unit cell
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Fig. 3 a Reflection and transmission coefficient. b Effective refractive index. c Effective perme-
ability. d Effective permittivity

2.2 Unit Cell Design

A unit cell of LHM along with electromagnetic boundary conditions set for the
purpose of simulation in Ansys HFSS is shown in Fig. 2a. The boundary condition
along X-axis is given as perfect electric conductor (PEC) and along Z-axis is given
as perfect magnetic conductor (PMC), and feed port is assigned to Y-axis of the unit
cell. The electromagnetic wave propagates in+Y-axis, while polarization of E-field
is along +Z-axis and polarization of H-field is along −X-axis. The dimension of all
the rings is shown in Fig. 2b. The unit cell has 3 rings. The width of all circular rings
is equal, i.e., 0.5 mm. The gap between each ring is 0.4 mm. The substrate is FR-4
and has thickness of 1.6 mm. The dimension of the substrate is 7.6 mm × 7.6 mm,
and relative permittivity is 4.4. The outer most radius of the biggest ring is 3.5 mm,
and the inner most radius of the smallest ring is 1.2 mm. The rings are assigned
copper material.
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2.3 Metamaterial Properties Extraction from Unit Cell

Figure 3a shows the unit cell reflection and transmission coefficient. The unit cell
is resonating at 11.97 GHz. S11 and S21 (=S12, since symmetrical) are crossing each
other at 11.65 and 14.3 GHz. The effective permeability and effective permittivity
are also negative in this range as plotted in Fig. 3c, d. The effective refractive index
is also negative in Fig. 3b. These properties show the existence of metamaterial, i.e.,
left-handed material (LHM). The effective refractive index, effective permeability
and effective permittivity are derived from equations illustrated in paper [11].

2.4 Metamaterial Antenna Design

The proposedmetamaterial antenna is having a superstrate of FR-4 of relative permit-
tivity of 4.4 at a height of 16 mm above the patch of the conventional antenna. The
dimension of this layer is 17.22 mm × 14.78 mm. The composite structure of unit
cells has the properties of left-handed material and improves the performance of
the patch antenna. The circular-shaped rings are also insensitive to polarization of
incident electromagnetic wave. The superstrate suppresses the surface waves for
its negative μ properties, and hence, there is a improved in gain. The metasurface
also starts acting like a planar surface lens and causes convergence of radiation
pattern in broadside direction, thus results into reduction of HPBW and causes gain
enhancement. The proposed antenna is shown in Fig. 4.

Fig. 4 Proposed antenna
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Fig. 5 a Return loss comparison of conventional and metamaterial antennas. b Radiation pattern
at E-plane. c Radiation pattern at H-plane

3 Simulated Results

Figure 5a shows the reflection coefficient of the conventional and metamaterial
antenna. The conventional antenna is resonating at 11.95GHz and has reflection coef-
ficient of −19.61 dB, whereas the metamaterial antenna is resonating at 11.97 GHz
and has reflection coefficient of −30.9 dB. The reflection coefficient of proposed
antenna is improved signifying after inserting the left-handed material. The band-
width is also wider for the metamaterial antenna than the conventional antenna.
Figure 5b, c shows the comparative radiation pattern in E-plane and H-plane. The
proposed antenna has gain of 8.04 dB and, i.e., higher than the conventional antenna
gain, i.e., 6.4 dB. A comparison is also given in the following Table 3. The −10 dB
impedance bandwidth of conventional antenna is 0.84 GHz (7%), while that ofMTM
antenna is 1.15 GHz (9.6%), a 36.9% increase.
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Table 3 Comparison of
results of antenna without and
with superstrate

Parameters Antenna without
superstrate

Antenna with
superstrate

Resonating
frequency

11.95 GHz 11.97 GHz

Reflection
coefficient

−19.61 dB −30.9 dB

Bandwidth 0.84 GHz 1.15 GHz

Gain 6.4 dB 8.04 dB

Directivity 7.37 dB 8.85 dB

VSWR 1.23 1.05

4 Conclusion

It is observed from the paper that performance of the proposed antenna is improved in
terms of gain, bandwidth and directivity in frequency range of satellite applications.
The gain of the proposed antenna becomes 8.04 dB from 6.4 dB, and bandwidth
of the antenna becomes 1.15 GHz from 0.84 GHz. All the parameters of proposed
antenna are improved. So, it can be used for satellite applications.
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A Novel and Efficient CNN Architecture
for Detection and Classification of ECG
Arrhythmia

Abhinav Gola , Animesh, Ravi Kumar Arya , and Sachin Singh

Abstract Cardiac arrhythmia is a result of irregular beating of the heart and occurs
when the electrical impulses in our heart fail to send signals regularly. Depending
on the type, arrhythmia can cause fainting or dizziness and in some cases, even
heart failure which can be fatal. Early and quick detection of arrhythmia can be
quite beneficial in many situations, and thus, there has been a surge in research
on using artificial intelligence to counter this problem. Until recently, researchers
have been using traditional machine learning algorithms to process ECG signals and
classify them into different types of arrhythmias. In this manuscript, we propose
a novel convolutional neural network (CNN) architecture to classify ECG signals
after converting them into two-dimensional images. Our process mirrors the proce-
dure used by medical practitioners in the real world to detect arrhythmia. We also
implemented three popular CNNs—DenseNet 169, ResNet-50, and MobileNet V1
to evaluate and compare our proposed model against them. Our model demonstrated
better performance than these networks on our evaluation metrics and will be useful
for future tasks of ECG arrhythmia classification.

Keywords Cardiac arrhythmia ·Machine learning · Convolutional neural
network · 2D ECG

1 Introduction

Cardiovascular diseases (CVDs) have been the leading reason for death worldwide
for the last 25 years. CVDs are responsible for 28% of deaths in India, according to a
report from the Lancet Global Health [1]. Cardiovascular diseases (CVDs) overtook
cancer as the leading cause of death in India in this century. This epidemiological
transition is primarily due to an increase in the occurrence of cardiovascular diseases
in India. In 2016, the approximate prevalence of CVDs in India was 54.5 million
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people. In India, one of every four deaths is now caused byCVDs,with ischemic heart
disease and stroke accounting for more than 80% of this strain. Heart arrhythmia is
often caused by irregular electrical conduction of cardiac tissue. Premature ventric-
ular contractions (PVCs) for a long period may potentially progress to ventricular
tachycardia (VT) or ventricular fibrillation (VF), which can result in heart failure.
As a result, it is important to track heart rates regularly to control and avoid CVDs.

Analyzing electrocardiogram (ECG) signals, which consist of three main compo-
nents: P wave, QRS complex, and T wave, is the most common method for diag-
nosing arrhythmias. It aids in the diagnosis of heart disease by monitoring the heart’s
rhythm and electrical pulse. Heartbeat classification is important in ECG research for
assessing the efficacy of arrhythmia diagnosis. Since manually categorizing heart-
beats in long-term ECG recordings are time-consuming, the use of computerized
algorithms provides critical diagnostic assistance. Significant preparation is needed
to understand these dynamic cardiac arrhythmias associatedwithECGcharacteristics
consistently.

With the growth and development of AI technologies, many machine learning
approaches are being utilized in ECG signal feature detection to solve problems
related to vast quantities of ECG signal feature data. Several techniques for classi-
fying ECG arrhythmias have been discussed in the literature. Guler et al. [3] proposed
a feed-forward neural network as a classifier and wavelet transformation for feature
extraction, both of which used the Lavenberg-Marquard algorithm in training while
[8] discussed an optimization-based deep convolutional neural network (CNN).

Hannun et al. [2] have suggested a 1D CNN classifier that used more and
broader data than Kiranyaz’s CNNmodel. Although using a bigger ECG dataset, the
arrhythmia detection rate is significantly lower than that reported in the literature.
Many of the following drawbacks can be seen in many historically written articles
for ECG arrhythmia classification: (1) decent results without cross-validation on
carefully picked ECG recordings, (2) ECG pulse loss in noise filtering and feature
extraction methods, (3) a small number of ECG arrhythmia categories for classifica-
tion, (4) relatively low classification performance to use in the field. This manuscript
shows and discusses how arrhythmia can be classified into seven categories using
deep 2D CNN with grayscale ECG images.

The remaining of this manuscript is structured in the following manner. Section 2
delves into the specific methodologies utilized to classify ECG arrhythmias, such as
ECG data preprocessing and the use of a CNN classifier. Next, Sect. 3 deals with
the evaluation and experimental results of ECG arrhythmia classification. Section 4
concludes the paper with the concluding remarks.

2 Methodology

In this paper, we have classified 7 types of ECG arrhythmia signals through the
application of computer vision methods. Particularly, CNNswere used to understand
the classification of two-dimensional ECG signal images. This was possible because



A Novel and Efficient CNN Architecture for Detection … 219

Fig. 1 Summarization of classification process

of the transformation of ECG signals from the MIT-BIH and the PTB databases [11,
12] into 2D images during the data preprocessing phase. Various data augmentation
techniqueswere applied to these images to increase our input data sample.A summary
of the implementation of the processes is shown in Fig. 1.

2.1 Pre-processing of ECG Data

The 2-dimensional CNN models were chosen for classification instead of signal
processing as their performance is independent of the amount of noise in the ECG
signals. This allows us to disregard the power line interference, electromyography
noise, motion artifacts, line wander among other types of noises without using
advanced noise reduction techniques such as wavelet transform or window-based
filtering techniques.

Signals for the MIT-BIH dataset were transformed into individual images by
first plotting them against time and then using a moving window to obtain images at
regular intervals. These images were then converted into 128× 128 grayscale images
using a short Python snippet. This process resulted in 75,000 images classified into
8 types—7 classes of arrhythmia and one normal heartbeat.

2.2 Data Augmentation

To achieve high performance on complex tasks, CNNmodels are largely reliant on the
amount and the diversity of the training data. Data augmentation helps with accom-
modating both these issues coupled with improving the class imbalance problem
in the MIT-BIH dataset. Also, according to [13], networks trained with just data
augmentation more easily adapt to different architectures and are less complex.

We used geometric transformations—rotation, scaling, flipping, cropping, and
color space transformations—Aussian noise injection and color casting to augment
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the images. Each of the types of ECG beats was then resized back into 128 × 128
images after undergoing geometric scaling and cropping.

2.3 Kernel Initialization

Weight initialization is paramount as using large weights initially can cause the
output of activation functions in the model’s layers to explode during a forward pass.
Similarly, if the weights are initialized to be too small, outputs will vanish while we
run through the neural network. This makes the loss gradients to be inefficacious
when running the network backward leading to issues with the convergence of the
model.

As we will be using the ReLU activation function instead of the hyperbolic tanh
function, Xavier initialization can cause our activation outputs to completely vanish.
Thus, we used Kaiming’s initialization to set our weights.

2.4 Activation Function

Activation functions decide which information should be passed on forward through
the network by helping in the calculation of error during the backpropagation process.
They are also used for introducing non-linearity into the networks and therefore, the
sigmoid function. The tanh function and the ReLU function have been used popularly
by machine learning researchers as their activation functions.

Convolutional neural networks usually employ ReLU and its other types as the
activation functions for their hidden layers. Using ReLU can sometimes lead to
missing out on some information as it converts all the negative values to zero, thus
deactivating some nodes. Parametric ReLU solves this problem by assigning a small,
non-zero gradient when the unit is not active.

2.5 Regularization

Batch normalization was originally motivated by the internal covariate shift. ReLU is
not zero centered. Hence, initialization and input distributionmay not be normalized.
Therefore, the input distribution shifts over time. In deeper nets, you even get an
amplified effect. As a result, the layers constantly have to adapt and this leads to
slow learning. Batch normalization helps with this adaptation by calculating the
central tendencies of a layer and then scaling it to adjust for the slow learning.

Shibani andDimitris showed in their research that batch normalization is effective
even if you introduce an internal covariate shift after the batch normalization layer
again [17]. Therefore, we have used batch normalization for each block of our model.
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Dropout is another method of regularization that randomly drops or ignores
some layer outputs. This creates new layers with different numbers of nodes at
each iteration which helps to train a neural network with different architectures
simultaneously.

2.6 Cost and Optimizer Function

Cost function or loss function conveys the error between the forecasted and the actual
output, and various optimizers are utilized to reduce the cost function by updating the
parameters accordingly. We made use of the Adam optimization algorithm for our
proposed CNNmodel. It requires very little memory and is computationally efficient
to implement.

2.7 Optimized CNN Classifier Architecture

Using the above-recorded hyperparameters, our model’s architecture was designed
keeping efficiency and speed in mind. It is specifically designed for situations where
there is a trade-off between computational power and speed. The architecture is
shown in Fig. 2.

Fig. 2 Proposed CNN architecture
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3 Experiments and Result

We implemented three popular convolutional neural network models to benchmark
our proposed model with the other CNNs. These are MobileNet V1, DenseNet, and
state-of-the-art EfficientNetV2. These networks alongwith the proposedmodelwere
trained and tested on the same MIT-BIH and PTB dataset and evaluated across the
same metrics to achieve consistency.

3.1 Data Acquisition

The “PTB diagnostic ECG database” and the “MIT-BIH arrhythmia database”
were used to obtain the ECG arrhythmia recordings for this work. The “MIT-
BIH arrhythmia archive” is a publicly accessible dataset that contains standard
investigative data for heart arrhythmia diagnosis.

There are 48 half-hour ECG recordings in the archive, obtained from 47 individ-
uals. At 360 samples per second, the ECG recording is sampled. In the “MIT-BIH
database,” there are 110,000 ECG beats with 15 various forms of arrhythmia.

In the PTB diagnostic ECG database, there are 549 records in the archive from
290 different individuals (aged 17–87, average age 57.2).

This paper’s experiment aims to validate the success of famous CNN models
as well as past ECG arrhythmia classification works. We included regular beat
(NOR) and seven forms of ECG arrhythmias from the “MIT-BIH database” and
“PTB diagnostic ECG database.”

3.2 Experimental Setup and Training

We used transfer learning by first training all the networks on an extensive dataset.
Then, we used the feature maps acquired by this model for our specific task of recog-
nizing and classifying 8 classes. This assisted us in faster training and maximizing
our performance more efficiently. All four models were trained in Google Colab
that is a free Jupyter notebook environment by Google entirely set up in the cloud.
It provides a GPU capability with 12 GB of RAM which can be used to run deep
CNNs. It is accelerated by CUDA 9.2 and CUDNN 6.0.

3.3 Performance Evaluation

Table 1 shows the properties of the selected evaluation metrics for each model. It
can be observed from the table that three models except the MobileNet have a high
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Table 1 Performance
evaluation

Model Best activation
function

Accuracy Sensitivity

Mobile Net v2 LeakyRelu 94.5 96.93

DenseNet 169 Softmax 98.6 97.56

ResNet-50 ReLU 98.9 98.34

Proposed model PReLU 99.4 99.38

Fig. 3 Confusion matrix of
proposed architecture with
the precision of all classes

accuracy rate (98.6% for the DenseNet versus 98.9% for ResNet-50 versus 99.88%
for the proposed model). We observe that our proposed model outperforms all the
other three in the comparison of sensitivity values which are 99.38% for our network
and around 97% for the other two models except ResNet-50 which showed around
98.3% sensitivity.

We can also observe from the table that the proposed model obtained excellent
precision values for each class of the dataset, the lowest value being 97% for the
VEB type while classifying the classes—NOR, APC, VPW correctly for 99% of
iterations.

The other four types were also detected precisely about 98% of the time. Each of
the networks gave the best performance when paired with a different activation func-
tion. MobileNet preferred LeakyReLU, ResNet-50 preferred ReLU while DenseNet
provided the best output with Softmax. For our proposed model, we experimented
and concluded with parametric ReLU as the optimum activation function (Fig. 3).

3.4 Comparison with the Existing Techniques

The authors of [15] proposed a novel CNN architecture with accuracy and sensitivity
values on the MIT-BIH dataset of 99.05 and 97.85%.



224 A. Gola et al.

Yu et al. [16] used feed-forward neural networks to classify the same 8 classes
as ours and they got an accuracy rate of 98.71% and they did not record the recall
values. Thus, the proposed model has shown better performance than the previous
techniques applied for the same task.

4 Discussion and Conclusion

Four convolutional neural network pipelines were implemented and analyzed for the
purpose of ECG arrhythmia classification—MobileNet V1, DenseNet 169, ResNet-
50, and our proposed CNN model. We started by discussing the data preprocessing
and augmentation techniques we employed and then moved onto the architecture
and parameters of our proposed model. We briefly discussed the other three models
as well and then laid out the metrics which were used for evaluating these models.

All 4 networks were trained and tested on the MIT-BIH and PTB datasets. Due
to the high values of the evaluation metrics from our model, we think that this
study will be helpful to take as a baseline for ECG arrhythmia classification tasks.
It was designed keeping efficiency and weight in mind and thus could be advanta-
geous when used in situations where there is a bargain of computational power. This
research works as a guideline for systems that want to use deep learning for medical
classification tasks.

Subsequently, we would like to try to explore some novel CNN architectures that
can improve upon the results presented in this research article by experimenting with
different activation functions, changing the position of each layer in the architecture,
and working with different depth lengths of a network.
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A Uniquely Packed 2.4 GHz ISM Band
Microstrip Antenna for Bluetooth
Devices

Ranjeet Kumar, Rashmi Sinha, Arvind Choubey,
and Santosh Kumar Mahto

Abstract Custom designedmicrostrip antennas are currently the preferred choice of
creative antenna designers because of its record low better linear gain and efficiency,
high bandwidth, favorable radiation pattern and easy to manufacture as they can
be printed into the circuit board directly. This paper proposes a uniquely packed
microstrip antenna of dimension 39.5 × 31 mm2 for Bluetooth-enabled devices
which have myriad of applications ranging from healthcare, Internet of things and
entertainment. The antenna structure is simple and consists of concentric elliptical
strip-shaped patch designed on an inexpensive FR4 substrate. The dielectric constant
and thickness of substrate is 4.4 and 1.6 mm, respectively, to match the microstrip
material dimension so that devices can be used over a broad temperature range. The
presented antenna operates at 2.4 GHz resonances frequency, transmits and receives
linearly polarized radiation which are omnidirectional in nature, provides stable
gain covering 2.38–2.42 GHz. VSWR of 2 is obtained signifying a good impedance
matching with 50� microstrip feedline and SMA connector. Design and analysis is
done by HFSS 19.0 simulation software. Measurements of parameters of fabricated
antenna are in conformity with simulation values. Equivalent circuit analysis result
is presented to along with experimental and simulated results to authorize the need
for Bluetooth-enabled devices.
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1 Introduction

Wireless technology has shown tremendous growth over the years and is being effec-
tively adopted by telecommunication networks, business installations, medical world
and homes throughout the world to cut down on the expenditure and incompatibility
imposed by introducing cables into building or as a connection between various
equipment. Bluetooth is an ideal wireless communication technology that has taken
over the connected device market and is being extensively used in numerous types of
portable devices and wearables. They include fitness trackers, pulse oximeters, smart
watches to glucose monitors, cell phones, pagers, communicators, audio periph-
eral (headsets, speakers, stereo receivers) data peripherals, personal digital assis-
tants, microphone ovens, garage door openers and embedded applications. Bluetooth
utilizes 2.4 GHz Industrial Scientific Medical (ISM) spectrum and around 20 MHz
bandwidth to support legacy devices andWi-Fi standard 802.11 b or 802.11 g. These
frequencies do not need to have a Federal Communication Commissions (FCC)
license to operate the devices. It is one of the first technologies that meets the
requirement of interoperability, low-power operation, secured transmission of data
and compatibility with other electronics devices and Internet services, very wide
adaptation and low cost. With aforementioned capabilities that are mismatched by
any other medium, Bluetooth is poised to set a new standard to benefit mankind in
every walk of life. Recently, it is the go-to choice for unique solutions for medical
health care, reopening of business, public venues and fulfilling academic aspirations
during the COVID-19 pandemic. Bluetooth-enabled devices have been around for
more than 20 years but is still grieved with issues related to connectivity, battery life
and interference. In order to coexist with the entire assemble of wireless devices that
share 2.4 GHz ISM band, Bluetooth keeps on hopping between frequency channels.
Designing a cost-effective and compact antenna for Bluetooth devices exhibiting
good and reliable performance has been a challenge to antenna design fraternity.
There has been a requirement formore antenna area and volume on the device as allo-
cated frequency bands are getting narrower due to heavy congestion but consumers
want handy, portable devices. It is the antenna that has to endure the burden for size
constraint along with high performance measure. Any radiating structure that can
be easily embedded on the printed circuit board of portable Bluetooth devices and
is capable of resonating at 2.4 GHz with bandwidth more than 100 MHz and effi-
ciency greater than 50% can be considered as a Bluetooth antenna. Creative antenna
designers have presented plenty of options for Bluetooth devices. Numerousmethods
and structures have been developed in yesteryears to improve the gain and impedance
bandwidth of the planar antenna which covers multiple frequency bands along with
the narrow and ultra-wideband (UWB) bandwidth [1–3]. In [4], a low-profile F
antenna is built on the edge of ground plane of the headset for Bluetooth applications
which operate as an internal antenna. A compact monopole antenna consists of arc
andomega shape strip, andpartial groundplane is designed forBluetooth,WLANand
WiMAX in [5]. In [6], a horizontal and vertical slot is subtracted from ground plane
to get enhanced wideband circularly polarized monopole antenna. In [7], authors
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have presented a proximity coupled feed multi-band microstrip antenna for oper-
ating in the long-term evolution (LTE), Bluetooth, WiMAX and WLAN bands. The
frequency-reconfigurable antenna is designed on both sides of the substrate and is
fed by a microstrip line for Bluetooth, WiMAX and WLAN applications in [8]. A
compact CPW-fed pentagon-shaped radiating patch antenna with an asymmetrical
slot antenna has presented for communication system in [9]. A microstrip antenna is
a lucrative option for Bluetooth devices as they are characterized by low cost, easy to
design and develop with the help of simulation tools, ease of production, better gain
and efficiency, compact size, omnidirectional radiation pattern, flexible and can be
easily placed on the PCB of the device. This paper presents a uniquely packed low-
profile microstrip antenna designed on an inexpensive flexible Flame retardant (FR4)
substrate for Bluetooth devices. The radiating patch has a scaled elliptical strip grid-
shaped geometry fed by 50� feedline. The microstrip dimensions are matched with
dielectric constant (εr ) of 4.4 of the substrate to get the correct resonance frequency.
A consistent omnidirectional radiation pattern, good bandwidth and return loss is
exhibited by the antenna. The size of antenna is 39.5 × 31 mm2 which can be
easily mounted on PCB module of Bluetooth devices. It can transmit and receive
linearly polarized radiations which are omnidirectional in nature, provides stable
gain covering 2.38–2.42 GHz. VSWR of 2 is obtained signifying a good impedance
matching with 50� microstrip feedline and SMA connector.

2 Antenna Configuration and Implementation

Proposed monopole microstrip antenna is evolved in four distinct steps as depicted
in Fig. 1. The patch consists of a circular chunk surrounded by concentric circular
strips having different radii R1, R2, R3 and R4, separated by a gap ‘s’ as shown
in Fig. 1a. In the second step, the above configuration is scaled by 1.4, resulting in
elliptical-shaped radiating elements on which a rectangular slot of width ‘a’ is etched
out, to get a unique geometry, as depicted in Fig. 1b. In the third step, a rectangular
shape partial ground plane of dimension lg × W is as depicted in Fig. 1c. Finally, a
‘T ’-shaped microstrip feedline is used to complete the antenna structure, as shown
in Fig. 1d. This antenna configuration of size 39.5 × 31 mm2 is designed on FR-4
epoxy substrate having material permittivity of 4.4, tangent loss of 0.02 and height
of 1.6 mm. The optimized designed parameter of this antenna is given in Table 1. Its
resonance frequency is calculated by Eq. (2) [1].

εreff = εr + 1

2
(1)

fr = V

2Leff
√

εreff
(2)
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Fig. 1 a–d Evolution of the antenna geometry, and e fabricated antenna (rear view and front view)

where εreff, Leff, f r and v denote effective dielectric constant (εr ), effective length,
effective width, resonance frequency and velocity of electromagnetic waves in the
free space, respectively. A prototype of the proposed antenna is captured Fig. 1e.
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Table 1 The optimized
dimension of the Bluetooth
antenna

Parameter Optimized dimension (mm)

L 39.5

W 31

lg 5.64

wf 4.5

lf 13.25

R1, R2, R3, R4 6, 8, 10, 12

a, b, s 6.58, 4.5, 1

3 Circuit Analysis Bluetooth Antenna

The reflection coefficient characteristics antenna behaves as band pass filters. Hence,
transmission line model is used to develop lumped circuit model by the help of basic
circuit element RLC. The conducting strips (matching transmission feedline, radi-
ating patch, partial ground plane) are considered as combination of surface resis-
tance (Rs) and inductance (Ls). The upper and lower conducting strip are separated
by FR4 dielectric substrate, which provides capacitance (C) and conductance (G).
These parameters are calculated by Eqs. (3–6) [10–12].

Rs = 1

W f σcond δ
(3)

Ls = 1

W f σcond δω
(4)

δ =
√

2

ωσcond μ0
(5)

C = εreff2.85
1

ln

{
1 + 1

2

(
8h
Weff

)[((
8h
Weff

)
+

√(
8h
Weff

)2 + π2

)]} (6)

where Weff = W f + t
π
ln

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

4e√√√√√( t
h )

2+
⎡
⎣ 1

π

(
W f
t +1.10

)
⎤
⎦

2

⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭
.

Where t, σcond, ω, δ, Rs, Ls,C ,Weff , εreff andμ0 have its ownmeaning. After consid-
ering all the assumptions, the circuit model of this antenna is exhibited in Fig. 2a, b.
The ADS is used to simulate and optimize value of the equivalent circuit components
given in Table 2, and its S11 characteristics are incorporated in Figs. 3, 4, 5 and 6a.
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Fig. 2 a Basic circuit model and b reduced form

Table 2 Optimal values of
the circuit parameters

Resistor value
(m�)

Inductor value (nH) Capacitor value
(pF)

R1 4.320 L1 5.6224 C1 24.959

R2 654.377 L2 1.4610 C2 3.34350

R3 6.432 L3 6.1589 C3 38.9251

Fig. 3 S11 characteristics of a different geometry, and b proposed antenna

Fig. 4 The simulated radiation pattern at resonance frequency
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Fig. 5 The measured radiation pattern at resonance frequency

Fig. 6 The gain versus
frequency

Z1 = R1 + jωL1 + 1

jωC1
,
1

Z2
= 1

R2
+ 1

jωL2
+ jωC2,

Z3 = R3 + jωL3 + 1

jωC3

Z in = Z1 + Z2 + Z3 (7)

Now, using Eq. (7), different circuit parameters can be calculated [13] as follows.

Reflection coefficient(τ ) = Z in − Z0

Z in + Z0
(7)

VSWR = 1 + |τ |
1 − |τ | (8)
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Return loss(RL) = 20 log|τ | (9)

where Z0 is the characteristic impedance (50�).

4 Results and Discussion

The performance of this antenna is analyzed by discussing the antenna parame-
ters. The commercial full-wave electromagnetic (FEM) Ansys Design HFSS 19.0
software is used for simulation of the designed antenna. The S11 characteristics of
different geometries involved in designing the final antenna are displayed in Fig. 3a.
It is observed that the bandwidth increases and shifts toward left to get the desired
resonant frequency in the ultimately evolved configuration. Figure 3b exhibits a
comparison of return loss (S11) characteristics obtained by simulation, measure-
ment and circuit equivalent model and VSWR, maintaining <2, which signifies
good impedance matching characteristics. The impedance bandwidth of 600 MHz is
achieved, with resonant frequency 2.4 GHz.

Figures 4 and 5 show the radiation pattern of the antenna. Figure 4a represents
both E
 and Eθ the elevation plane (xz-plane) at
 = 0°. From the plot it can be seen
that E
 component uniformly varies between 2 and −5 dB from θ = 0° to 60°. The
variation of radiation pattern from θ = 60° to 90° is −5 to −20 dB. From θ = 90° to
120° and θ = 60° to 90°, the variation of pattern is −20 dB to −7.5 dB and 7.5 dB
to −1.15 dB, respectively. The E
 and Eθ components are durable and have 5 dB
difference in the angular sections. Thus, principally, these planes have a very uniform
field. The radiation pattern in elevation plane (yz-plane) at Φ = 90° is depicted in
Fig. 4b. The E
 component varies around 0 dB insignificantly throughout the whole
angular region. The Eθ component, is not dominated, only adds on where E
 and
Eθ component is lacking. The radiation pattern in the azimuth plane (xy-plane) at
θ = 90° is shown in Fig. 4c. The E
 component, between Φ = 30°–150° and Φ

= 200°–340°, varies between 2.4 and −5 dB in this angular region. Signal strength
drops to 30 dB approximately in the remaining sector of the plane. Thus, the data
from the radiation pattern reveals that the angular coverage for the component E


and Eθ is favorable for the proposed Bluetooth antenna.
The simulated and measured radiation antenna gain values have good agreement

at discrete frequency points as depicted in Fig. 6. Proposed antenna attains maximum
gain of 2.43 dBi at 2.4GHz and has approximately constant average gain of 2.2 dBi in
the desired bandwidth. This is almost a good measure of performance for Bluetooth
devices.
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5 Conclusion

This paper presents a uniquely packed simple and low-cost compact microstrip
antenna that can be easily embedded on the PCB module for Bluetooth devices.
The antenna operates in 2.4 GHz ISM band spectrum and exhibits performance
favorable for Bluetooth-enabled devices. The simulated, measured and equivalent
circuit model results are compared and found in conformity with each other. A little
difference in the simulated, measured and circuit equivalent model results can be
attributed to the measured and fabricated limitations.
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Investigating Electromagnetic Bandgap
for Nano-fishnet Structure with Elliptical
Void Embedded Inside Triangular Lattice

Arpan Deyasi, Rikita Das, and Angsuman Sarkar

Abstract Tunable electromagnetic bandgap (EBG) variation can be observed when
nano-fishnet with elliptical void structure is embedded inside triangular lattice. Being
a double-negative metamaterial, it offers unique variation of mid-band frequency
with increasing fill factor, which is monotonically increasing, when variation is
limited within feasible mechanical limit. Highest EBG is observed at 46% fill factor,
and corresponding field patterns are obtained computed inside first Brillouin zone.
Only amagnetic polarized bandgap is generated, whereas a quasi-electrical polarized
bandgap is not even found. Results are critically important for photonic filter design
using metamaterials.

Keywords Nano-fishnet · Elliptical void · Electromagnetic bandgap ·Mid-band
frequency · Triangular lattice

1 Introduction

The future optical-integrated circuit has a major dependence on advent and appli-
cations of photonic crystal, after its initial discovery [1], and later, wide amount
of research with it in the last decade. Based on the principle of Bragg’s reflection,
its applicability is now covering the area of design of transmitter [2], receiver [3],
sensor [4], fiber [5], information processing [6], switch [7] and secured low-loss
transmission [8]. Though initial works consist of conventional SiO2–air or similar
type of conventional oxide stacks [9], but recently, introduction of metamaterials
greatly revolutionize the concept as it facilitates to integrate the circuit with planar
microstrip antenna or frequency-selective surfaces [10]. Addition of nonlinear effects
make the results more accurate.
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Metamaterial is the prime material today used for making planar high-frequency
integrated circuits [11] owing to its crucial advantage of designing and imple-
menting planar antennas [12]. This feature really enables to scientists and researchers
to develop optoelectronic, and, later, photonic integrated circuits embedded with
microstrip antenna [13], where research on photonic crystal (PhC) just brightens the
future prospects. The most important feature of PhC-based device is filter [14, 15],
where selection/rejection of electromagnetic spectrum critically depends on dimen-
sional parameters [16] and material constants [17]. The basic structure of photonic
crystal is formed as a highly ordered infinite number of parallel alternating layers,
consisting materials of different dielectric constant. Such arrangement gives them
their significant properties capable of manipulating electromagnetic wave and iden-
tical photonic band gap structure for TE and TM mode. To facilitate the tunable
characteristics of the filter, metamaterial–air combination is utilized for PhC design,
where already literatures show performance improvement [18, 19] than conventional
structure.

The present paper deals with characterization of nano-fishnet (elliptical void)–
air combination embedded inside a triangular lattice, and its photonic bandgap and
corresponding mid-band frequency variations are investigated. 3D field patterns are
alsomade at the optimized structure, wheremax electromagnetic bandgap is attained.
Section 2 deals with a brief outline of the structure, whereas Sect. 3 analyzes the
simulated findings. Paper is concluded in Sect. 4.

2 Structural Description

The present structure as considered in this simulation is the nano-fishnet structure
with elliptical void, which is filled up by air. A schematic description is given in
Fig. 1.

The structure is an artificial one; magnitudes of refractive indices are −4 (nano-
fishnet) and 1.0008 (air). For theoretical calculation, it is assumed that all the voids
are almost equivalent.

Fig. 1 Schematic
nano-fishnet structure (with
elliptical void)

void
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The design, as mentioned, in this structure is already available a few years back
[20]; however, novelty lies in the fact that fill factor variation is not considered at
that time where analyzing TE and TM wave propagations. This is the advantage of
this manuscript.

3 Result and Analysis

Based on the simulated findings, it can be stated that the structure will produce
complete electromagnetic bandgap for magnetic polarization (evident from Fig. 2a),

Fig. 2 a Electromagnetic
bandgap for magnetic
polarization, b no
electromagnetic bandgap for
electric polarization
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Fig. 3 Electromagnetic
bandgap variation with fill
factor

but even quasi-bandgap cannot be generated for electric polarization (reflected from
Fig. 2b). All the simulations are considered inside first Brillouin zone, which is
completely analogous to the semiconductor structure.

The difference occurs for two different modes of propagation is simply due to
the relative position of displacement vector with the wave-vector. That is why for
this proposed structure, all the results are considered for TM mode only. But only
one complete bandgap is obtained within the first ten levels, which means it is a
large stop-band filter. Also, magnitude of the passband is comparatively large, which
means the filter is a wideband one.

Figure 3 shows the variation of bandgap with fill factor. From the plot, it is seen
that bandgap increaseswith increase in fill factor, attains a peak value at 0.46, and then
again decreases. Henceforth, it can be concluded that maximum bandgap formation
is possible for 46% fill factor. One point may be noted in this context that limit of
simulation sets to 49%, as over it, the structure may become mechanically weak and
will lose its practical significance.

Figure 4 shows the variation of corresponding mid-band frequency. It has been
observed from simulation that mid-band frequency monotonically increases, even
when bandgap reduces. In this context, it may be noted the maximum bandgap
formation is possible for 46% fill factor, as evident from Fig. 3. However, Fig. 4
shows the variation of corresponding mid-band frequency monotonically increases
when bandgap reduces, even after fill factor cross 46%. This is quite interesting
as when electromagnetic bandgap starts reducing, but the position for the bandgap
with respect to energy axis is going upwards. Therefore, magnitude of mid-band
frequency, which is nothing but the average of the bandgap value (lower and upper
levels) increases.

For both the polarizations, corresponding field distributions are calculated and
plotted. It may be emphasized that all the distributions are calculated at 0.45
normalized frequency.
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Fig. 4 Mid-band frequency variation with fill factor

Figure 5 shows the field variations at lowermost value of ‘kz,’ whereas Fig. 6
depicts it for highest magnitude of ‘kz.’ The intensity variations are clearly evident
from the colors, where red signifies highestmagnitude. A vis-à-vis comparative study
between Figs. 5 and 6 suggests that intensity of electric field decreases for higher
value of ‘kz,’ whereas reverse variation is seen for magnetic field. The colors shown
in both Figs. 5 and 6 show the variation of magnitude.

Fig. 5 Electric and magnetic field distributions at 0.45 normalized frequency for minimum value
of ‘kz’
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Fig. 6 Electric and magnetic field distributions at 0.45 normalized frequency for maximum value
of ‘kz’

As per the color distribution, it is seen that in both the plots, intensity decreases
from the center for both the fields. However, for electric field, the distribution is
along horizontal axis, whereas for magnetic field, it is perpendicular to that. This is
just because of the orientation of displacement vector.

4 Conclusion

In the present work, maximum photonic bandwidth is obtained for TM mode of
propagation at 46% ripple factor, though mid-band frequency increases even after
decreasing of photonic bandgap. Maximum field strength enhances with increasing
‘kz’ for magnetic field, whereas reduces for electric field. This structure provides
complete bandgaponly forTMmode, as evident formbandgap simulation.Therefore,
best wideband filter can be designed at 46% value of ripple factor.
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Dual-Element CPW-Fed MIMO Antenna
for ISM Band Application

Ajit Kumar Singh , Santosh Kumar Mahto, and Rashmi Sinha

Abstract This article presents a dual-port circular patch CPW (coplanar
waveguide)-fed multiple-input-multiple-output (MIMO) antenna for ISM band
(5.8 GHz) applications. The antenna achieves an impedance bandwidth of 1.64 GHz
(5.22–6.86 GHz). The optimized dimension of the MIMO antenna is 30 mm ×
16 mm. The MIMO structure is obtained by putting the antenna elements orthogo-
nally and fed independently. The matching and isolation of the MIMO antenna are
improved by using a rectangular stub associated with the feed and ground plane. The
individual antenna has gain and radiation efficiency of 2.52 dBi and 92%, respec-
tively. The antenna has a stable radiation characteristic at 5.8 GHz and co- and
cross-polarization are also studied. The performance characteristics of the proposed
antenna are dissected as far as the envelope correlation coefficient (ECC), diversity
gain (DG), mean effective gain (MEG), total active reflection coefficient (TARC),
isolation between the ports, and the values are 0.28, 9.90 dB, ±3 dB, −7 dB, 12 dB,
respectively.

Keywords CPW-fed · MIMO · Isolation · ECC · TARC

1 Introduction

The current scenario for wireless communication is to achieve a higher data rate,
capacity, low latency, and resolution. It has been shown in [1–3] that to improve the
information throughput in a multipath environment for ISM/LTE/5G operations, the
MIMO antenna system should be adopted. Because of compact volume in the mobile
terminal and to achieve better performance for the MIMO antenna system.
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Fig. 1 CPW-fed MIMO antenna

As the number of antennas increases at the receiver, the reliability of the receiving
system improves; however, space is a central issue. Likewise, the impact of isolation
decreases as the distance between antenna elements diminishes, which influences
the diversity characteristics of the antenna [4, 5].

Coplanar waveguide (CPW) taking care of draws in more consideration in light
of more bandwidth with low dispersion and radiation spillage as compared to other
feed lines [6–8].

In literature, several MIMO antennas have been proposed for ISM/WLAN appli-
cations [7–10]. In [7], a monopole printed antenna was studied for ISM band with a
dimension of 44 × 44 × 0.5 mm3. A compact quad element antenna was proposed
for body area networks with isolation of −25 dB and ECC of 0.02 in [8]. In [9], a
compact MIMO was proposed for ISM band application (5.8 GHz) with pattern and
polarization diversity. The compact antenna was proposed with a dimension of 30 ×
25 × 1.524 mm3. In [10], a dual-element CPW-fed MIMO antenna was discussed
for WLAN applications with an antenna dimension of 50 × 50 × 1.59 mm3.

In this article, 1 × 2 MIMO antenna with a dimension of 30 × 16 × 1.6 mm3is
proposed in the frequency range 5.22–6.86 GHz by using a CPW fed along with
rectangular stubs. The average isolation is 12 dB in the operating band from 5.22
to 6.86 GHz with ECC < 0.28, the peak gain 2.52 dBi, and the average radiation
efficiency of 92%. Simulation is performed using commercially available software
High Frequency Structure Simulator (HFSS version 2021R1).
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2 Design

The proposed antenna has two circular radiators, as depicted in Fig. 1. It has an
overall dimension of 30× 16× 1.6 mm3 and is designed on an FR4 substrate having
a dielectric constant of 4.4, and a loss tangent of 0.02. In this case, each element is
orthogonally coupled with the others to utilize the polarization diversity. Matching
and isolation can be improved by incorporating rectangular stubs in the ground plane
and feed, which act as an open-circuit stub, and its dimension is tuned properly to
compensate for the input impedance offered by the antenna as the inductance and
capacitance value depends on it (Table 1).

Table 1 The optimized parameters of CPW-fed antenna

Representation Size (mm) Representation Size (mm) Representation Size (mm)

LS 30 Wf 9 e 0.25

WS 16 a 3 f 16

Lg 6 b 0.5 g 0.5

Wg 4 c 11.5 h 0.5

R 2.5 d 0.5 i 3

j 4.5

Fig. 2 a S11 and S12, b fabricated antenna
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3 Results and Discussion

Simulated and experimental, Matching (S11) and isolation (S12) of the antenna, as
represented in Fig. 2a are less than −10 dB, −12 dB, respectively, throughout the
entire bandwidth. The fabricated antenna is shown in Fig. 2b.

TheMIMO antenna has an average peak gain of 2.42 dBi in the frequency ranging
from 5.22 to 6.86 GHz as displayed in Fig. 3a.

Figure 3b represents the radiation efficiency at all ports of the proposed antenna.
The average radiation efficiency is 92.1% (−0.90 dB), throughout the entire
bandwidth.

Figure 4 represents the 2D patterns of the antenna at 5.8 GHz and observed that
at Ø = 0°, designs are similar to dipole and almost omnidirectional at Ø = 90°.

Figure 5 represents the far field patterns of MIMO antenna at 5.8 GHz frequency
in x–z and y–z plane.

Fig. 3 a Peak gain, b radiation efficiency

Fig. 4 E and H plane at a
5.8 GHz, frequency for Ø =
0° and 90°
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Fig. 5 Co- and cross-polarization, a ZX plane, b YZ plane

Fig. 6 Surface current density at 5.8 GHz

Surface currents flow in Fig. 6 from the stimulated port-1 to other ports is the
fundamental reason behind the isolation between close antenna elements. At a time,
only port-1 is excited and port-2 is matched.

4 MIMO Diversity Characteristics

The ECCwhich considers the correlations between the two antennas and determined
using (1) [11]:
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|ρe(i, j, N )| =
∑N

n=1 S
∗
i,n Sn, j

∏
k(=i, j)

[∑N
n=1 S

∗
i,n Sn,k

] (1)

For ideal case, ECC is zero; however, experimental value should be ≤ 0.5.
DG of the MIMO antenna is calculated as:

DG = 10
√
1 − ECC2 (2)

DG should be near to 10 dB.
The calculated values of ECC andDG are less than 0.28 and 9.90 dB, respectively,

as displayed in Figs. 7a, b that show the good diversity performance.
In dual-port antenna, TARC is also an important parameter that gives the relation

between radiated and received power.
For dual-element TARC can be calculated using (4) [11].

TARC =
√

(S11 + S12)2 + (S21 + S22)
2

√
4

(3)

Ideally, TARC should be <0 dB. The simulated value of the TARC is less than
≤7 dB in the frequency ranging from 5.22 to 6.86 GHz as depicted in Fig. 7b.

MEG is the ratio of mean received power to mean input power. For two elements,
MEG can be determined using (5) and (6) [11] and shown in Fig. 8.

MEGi = 0.5

⎡

⎣1 −
N∑

j=1

|Si j |2
⎤

⎦ ≤ 3 dB (4)

Fig. 7 a ECC, b DG and TARC
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Fig. 8 MEG

Table 2 Comparative chart of proposed MIMO antenna

References Dimensions (mm3) Frequency range (GHz) Isolation (dB) ECC

[9] 44 × 44 × 0.5 2.35–2.5 −10 NA

[10] 26 × 26 × 0.8 2.4 −25 0.02

[12] 30 × 25 × 1.524 5.8 −13 NA

[13] 50 × 50 × 1.59 2.25–3.15, 4.89–5.95 −15 0.01

[P] 30 × 16 × 1.6 5.22–6.86 −12 0.28

MEG j = 0.5

[

1 −
N∑

i=1

|Si j |2
]

≤ 3 dB (5)

in which, i, j denote antenna elements 1 and 2, separately.
The proposed MIMO antenna is compared with other published work in Table 2.

ThisMIMO antenna has a size of 30× 16× 1.6mm3, which is compact as contrasted
to other antennas. The measured value of ECC is 0.28 which is good as depicted in
Table 2, except [10, 13]. The MIMO antenna achieved isolation of 12 dB, which
is better than [9], however, less than [10, 12, 13]. The MIMO antenna achieves an
average radiation efficiency of 92% which is better than other reported antennas.

5 Conclusion

A CPW-fed dual-element MIMO antenna with an isolation of 12 dB is presented for
ISMband application.Theperformanceof the proposeddesignhas been analyzed and
discussed in terms of its various antenna characteristics parameters like impedance
bandwidth, surface current distribution, reflection coefficient, gain, efficiency, and
radiation characteristics. It also offers high DG of 9.90 dB and satisfactory TARC
≤ 7 dB. Therefore, the proposed MIMO antenna is suitable for ISM bands viably.
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Investigation of Extended
Gate-On-Source
and Charge-Plasma-Based
Gate-All-Around TFET for Improved
Analog Performance

Navaneet Kumar Singh , Rajib Kar , Durbadal Mandal ,
and Dibyendu Chowdhury

Abstract In this paper, extended gate and gate-stack-based charge-plasma gate-all-
around TFET (EG-GS-CP-GAA) is designed for the first time. The device charac-
teristics of EG-GS-CP-GAA are compared with the conventional device (CP-GAA).
The proposed device shows lower IOFF, improved ION and ION/IOFF. The dual-gate
materials in the proposed structure improve the drain current ratio. The presented
device holds a subthreshold slope within the Boltzmann limit (<60 mV/decade). The
linearity parameters, gm2 and gm3, have been compared between both the devices.
Various analog parameters, like cut-off-frequency (f T ), transconductance factor
(TGF) (gm/Id) and transconductance frequency product (TFP) (TGF * f T ), have
also been compared. The linearity and analog parameters are improved in EG-GS-
CP-GAA when compared with CP-GAA. To understand the device physics, electric
field, potential and carrier concentrations have been analysed. Thus, the proposed
device has better electrical, linearity and analog performance than the conventional
structure.

Keywords Charge plasma · Gate stack · Dual material · GAA · Extended gate

1 Introduction

Low power, multi-functional and high-density devices are the most demanding
features of the recent semiconductor industry. To facilitate high-density and portable
devices, the design of low-dimension MOSFETs is obligatory [1, 2]. Continuous
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downscaling is a key principle of the growing semiconductor industry. Moore’s
law predicts the exponential rate of MOSFET scaling. But the scaling below the
submicron region or below 10 nm, surprising power dissipation and leakage current
are experienced [3]. In MOSFETs, incapability of lowering the subthreshold slope
(SS) below the Boltzmann limit (<60 mV/decade) does not result in lower power
supply voltage proportionally with rapid downscaling of the device [4]. To engulf
the demerits of the conventional MOSFETs, numerous kinds of transistor architec-
ture have been appraised. Thus, tunnel-field effect transistors (TFETs) which have
exceptional switching ability, low voltage operation and high energy efficiency are
established [5, 6]. The quantum tunnelling mechanism is the basis of the operation
of TFET, which differs from the conventional MOSFETs. Despite many advan-
tages in TFET, it has the drawback of low ON-current (ION) due to its band-to-band
tunnelling (BTBT) mechanism in TFETs. To improve the ION of TFETs, multi-gate
architecture, hetero-gate, hetero-junction, III–V group semiconductor material can
be used. Among the above-mentioned structures, GAA nanowire is most appropriate
forMOSFETs scaling. The gate-all-around (GAA) nanowire bears excellent channel
controllability [7, 8]. Appropriate work functions of source, drain and gate electrode
are chosen to create electron/hole plasma in the device. In undoped intrinsic silicon,
doping of silicon material can be achieved in the N + drain and source region by
using a technique called the charge-plasma. According to Hueting et al. and Sahu
et al., the condition for creating electron charge plasma is that the work function
of drain/source must be less than that of silicon film [ϕm < χSi + (EG/2)] [6]. The
electron affinity of the silicon film is χSi = 4.17 eV, and EG is the energy bandgap of
silicon material. Another condition for creating charge plasma is that substrate body
thickness must be less than Debye’s length [9–11]. In charge plasma dual-material
(CP-DM) and charge plasma gate stack dual-material (CP-GS-DM), the lateral and
top metal electrodes are used at the source/drain side for creating uniform electron
charge plasma [12]. The extended gate on the source covers more area of gate elec-
trode for creating adequate charge plasma in the device. To decipher the problem
of higher leakage in conventional MOSFET, many efforts have been done with the
use of “high-K dielectrics” as gate insulators. The gate dielectric can be used as a
stack of SiO2 and high-k oxide. The gate stack produces a large gate capacitance that
improves the ON-current in the device. Furthermore, dual-material (DM) gate struc-
tures offer improved drain current (Id), transconductance (gm) and reduced SCEs
when it is compared with single-material gate (SMG). When DM gate structure is
added to charge plasma-based TFET, it improves the analog parameters as compared
with single-gate material (SGM) CP-GAA-TFET. Along with dual-material (DM)
gate, the spacers with high-k dielectric increase the performance of CP-GAA-TFET
[12].

In this paper, extended gate and gate stack-based charge plasma GAATFET (EG-
GS-CP-GAA) is designed. The charge plasmamethod is used for doping by choosing
the appropriate work function of the drain and source electrode metals. This paper is
split into four sections. The device designing and simulation methodology is shown
in Sect. 2. Electrical parameters, linearity and analog parameters of both the devices
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are calculated, analysed and discussed in Sect. 3. Section 4 incorporates the summary
of the presented work.

2 Device Structure and Design Methodology

The two-dimensional structures of CP-GAA and EG-GS-CP-GAA are shown in
Figs. 1a, b, respectively. The drain/source length and channel length in both the
devices are the same and are equal to 30 nm. The silicon film thickness (diameter
of nanowire) and each spacer length in both devices are 10 nm and 5 nm, respec-
tively. Both the devices use the charge plasma technique to create internal doping
by choosing the source/drain electrode work functions of 5.4 eV and 4.7 eV, respec-
tively. In the proposed EG-GS-CP-GAA, dual-gate electrodes (M1 and M2) with
work functions of 4.92 eV and 4.42 eV, respectively, are used.

Whereas, in the CP-GAA gate electrode, the work function of 4.42 eV is used.
To diminish leakage current in the proposed structure, a technique called gate
stacking (GS) is used [12]. In the EG-GS-CP-GAA gate stack of SiO2 and HfO2

with individual oxide thickness of 0.5 and 1.5 nm, and the combined thickness of
tSiO2 + tHfo2 = 2 is used. In CP-GAA, an oxide (SiO2) thickness of 2 nm is used.
The length of the extended gate on the source side included in EG-GS-CP-GAA is
10 nm. The other device parameters of CP-GAA and EG-GS-CP-GAA are shown in
Table 1. The transfer characteristics of CP-GAA and EG-GS-CP-GAA are shown in
Fig. 2 in both logarithmic and linear scales. During simulations, drain voltage is kept

Fig. 1 Two-dimensional
structures of a CP-GAA and
b EG-GS-CP-GAA at Vds =
1 V and Vgs = 1.2 V
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Table 1 Device dimensions
of CP-GAA and
EG-GS-CP-GAA

Parameters CP-GAA EG-GS-CP-GAA Descriptions

Lg (nm) 30 30 Channel
length

tox (nm) 2 tSiO2 + tHfo2 = 2 Oxide
thickness

ϕS(eV) 5.4 5.4 Source work
function

ϕD(eV) 4.7 4.7 Drain work
function

ϕG (eV) 4.42 4.92, 4.42 Gate work
function

Nsi (/cm3) Intrinsic Intrinsic Silicon film
doping

Lspacer(nm) 5 5 Spacer length

Fig. 2 Comparison of
transfer characteristics
between CP-GAA and
EG-GS-CP-GAA at Vds =
1 V and Vgs = 1.2 V
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constant at V ds = 1 V, and gate voltage, V gs is varied from 0 to 1.2 V. From the linear
graph shown in Fig. 2, it can be seen that ON-current in EG-GS-CP-GAA is approx-
imately six times greater than the CP-GAA. The same plot in the logarithmic scale
reveals that the OFF-state current in EG-GS-CP-GAA is approximately four times
lower than the CP-GAA. The gate stacking in EG-GS-CP-GAA increases the gate
capacitance which results in an increase in the drain current in addition to lower the
leakage due to the insertion of high-k dielectric in gate stacking. The extended gate
on the source is also responsible for high-drive current due to the creation of better
charge plasma. The design of the proposed device is done on the Silvaco ATLAS
TCAD tool. The various models included in simulations are field and concentration-
dependent mobility (fldmob and conmob), auger, srh for recombination and bgn for
bandgap narrowing. The band-to-band tunnelling model employed in simulation is
given according to Kane [13]. The calibration of the proposed EG-GS-CP-GAA is
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Fig. 3 Calibration of the proposed EG-GS-CP-GAA by reproducing the result of published data
from [10]

done by reproducing the drain characteristics similar to the published data [10]. The
calibration process shown in Fig. 3 is confirmed by considering similar models as in
reference published data.

3 Results and Discussions

In this work, to understand the device physics clearly, electric field, potential and
carrier concentration have been analysed. Figure 4 shows the electric field and centre
potential plot of the devices, CP-GAA and EG-GS-CP-GAA along the device length.
The plot of the electric field in Fig. 4a demonstrates that a higher peak of the elec-
tric field is observed in EG-GS-CP-GAA when compared with CP-GAA. The peak
electric field is centred about the source–channel junction in CP-GAA; however, it
ensues before the source–channel junction in EG-GS-CP-GAA due to the extended
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Fig. 4 Plot of a electric field and b potential in CP-GAA and EG-GS-CP-GAA at Vds = 1 V and
Vgs = 1.2 V
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Table 2 Electrical
parameters comparisons of
CP-GAA and
EG-GS-CP-GAA

Electrical parameters CP-GAA EG-GS-CP-GAA

ION (A) 5.99 × 10–6 3.47 × 10–5

IOFF (A) 3.18 × 10–13 7.11 × 10–14

ION/IOFF 1.88 × 107 4.88 × 108

VT (V) 0.55 0.57

SS (mV/decade) 71.08 49.58

gate on the source. The variation of centre potential along the length of the device
is displayed in Fig. 4b. The plot shows a higher centre potential in EG-GS-CP-GAA
before the source–channel junction and a higher centre potential in CP-GAA after the
source–channel junction. The electric field can be defined as the negation of potential
gradient. The comparison of the performance of CP-GAA and EG-GS-CP-GAA in
terms of electrical parameters such as ION, IOFF, ION/IOFF, subthreshold slope (SS)
and threshold voltage (VT ) is shown in Table 2. The improved ION and IOFF are
observed in EG-GS-CP-GAA. The current ratio ION/IOFF is found approximately 25
times larger in the proposed device than that of CP-GAA. The steeper subthreshold
slope (<60 mV/decade) in the proposed structure makes the device more acceptable
for switching applications when compared to its counterpart [4]. Figure 5 shows a
comparative analysis of carrier concentration (electron and hole) for ON condition
(V gs = 1.2 V, V ds = 1 V) along the horizontal length of the device between CP-GAA
and EG-GS-CP-GAA. From the plot, it is palpable that the required carrier concen-
tration profile is attained in both the structures by using a charge plasma doping
technique similar to conventional doped TFET. The electron and hole concentration
in EG-GS-CP-GAA is higher than theCP-GAA that results in improved drain charac-
teristics. The derivative of Id with V gs at constant V ds is termed the transconductance
(gm). The SI unit of transconductance is the Siemens (S), where 1 S is equivalent to
1 A/V [12]. The transconductance shows the capability of the transistor to translate
a smaller gate voltage into the desired drain current. Figure 6 shows the variation of
transconductance, gm with the gate voltage (V gs) at V ds = 1 V. The plot shows higher

Fig. 5 Plot of electron and
hole concentrations in
CP-GAA and
EG-GS-CP-GAA at Vds =
1 V and Vgs = 1.2 V
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Fig. 6 Plot of transconductance in CP-GAA and EG-GS-CP-GAA at Vds = 1 V and Vgs = 1.2 V
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Fig. 7 Plot of a gm2 and b gm3 in CP-GAA and EG-GS-CP-GAA at Vds = 1 V and Vgs = 1.2 V

transconductance values in EG-GS-CP-GAA when compared with CP-GAA. The
reason behind this is the larger values of the drain current of EG-GS-CP-GAA over
CP-GAA. Figure 7 shows a comparative analysis of the higher-order transconduc-
tance coefficient for CP-GAA and EG-GS-CP-GAA. The second- and third-order
transconductance coefficients, e.g. gm2 and gm3 are depicted in Figs. 7a, b, respec-
tively. The expressions for gm2 and gm3 are given as gm2 = ∂2 Id

∂V 2
gs
and gm3 = ∂3 Id

∂V 3
gs
,

respectively [14, 15]. Figure 7a shows that gm2 achieves lower values in CP-GAA
compared to EG-GS-CP-GAA. To achieve better linearity, gm3 value must be lower.
From Fig. 7b, it is clear that for extremely low and extremely high values of V gs,
the EG-GS-CP-GAA possesses lower values of gm3, whereas for moderate values of
V gs, the CP-GAA shows lower values of gm3. Figure 8 demonstrates the variation of
cut-off frequency, f T with the gate to source voltage (V gs) at V ds = 1 V. It is defined
as f T = gm/2πCgg [14]. In this work, Cgg is approximated as Cgs. The structure
having lower Cgg and higher gm is favourable for higher cut-off frequency. From the
plot, it can be observed that EG-GS-CP-GAA has a higher cut-off frequency than
the CP-GAA. This may occur owing to the dependency of f T over gm, which is more
for EG-GS-CP-GAA.
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Fig. 8 Plot of unity gain
cut-off frequency, f T for
CP-GAA and
EG-GS-CP-GAA at Vds =
1 V and Vgs = 1.2 V
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Comparison of results of proposed structure with the existing devices is shown
in Table 3. From Table 3, it is clear that the proposed device has a higher ION,
higher current ratio and lower subthreshold slope than above-mentioned existing
devices. Figure 9 shows the plot of transconductance factor (TGF) and transcon-
ductance frequency product (TFP) with the gate voltage in CP-GAA and EG-GS-
CP-GAA structures at V ds = 1 V and V gs = 1.2 V. The TGF and TFP are defined
as TGF = gm/Id and TFP = (gm fT )/Id , respectively [14]. Figure 9a portrays the

Table 3 Comparisons of device characteristics within existing devices

ION (A) IOFF (A) ION/IOFF V th (V) Subthreshold slope
(mV/decade)

Proposed work 3.47 × 10–5 7.11 × 10–14 4.88 × 1008 0.57 49.58

[16] 2.14 × 10–7 4.49 × 10–14 4.77 × 1006 0.90 50.10

[17] 2.40 × 10–6 2.40 × 10–12 1.00 × 1006 0.50 120.00

[18] 5.00 × 10–7 1.00 × 10–13 5.00 × 1006 0.52 12.90
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Fig. 9 Plot of a transconductance factor and b transconductance frequency product in CP-GAA
and EG-GS-CP-GAA at Vds = 1 V and Vgs = 1.2 V
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plot of the transconductance factor with V gs for both the structures. The gm/Id ratio
determines how efficiently the current can be used to attain a specific magnitude
of transconductance. The benefit of a larger transconductance (gm)-to-drain current
(Id) ratio is the design of low-voltage operation circuits. From the investigation,
the structure EG-GS-CP-GAA shows a higher transconductance. According to the
TGF expression, it is clear that higher gm will yield higher TGF. Hence, EG-GS-CP-
GAA gives rise to higher values of TGF when compared to CP-GAA. Furthermore,
to analyse the comparative analysis on transconductance frequency product (TFP),
Fig. 9b illustrates the plot of TFP of CP-GAA and EG-GS-CP-GAA with gate-to-
source variations. The plot shows that a higher TFP is found in EG-GS-CP-GAA as
comparedwith CP-GAA. Its role is essential for the design ofmoderate to high-speed
circuits and signifies the trade-off amidst the power and bandwidth for optimization.

4 Conclusions

In this paper, the linearity and analog parameters have been studied for conven-
tional CP-GAAand proposed EG-GS-CP-GAA structures. The results obtained from
the EG-GS-CP-GAA structure ensure that the device can be utilized efficiently for
linearity and analog applications. The improvement in analog performance ensured
with larger gm, TGF, and TFP and f T . The proposed device also shows improved
electrical parameters such as ION, IOFF, ION/IOFF and SS when compared to CP-
GAA. Thus, the EG-GS-CP-GAA can be considered as an improved device than its
counterpart.
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Efficient Optimization Technique
for Analysing the Performance of Bifacial
Solar Cells Using Fuzzy Logic

Kholee Phimu , Khomdram Jolson Singh, and Rudra Sankar Dhar

Abstract Due to numerous economic innovations and population growth, the elec-
tricity demand steadily grew. Meeting the need for electricity is a problem for
producing energy focused solely on fossil fuels which eventually lead to numerous
environmental issues, such as carbon footprints. Alternative sources of electricity can
be used to satisfy the need for power users worldwide. This research study focused
on providing a solution to the problem of tracking maximum power points in the
solar cell using fuzzy logic. Considering short-circuit current Isc 7.34 A with open-
circuit voltageV oc 0.6V and irradiance used formeasurement I r0 is 1000with quality
factor N 1.5; when used for the modeling of a bifacial solar cell, the efficiency of the
system was found to be ranging from 90 to 97% only because the fuzzy-based logic
controller is used. Also, the average duty cycle of the system 0.5 is achieved. The
models have been checked for validation and linked to multiple models to create an
optimal power model using fuzzy logic.

Keywords Fuzzy logic · Photovoltaic module ·MATLAB

1 Introduction

The photovoltaic (PV) industry’s key focus areas for lowering the cost of solar power
generation are improving performance, upscaling production sizes, solar cells and
modules, and low-cost products. More sophisticated manufacturing processes are
necessary to further increase the efficiency of solar cells. As a result, the complexity
and expense of the gadget are growing, leading to decreased revenues [1]. Bifacial
PV modules can create more energy by converting solar power to electricity on both
sides of the panel. For the reduction of PV power costs, bifacial modules are suitable
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since they can convert electricity from each end of the panel. Bifacial modules can
improve their power density, reducing area-related expenses, such as land, cabling,
planting, and so on [2].

In terms of their qualities, renewable energy sources are in high demand or
insignificant emissions and the introduction of energy shortages in this sense. The
researchers now base their attention on alternative energy sources, like solar, hydro,
and wind power. The Sun is the main solar energy resource and is easy to reach
worldwide [3]. Owing to the growth of industry and human consumption, energy
consumption is increased.

In the current scenario, various strategies for designing high-power trackers are
accessible in terms of cost, speed, performance, and hardware use in a wide range
of applications [4]. Photovoltaic bifacial solar cells have been a popular topic for a
while now, with predictions that they will replace non-renewable sources like fossil
fuels in the coming year. PVs must compete with other energy sources, such as fossil
fuels, in terms of cost per kilowatt-hour, in order to achieve this level of improvement.
PV module efficacy is now just 12–26%, which is very low in the current situation,
for transforming solar irradiance into electricity [5]. GaAs solar cell performance is
29%, whereas silicon solar cell efficiency is just 12–14%. In addition, performance
can be reduced as a result of decreasing solar separation, photovoltaic temperature,
or charging conditions. To gain the greatest possible power from the PV module
operation, it is necessary. To this end, the maximum power point tracker (MPPT)
controller is necessary. Variation in the solar cells I–V characteristics is regulated
by MPPT. MPPT’s aim is to monitor the operating point variation, where maximum
power is supplied to increase the performance of the PV module [6].

2 Bifacial Solar Cell

By its route, inclination, height, location features, and solar area in the atmosphere,
along with the radiation on the front side of the episode as seen in Fig. 1. Bifacial PV
uses environmental, mirror, and direct radiation which reaches themodule’s effective
rear side. The intensity rates from the rear are therefore sensitive to the albedo
and environmental conditions of the surrounding soil, the setup module format, and
climatic data [7].

The sun-oriented module absorbs diffuse radiation emitted by the shadow, but
instant and drawn-out radiation is replicated in the unshaded zone, impacting the

Fig. 1 Schematic of bifacial
module
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back of the bifacial solar cell module [8]. The evaluation of the bifacial increase
is more conspicuous when we consider PV stand [9], given the various variables
involved, above them but also because of the pressing spacing of the shadows created
by the montage, the exorbitant concealing of the adjacent solar cell modules, and the
impedance of replicated energy radiation. The elements mark the bifacial solar cell
module PV power plant installation design more responsive than conventional ones
that use mono facial modules [10, 11].

3 Mathematical Modeling

The Sun-based cells of this unique bifacial electrical model have been proposed,
manufactured, and an attempt has been made to forecast their capacity. The vast
majority of the generated models believe that it is possible to that a Sun-powered
bifacial solar cell module may be communicated as twin mono-facial solar cells in
equality, communicated by a connection made up of double diodes [6]. In Fig. 2, the
electricity map is introduced [6]. The main aim of a diode is to connect in parallel
to a current source (freewheeling diode) in order to avoid damaging some nearby
components sensitive to high voltage and thereby providing safety to the model.
Actually, for simulation purpose to realize bifacial solar cell, we show two current
sources connected in parallel, one for front and other for rear cell, but as a whole
represent the bifacial solar cell, we consider its equivalent model consisting of both.

There is a practical difference in the intensity of light falling on the rear surface of
bifacial solar cell which is somewhat lesser than the front surface and depends upon
the various factors like albedo, shade, and view factor. To electrically define bifacial
PV units, Singh et al. [6] designed a technique for all enhancing situations to electric
identify the bifacial solar cell. The model is a mono-facial cell with a single diode,
and the electrical boundaries supplied as input to the model are acquired for both
sides of the cell from I–V bends produced separately at Standard Testing Conditions
(STC). Furthermore, the reactance amid the dissimilar sides is not careful, which
may lead to slight comparisons amid investigational knowledge effects. The various
parameters like short-circuit current and open voltage from both sides of a bifacial
solar cell are given as Isc front and Isc back, V oc front and V oc back.

Fig. 2 Solar cell module
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By considering the bifacial module operating from both ends, the importance of
these parameters for varying amounts of radiation assumes a direct reaction, as it is
distinct and certainly has no front or back impact on the cell side. To evaluate these
thresholds, the model also represents the proportion of back and front irradiation as
a percentage of total irradiance as follows [6]:

χ(Ratio of Irradiance) = Grear

Gfront
(1)

where Grear is irradiances due to incident radiation on the rear surface and Gfront

is irradiances due to fall of radiation on front. The typical value χ is 0.9 (typical
standard value) [6]. Bifacial solar cell modules’ power can be defined as follows:

Pbifacial = Isc,biVoc,biFFbi (2)

With Isc,bi the short-circuit current for bifacial modules is

Isc,bi = RSC ISC,front =
(
1+ χ

ISC,rear

ISC,front

)
ISC,front (3)

The bifacial open-circuit voltage is shown below

Voc,bi = Voc,front +
(
Voc,rear − Voc,front

)
ln(Rsc)

ln
(
Isc,rear − Isc,front

) (4)

And, also the bifacial fill factor FFbi is shown below.

FFbi = pFF− Rsc
Voc,front

Voc,bi
(pFF− FFfront) (5)

where pFF = pseudo fill factor (FF) and its value can be calculated by Eq. 6.

pFF =
(
Isc,rear/Isc,front

)
FFfront −

(
Voc,rear/Voc,front

)
FFrear(

Isc,rear/Isc,front
) − (

Voc,rear/Voc,front
) (6)

This approach has been used to estimate output power to within 1% of observed
values for a variety of irradiance situations [12]. Considering a substrate resistivity
of around 1 cm2, a cross-section area of 125 × 125 mm2 p-type, and a thickness =
200 µm. Furthermore, for typical values V oc, rear= 0.028 V, V oc, front= 0.0099 V,
Isc, front = 340 A/cm2, and Isc, rear = 280 A/cm2 acquired by simulation on the
tanner tool and utilized for model fuzzy logic in MATLAB. The obtained power
is 9 µW, which is quite near to the theoretical value (Eq. 2). The aforementioned
parameters are utilized for mathematical modeling of the module based on their
availability.
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4 Energy Conversion

“η” is the energy conversion efficiency of a solar cell, and it is defined as the
proportion of incoming light energy that eventually turns into electricity.

η = PM

AC E
(7)

where E is the input light radiation (W/m2), the highest energy point at the STC,
AC is solar cell surface (m2), and PM is maximum power point. The current impact
because of diode law is illustrated below, taking into account the effect of normal
dark current.

I = Io

[
exp

(
qV

nKT

)
− 1

]
− IL (8)

where IL denotes light-produced current, q denotes charge, V denotes voltage, K
denotes Boltzmann constant, and T denotes standard temperature. IL, is the current
at zero voltage in ideal condition, Isc.

Voc = nKT

q
ln

(
IL
Io

− 1

)
(9)

The FF is the ratio of peak power (PM) to open-circuit voltage (V oc) and short-
circuit current (Isc):

FF = PM

Voc · Isc = ηAC E

Voc · Isc (10)

Preliminary averaged results are shown in Table 1.
The rear-to-front efficiency ratio in percentage is 86, representing a 9% gain over

traditional models.

Table 1 Showing parameters of different value

FF (%) Isc (µA/cm2) Voc (V) η (%)

Front side 76.3 340 0.0099 17.3

Rear side 74.8 280 0.028 15
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5 Fuzzy Logic System and Membership Function

During the reasoning process, a fuzzy logic dealswith imprecision, vagueness, uncer-
tainty, partial truth, and so on. It is used to assist in deciding for incomplete and
imprecise information as shown in Fig. 3.

The nature of real-world problems is complex and imprecise, whether in a
decision-making process or in a single case. A real-life situation-based model based
on fuzzy logic can be built to tackle the ambiguity issue [13, 14]. Fuzzy logic is
a branch of artificial intelligence that deals with reasoning systems. These logics
are employed in machine learning to imitate human cognitive patterns and decision-
making abilities [15]. By adjusting rules that are a combination of expert inputs and
desired outputs, fuzzy logic completes a variety of tasks [16]. The structure of a
fuzzy logic system is shown below in Fig. 4.

To acquire output of various power components, a fuzzy logic controller (FLC)-
based MPPT for PV bifacial is designed and simulated using MATLAB in this
research work. Various rules are designed to optimize the operation of the controller
and placed in the rule base. According to the input parameter, the particular rule
is provided to the inference engine and optimum output is generated as shown in
Fig. 4. The membership function (MF) [17] is a graphical representation of the level
of participation of individual inputs. The MF assigns a specific value to the inputs
that also functions as overlap among the inputs. The degree of membership function
has a range of 0–1.

Fig. 3 Fuzzy logic
controller: block diagram

Fig. 4 Fuzzy logic system
structure
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6 Result

We created a FLC-based MPPT for a PV bifacial cell and simulated it by MATLAB
to acquire output of various power components, which we used in our study. For the
proposed system, the fuzzy rules have been derived and verified using MATLAB
Simulink. Rules for fuzzy logic controller are shown in Fig. 5.

Where MD represents the duty cycle of the fuzzy logic-based control system. As
shown in Fig. 6, we used MATLAB Simulink software to develop the fuzzy logic
algorithm-based controller.

MATLAB Simulink software is used to create fuzzy logic, the 3-D representation
of results obtained from rule base as shown in Fig. 7. Also, a fuzzy logic system is
seen in Fig. 8. The relationship between current in ampere (A), a voltage in volt (V),
and duty cycle is also shown in Table 2.

The implementation of the above model has been done usingMATLAB Simulink
software at various changes of irradiance. Different readings of input and output
power at solar irradiance, viz. (1000, 800, 600, 400, 200) W/sq m, were taken to
check the efficiency of the converter and the functioning of the fuzzy controller.

Fig. 5 Rules for FLC

Fig. 6 Fuzzy logic designer
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Fig. 7 Graphical representations for fuzzy-based controller rules

Fig. 8 Fuzzy logic system

Table 2 Relation between
current voltage and duty cycle

I V DC

0.5 12 0.856

3.0 15.0 0.767

5.0 18.0 0.629

10.0 17.0 0.683

10.0 25.0 0.500

10.0 17.33 0.520
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Table 3 Fuzzy-based MPPT controller simulation results

Irradiance (watts/sq m) Pin (Watts) Pout (Watts) η = Pout
Pin

(%) DC

1000 257.7 252 252
257.7 = 0.98 0.65

800 209.7 200.9 200.9
209.9 = 0.96 0.65

600 150.7 142.7 142.7
150.9 = 0.95 0.59

400 98.98 92.5 92.5
98.98 = 0.92 0.49

200 48.86 44.4 44.4
48.86 = 0.91 0.35

Fig. 9 Simulink model of complete system

On the same irradiation settings, the duty cycle has been observed. Table 3 shows
fuzzy-based MPPT controller simulation results.

MATLABSimulink software was used to assemble and simulate the entire system
for the different values of solar radiation is shown in Fig. 9.

7 Conclusion

Bifacial solar cell-based has a nonlinear characteristics photovoltaic systemwhich are
affected by climate condition, and in these characteristics, maximum available power
of PV is obtained from an operating point. The artificial intelligence-basedmaximum
power point tracking approach for attaining the maximum power point is the fuzzy
logic controller. Defining the logical rule and particular range of membership func-
tion in this method has a big impact on getting the best outcomes. In this study, a
unique fuzzy logic-based approach for tracking optimal power is proposed. Various
subsystems and components have beenmodeled and evaluated in our study. Thus, the
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photovoltaic module with bifacial solar cell has been modeled using Simulink. After
combining the convertermodel and the photovoltaicmodulewith FLC,we developed
a complete MPPT model and utilized it to match the fuzzy logic controller’s rules
and membership functions. According to our findings, the photovoltaic facial solar
cell model is practically correct and can be utilized to model solar panels with the
help of applicable information found in the manufacturer’s datasheets. The simula-
tion findings also show that an FLC-based MPPT can extract a significant amount of
additional energy from a bifacial solar cell PV module. These findings indicated that
PV power systems could enhance their energy efficiency. Improvements in energy
efficiency parameters are, in the end, a cost-cutting measure.
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Nanowire GaSb Infrared Solar Cell

Dickson Warepam , Khomdram Jolson Singh, and Rudra Sankar Dhar

Abstract The 3D geometry structure along with the nanopillar array photovoltaics
gives unique properties for effective solar cells comparing to the ordinary solar cell.
It is found that with the use of GaSb, the infrared spectrum can be absorbed by
the nanopillars having large interface area. A combination of AlGaSb and GaSb is
analyzed for designing the infrared solar cell. Our simulation results indicate that
GaSb-based infrared solar cell has higher efficiency as compared to that of Si-based
nanowire solar cell. The comparison between the GaSb and Si nanowires is done
regarding the I–V characteristics, efficiency, short-circuit current and open-circuit
voltage. GaSb works in the infrared region of the solar spectrum and is simulated
using TCAD. The efficiency of the infrared solar cell increases from 5.6 to 12.7%
when the illumination increases from 1 to 100 suns. Charge carriers are collected
along the radial structures as indicated by short-circuit current scaling. Simulation
of the solar cell gives an open-circuit voltage, V oc of 0.34 V under 100 suns, a short-
circuit current (Isc) of 0.31 nA under 1 sun and a fill factor of 71.0%. The results are
verified with already published experimental data.

Keywords Photovoltaic · Nanowires (NWs) · Technology Computer-Aided
Design (TCAD)

1 Introduction

Nano-structure that is being used for the infrared solar cell is advantageous regarding
cost and size, yielding better efficiency for the solar cell [1–9]. These nanowires and
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nanorods are able to accumulate charge carriersmore efficiently for various solar cells
[4–6]. Absorption of photons for converting it to charge carriers effectively is used in
third-generation solar cells [7]. Since we are dealing with infrared solar cells, solar
cells should be able to operate in various temperatures [3–6, 10]. Further investigation
has shown that nanorod arrays have that advantages for the optimal light absorption
and photon conversion as compared to the conventional solar cell with single-crystal
bulk semiconductors when the same materials is used [8, 9]. It is to be noted that
a combination of nanosturctures and single crystal bulk semiconductor-based solar
cells leads to decrease in efficiency and poor stability [1].

In this paper, we are implementing a 3D coaxial infrared solar cell having three
layers, namely positive type, intrinsic type and negative type layers. The three layers
mentioned above will be forming the (p-i-n) layout. Recently, Si-nanowires-based
solar cells are of major concern in the research area, and our paper is compared to
that of the experimental data obtained for the Si-nanowires-based solar cells [11].
Si is vastly used for making solar cells owing to its properties such as abundant
availability and developed manufacturing method. However, its indirect band gap
gives rise to certain limitation as it is unable to harness maximum solar energy due to
phonon emission. The power conversion efficiency has increasedwithin these last five
years, and in this article, we will be modeling a nanowire-based solar cell which will
work mostly in the infrared region. An efficiency of 5.6% can be obtained for GaSb
nanowire solar cell under 1 sun. With the use of nanopillars, we are able to obtain
large interface area and cascading of nanopillars will increase the overall efficiency
of the solar cell. It can act as an alternative renewable energy fuel for exploring outer
space as GaSb works in the infrared region. GaSb solar cell can be used further
for understating the working of electron and holes generation optically for energy
conversion and artificial photosynthesis [12]. Coaxial GaSb nanowire solar cell can
be used for detecting low light level photons [13]. Nanowire technology is used in
various photonic application [14, 15].

From Fig. 1, we are able to observe the arrangement of the positive type, intrinsic
and negative type which make up the 3D coaxial solar cell [16, 17]. N-type AlGaSb
crowned the n-type GaSb and p-type GaSb. AlGaSb reduces the band gap with rise
in temperature and short-circuit current decrease in a nonlinear trend [18]. GaSb has

Fig. 1 Simulation scheme of a coaxial nanowire
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some desirable properties when working in higher temperature as photo-generated
current increases with the decrement in band gap [19]. This type of structure made
with GaSb and AlGaSb is beneficial as charge separation takes place radially instead
of axial direction which in turn gives advantages to the photon-induced carriers to
reach the p-i-n junction easily as compared to the bulk crystal structure [8]. When
the 3D co-axial infrared solar cell is illuminated, regular charge distribution occurs
radially as the voltage across the shell is reduced due to highly conductive n-shell
[8]. Nanowire is advantageous over thin-film solar cells regarding reduced reflection,
more light absorption, band gap flexibility, cost of manufacturing and least problem
with defects [20].

2 Photovoltaic Simulation

2.1 Nanowire Modeling

The device structure depicted in Fig. 1 is simulated using ATLAS in cylindrical
coordinate system with the outer n-type radial size of 190 nm. The intrinsic type has
a maximum radius of 160 nm and that of p-type having a maximum of 80 nm. Thus,
the overall thickness of the nanowire is 380 nm, and it is similar to the nanowire give
in structure of the paper with smaller length [2].

Drift diffusion model is being used for calculating the carrier movement, consid-
ering the smaller length of the nanowire [13, 14]. It takes less amount of time for
simulation if the nanowire is of smaller length. We use Shockley–Read–Hall recom-
bination and concentration-dependent mobility for evaluating the recombination and
mobility. We need to check whether quantum effect is present during our simu-
lation. Poisson-Schrodinger equations self-consistently are used for quantum effect
check, and later, we found it to be very small. Self-consistent calculation is confirmed
with the first bound state having a position of 1 meV just above the conduction band
when infinite potential well approximation is implemented. The dark current–voltage
relation was attained initially, after which the structure is illuminated with AM 1.5
Global solar irradiance. Coaxial nanowires parameters such as potential and the band
energy were obtained self-consistently. The spectrum of the solar illumination using
multi-spectral photogeneration in the simulator is given in Fig. 2.

Isc is set to pico Ampere range by scaling the power of the solar spectrum by 1:5
× 10–3. The generation rate is calculated from the equation as below:

G = ηo
Pλ

hc
αe−αy

where G is the photogeneration rate, P is the cumulative effects, transmissions and
loss due to absorption over the ray path, y is the relative distance for the given ray,
h is the Planck’s constant, λ is the wavelength, c is the speed of light and α is the
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Fig. 2 AM1.5G spectrum used to illuminate the model

absorption coefficient calculated for each set of (n, k) value. Absorption coefficient
is given by the total number of photons absorbed by a specific wavelength (λ) falling
on it. This particular property is constant for the given material. The absorption
coefficient in terms of the extinction coefficient is given by:

α(λ) = 4πk

λ
107cm−1

where λ is in Nano meter.
The simulated nanowire structure is being illuminated with an air mass of 1.5

global and various profiles can be obtained as shown in Figs. 3, 4, 5 and 6. Photogen-
eration rates can be obtained by considering the different legends expressed in the
log of the electron–hole pair generation rate with respect to the color-coded display.
From the legions, it is evident that more photo generation rates are occurring at upper
solar layer as it has the advantages to absorb photons earlier than the inside layer.

2.2 TCAD Simulation

Charges are produced in a nanowire when photons fall on it. The charges are pairs
of electrons and holes which has different movement paths radially. Electrons flow
outward from the center, whereas holes flow towards the center of the nanowire.With
the movement of the carriers, it can produce power in the range of a few nano Watt.
In order for the output power to drive external circuit, we need to either increase
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Fig. 3 Electric field profile

Fig. 4 Potential-generated
profile

the light intensity or cascade various nanowires. Practically, the illumination is one
directional, and the photogeneration rate along the radial direction has been plotted.
For the nanowire to absorb the photon in all the direction, simulation is performed
with all round illumination using three dimension simulation (Table 1).



278 D. Warepam et al.

Fig. 5 Net doping profile

Fig. 6 Recombination rate
profile

3 Result and Discussion

The nanowire is being illuminated with air mass 1.5 G and various photovoltaic
properties of p-i-n coaxial GaSb are obtained as shown in Fig. 7. Even though the
solar cell is mainly focused on the infrared spectrum, we were able to obtain an
open-circuit voltage, V oc of 0.34 V under 100 suns, a short-circuit current (Isc) of
0.31 nA under 1 sun and a fill factor of 71.0%. A maximum efficiency of 5.6% can
be obtained as the output of the nanowire under 1 sun.
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Table 1 Standard major
parameters used in our model

Material GaSb

Band gap [eV] @300oK 0.72

Permittivity 14.4

Affinity [eV] 4.06

Epsilon 15.7

e − mobility [cm2/V × s] 4000

h + mobility [cm2/V × s] 1400

e − density of states NC [cm–3] 5.68E + 18

h + density of states NV [cm–3] 2.95E+18

Lifetime (el)[ns] 1

Lifetime (ho)[ns] 1

ni (per cc) 3.66E+12

Vsatn (cm/s) 1.00E+08

Vsatp (cm/s) 1.00E+08

Fig. 7 I–V characteristic under AM1.5G illumination and dark current
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Table 2 Output parameters obtained from the simulated model

P-I-N material Sun Jsc (mA/cm3) Vm (V) Im (A) Eff. %

GaSb 1 3.09849e−11 0.22 2.87615e−11 5.6

GaSb 100 4.53582e−09 0.34 4.24268e−09 12.7

Si 1 2.27140e−011 0.42 2.1484e−011 6.4

Si 100 2.28628e−09 0.53 2.16278e−09 8.8

V oc remains independent on the length of the p-i-n Si nanowire but Isc has linear
scaling along the Si nanowire length. This short-circuit current scaling indicates that
induced charge carriers are uniformly collected along the radial structures and metal
contact’s light scattering does not contribute to the Isc (Table 2).

The simulated model can be further improved so that the upper and lower bound
efficiency can be increased with the usage of vertical integration or multi-layer
stacking [8]. Photo-generated carriers have systematic increment when the light is
incident on the nanowire with linear increment of open-circuit voltages and loga-
rithmic increment of short-circuit current [21]. When the model is illuminated with
multiple suns, efficiency increases considerably.

The infrared region of the spectrum can be absorbed more effectively with the
introduction of intrinsic layer in GaSb-based solar cell. When the GaSb is based on
p-i-n structure, more charge carriers can be generated as compared to normal diode-
based solar cell, as it minimizes surface recombination [16]. GaSb-based solar cell
can convert heat generated by the infrared spectrum to electrical power in an efficient
way [10].We can note that most of the energy from the solar radiation is foundwithin
the infrared region at wavelengths longer than 1 micron, but silicon-based solar cell
responds to wavelengths shorter than 1.1 micron [10]. This gives the advantages for
GaSb nanowire over Si nanowire in infrared region.

In Fig. 7, we are able to observe the i–v characteristics under illumination and dark
current. Cathode current of the simulated model has 0.04 nA in Fig. 7 as compared
to the 0.02 nA of the Si nanowire model when same voltages are applied. Cathode
current increase when the model is illuminated with 100 suns.

4 Conclusions

GaSb-based infrared solar cell has beenmodeled usingTCAD, and results are verified
after running the simulation. With this work, we are able to simulate and model
infrared solar cell, without actual product which gives a better option for testing
differentmodel. The details of themodel can be analyzedwith the 3D structure.When
the number of suns illuminating increases, GaSb nanowire performs better than Si
nanowire. The output power can be increased in future work by connecting co-axial
nanowires together to form nanopillar array PV system. In the nano photovoltaic
study, the methodology used in this work and the precise details that can be obtained
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from the 3D structure can be beneficial for further research and application. It is
found from other literature that such a model is able to provide power in the range
of nano Watt for nanoelectronics devices.
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Triple-Strap EMI Suppression
with Frequency-Selective Exterior

Rajdip Das and Umesh Pal

Abstract Over a century, electromagnetic shielding (EMI) has been restricted to a
very small frequency. The curiosity comes from the necessity to safeguard the radio
receiver’s circuits and equipment from EMI and the radiated field. The development
of wireless, and satellite technologies possess potential health hazards directly or
indirectly. Therefore, it is necessary to find solutions to effectively isolate interfer-
ence. The major aim is to keep all of the notch filter’s properties, while ventilation
needs to compel the enclosure to pass a specific spectrum of EMI. This research paper
describes the plan andmanufacture of a super slim adaptableEMI safeguard equipped
for dismissing a couple of bothersome frequentness. The outline starts with a plan of
a small part, which allows us to effectively calculate the ring’s initial geometric
measurements, and then uses full-wave electromagnetic modeling to correct the
measurements and the intended frequency response’s end. Various EMI shielding
geometric patterns with concentric rings are studied and discussed. Based on these
findings, a screen-printed radical-thin and malleable EMI shield were created. This
paper demonstrates a strong relationship between measurement and simulation.

Keywords Frequency selective surfaces (FSS) · Print screening · Triple-strap EMI

1 Introduction

As the connections grow at an exponential rate, the quantity of camp stations is likely
to grow in the next few years, in the direction of achieving better service coverage.
Therefore, this communication throughwireless in a conjunction with other sensitive
electronic gadgets is likely to generate an EMI [1]. Like a shield, it draws people’s
attention to themselves. Architectural shielding is becoming increasingly important
in protecting sensitive electronics from potential EMI hazards.

Traditional shielding cabinets are bulky and impose structural stress on existing
structures [2], thereby shielding them. An EMI protector that is ultra-lightweight,
highly malleable, and can be attached to the walls of existing structures will be
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appealing [3]. In addition to the weight issues, traditional metal housings lack
frequency-selective shielding (FSS) [4–7], they effectively block electromagnetic
waves of all frequencies.

TheFSSdesign allows for blank regions on the screen, resulting in another sensible
feature sight lucidity. It should be observed that cascadedFSS is usually used to obtain
a frequency-selective multi-band surface [8–10]. There have beenmanyworks on the
frequency selection structure of various applications, andwewill not repeat themhere
[11–15]. The cascading nature of the design results in a relatively thick screen. The
hinge design is an excellent choice to maintain the design level. EMI shielding uses
printed periodic components to provide a frequency selection function, which may
put away undesirable frequencies without interfering with other mobile assistance.
Due to the possibility of mass production of coils, screen printing technology is
used to make EMI boards. A screen-printed prototype was made, and its multi-band
suppression capability was proved through experiments.

The paper is arranged as follows: The sketching of several band stop EMI shields
are presented in Sect. 2 which consists of building a full-wave structure and followed
by the analysis of full-wave model geometrical parameters in Sects. 2.1, and 2.2,
respectively, the experimental analysis is discussed in Sect. 3. Finally, the conclusion
and future works are reviewed.

2 Sketching of Several Band Stop EMI Shield

FSS is a periodic structure made up of one- or two-dimensional conductive compo-
nents or holes that allow the filter to function in the presence of electromagnetic
wave radiation. It has a complete transmission or reflection near the resonance
frequency when emitted with electromagnetic waves. This FSS spatial filter charac-
teristic is employed in the construction of an FSS screen [16]. These filter actions
are determined by the geometry of the component.

A ring structure is proposed to provide multi-band suppression capabilities in a
single-layer structure because the usage of concentric rings with various radii can
create numerous resonances. Figure 1 shows the peak and part views of the band cut-
out EMI shield. FSS is made by placing conductive strips in an orderly manner. The
screen is utilized as a size band limit channel, and along these lines, the best format
is the fix sketch. This permits the attenuator to go about as an indented channel at
the ideal sound recurrence. The concentric rings would be the finest sketch to satisfy
the additional aims of enabling optical transmission.

Since it consists of empty rings instead of spots, it is ideal for applications that
require a high level of optical clarity. The conducting rings aremade upof sticky silver
paste. The conductivity of a round-shaped entirely covered accompanied by a silver
paste may be measured using a tetrad-point probe. A round shape completely plating
with adhesive silver has a conduction of 2.6 × 106 S/m and a thickness of 10 µm
after post profile measuring. The relative permittivity of the 0.1 mm wide substrate
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Fig. 1 Peak and part views of band stop EMI safeguard

is 2.3. For improved accuracy, the voltaic characteristics of the two substrates and
the silver paste are included in the full-wave simulation prototype [17, 18].

2.1 Building a Full-Wave Structure

The equivalent circuit model yields the initial geometric dimensions of the ring
construction, commercial 3D EM software can be used to model the full-wavelength
3D structure, taking into account the required boundary conditions. The unit cell
consists of two waveguide ports arranged in the middle of the (−z, +z) course,
which is used as an excitation source and an obtaining source. Under time-domain
conditions, the ideal charged wall is to set down in the middle of the (−x,+x) course,
and the ideal barrier is to set down in the middle of the (−y, +y) course [19, 20].
Figure 2 exhibits a three-dimensional ingredient cell replica with multiple concentric
rings and parameters and con-centric rings with geometric dimensions.

Teflon is utilized as the dielectric substrate in this case. The substrate has a thick-
ness of 0.1 mm. Two air boxes are formed around the substrate. The air boxes have a
height of 20 mm. The FSS structure is now formed on the substrate. PEC is used to
make the ring constructions. On the substrate, there are three concentric circles. The
innermost circle has a radius of 19.7 mm and a broadness of 3.51 mm. The semi-
diameter of the subsequent circle is 26 mm, the corresponding width is 25.5 mm, the
semi-diameter of the outermost ring is 50 mm, and the corresponding broadness is
3 mm.
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Fig. 2 The three-dimensional model of a unit cell with multiple concentric rings and parameters
and concentric rings with geometric dimensions

2.2 Analysis of Full-Wave Model Geometrical Parameters

The reflectance S(1,1) and gain S(1,2) are measured from 0 to 3.50 GHz, with three
shielded frequency bands. Figure 3 denotes the simulation results of the three-band
EMI suppression shield.

Figure 4 shows the estimated or simulated transmission conditions for various
radio stations at full-wavelength. It can be noticed in other words, the estimation
result formed on the corresponding circuit, architecture is very similar to the result
of the full-wavelength simulation using the simulation tool, except that the change
in the resonance frequency is very small. However, the equivalent circuit model

Fig. 3 Experimental and simulation results of three-band EMI suppression screen
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Fig. 4 The estimated or simulated transmission conditions for various radio stations at the full-
wavelength [30, 35, 40, 45, and 50 mm]

(ECM) method is very effective in rapid design synthesis that does not require a lot
of calculations, so it can perform parameter analysis more effectively than full-wave
modeling.

3 Experimental Results

The 3-channel EMI shielding is based on the results of previous research. According
to previous studies, it has been observed that the radius of the ring is roughly about
19.4, 25.6, and 50 mm, discretely, to achieve screens with resonance frequencies of
918 MHz, 1.848 GHz, and 2.48 GHz. Based on initial results, further adjustments
are made to achieve the required size of all resonances performed in a single design
(Table 1).

Figure 6demonstrates the imitatedS21 of the beginning and closingblueprint of the
three-band EMI screen. Make prototypes based on the final geometric dimensions.
Figure 5 shows themanufacturedEMI tape. The guide is 450mm× 450mm. Figure 7
shows the experimental setup used to measure the shielding efficiency of EMI ribbon
connectors [21]. A pair of duplex sheets oscillate guide antennas (18 GHz) are used
for measurement. The horn antenna is used for transmission and reception. Plane
waves pass through the screen. There is a 350 mm x 350 mm [22] hole on the top
of the metal box. The EM safeguard is situated between the sending receiving wire
and the getting radio wire. This helps reduce the diffraction accuracy of surrounding
waves. The interval betwixt every antenna and the EMI bandwidth is kept at 300 mm
with a hollow wooden box. The 8 GHz vector web browser is used to retrieve the S
variable from the shared configuration.

The shielding efficiency for this computation systemmay be calculated as follows:

SE1 = S21without shield − S21with shield (1)
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Table 1 The introductory
and closing geometric
proportions of the three-way
concentric circles of three
orbital discharges

Parameter Initial
dimension
(mm)

Final
dimension
(mm)

Description

w 2.00 2 0.00 Breadth of a
conductor

r1 19.5 21.5 The inmost
radius of the
circle

r2 25.0 26.0 The inmost
radius of the
circle

r3 51.0 49.5 The inmost
radius of the
circle

s 9.99 10.0 Range betwixt
adjacent circles

h 0.01 0.1 Substrate
broadness

t 0.001 0.01 Conductor
broadness

Fig. 5 Photo of flexible and transparent three-band EMI shielding

where S21withoutshield is the insertion depletion evaluated without shielding, while
the shielded S21withshield is the insertion depletion shielding accompanied by.
Figure 8 shows the protecting proficiency of the last plan got through measurement.
Contrasting the outcomes, it very well may be seen that the reenactment results are
the same as the test results. Experiments have shown that the passband EMI shield
can provide an SE1 of 10.1–25.1 dB at the required resonant recurrence, and the
amplitude was observed no later than the t the corresponding resonance frequency
SE1.
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Fig. 6 Tri-band EMI shielding simulation results from the preliminary and final draft

Fig. 7 Demonstration system for identifying the protecting productiveness of the screen

4 Conclusion

This research paper shows that a multi-channel EMI shield with conductive concen-
tric rings can be screen-printed on a distinct surface, making it super light and
exceptionally adaptable. The initial blueprint of the EMI safeguard lay off handily
made utilizing the successful equivalent circuit. Extra centering and tweaking can
be accomplished through full-frequency reenactment. Taking the three-frequency
EMI shielding as an example, it shows a good match. This sort of EMI safeguarding
can be handily joined to the dividers of existing structures to smother undesirable
recurrence without influencing the necessary recurrence groups.
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Fig. 8 Experimental and final simulation outcome of a final guide
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Design Analysis of Uniformly Weighted
Circular Planar Antenna Array Using
Efficient Meta-heuristic Algorithm
in MATLAB

Kailash Pati Dutta, Sonal Priya Kindo, Neelam Xalxo, Suman Linda,
and Kajal Kumari

Abstract Circular planar array antenna with minimized peak side lobe levels is
desired in many advanced wireless applications. In this paper, an innovative strategy
is applied to the designingproblemof the planar array antennahaving concentric rings
that are uniformly weighted with circular aperture using a human intelligence-based
meta-heuristic algorithm, namely teaching–learning-based optimization. The objec-
tive of this work is to design the concentric circular array antenna with constraints
like number of array elements as well as radius of each ring and then finally present
an analysis of the same using different examples. Four cases with different number
of rings are presented considering different constraints individually. Firstly, concen-
tric circular array antenna with 5 and 6 rings is discussed with optimized ring radii.
Secondly, with optimized number of array elements, 7 and 8 rings are taken into
account. Results are superior in the example having rings in larger number. The
statistical data for every design are also presented to showcase the effectiveness of
the simulation approach. The result comparison of the proposed work with state of
the art further confirms the effectiveness of the proposed design.

Keywords Circular planar array antenna · Teaching–learning-based optimization
algorithm · Side lobe levels · Evolutionary algorithms

1 Introduction

Concentric circular array antenna (CCAA) [1] has multiple circular rings with a
common centre. Each ring in CCAA has different number of array elements. Regard-
less of there being many different types of antenna array, CCAA has an important
role to play in wireless communication [1, 2]. CCAA has numerous advantages over
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other antenna. It has insufficient edge element, thus it is less sensitive to mutual
coupling. Also, the main lobe of CCAA is capable of radiating isotropically and
provide 360◦ azimuth scanning feature without any variation in beam pattern. It
offers the radiation pattern that covers the whole space [1, 3].

In spite of its numerous advantages, it has one drawback. Though having a large
directivity, they have side lobe levels with higher value which is not desirable [3,
4]. We customize CCAA in order to achieve better performance with respect to
minimized value of the side lobes. To solve antenna design problem by optimizing
inter-element spacingwith fixed radii, optimizing using radii with fixed inter-element
spacing and optimizing inter-element spacing and ring radii [6, 7]. Customizing
CCAAnot only targets in reduction of SLL, but also decreases themanufacturing cost
and weight of antenna arrays. For these reasons, CCAA has been applied extensively
to a variety of application over last 42 years [1–7].

Readers can refer to a number of synthesis techniques for planar antenna array
that are available in the literature [6–20]. Hybrid approach (HA) [7], moth flame
optimization (MFO) [8], genetic algorithm (GA) [9], global and local real-coded
genetic algorithms [10], chaotic bee colony algorithms (CBCAs) [11], Gaussian
taperingwindow technique [12], seeker optimization algorithm (SOA) [13],modified
teaching–learning-based optimization (MTLBO) [14], QPSO [15], chaotic adaptive
invasiveweed optimization (CAIWO) [16, 19], and symbiotic organism search (SOS)
[20] algorithm are few of the distinguished methods with notable contributions in
this area.

In a nutshell, there exists a rich literature that addresses the solving of the
synthesis problem of planar array antenna. However, as per the no free lunch theorem
by Wolpert and Macready [21], any evolutionary/meta-heuristic algorithm is not
sufficient to solve all types of the problems related to the optimization. Hence,
meta-heuristics with proven performance and computational efficiency are always
welcoming towards applying to some specific problem.

In this article, we propose the application of well-established evolutionary algo-
rithm specifically teaching–learning-based optimization (TLBO) [8] in the designing
analysis of the CCAA that yields optimized side lobe levels. The impact of the
constraints like number of array elements in each ring and inter-ring radii is analyzed
with four different examples that include 5, 6, 7 and 8 rings separately with
constraints. Unlike other optimization algorithms, TLBO is a easy to use tool that
has no additional tuning parameter other than the common algorithm specific free
optimization parameter [8, 17] like number of runs, population size, etc. Hence, users
need not to bother paying special attention for appropriate tuning of any algorithm
specific control. This is not only attributed for a faster convergence rate but also
simplifies the entire simulation process, thereby reducing the operational complexi-
ties. Due to its effectiveness, TLBO has been used to address optimization problems
related to diverse engineering problems [8, 14, 17, 18].

The rest of our paper is structured as with the following sections. Section 2
discusses CCAA geometry with problem formulation, Sect. 3 gives the detailed
discussion on the TLBO algorithm, and Sect. 4 presents the results of the simulation
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and their analysis. The conclusions were presented in the Sect. 5 followed by the
references.

2 CCAA Geometry and Problem Formulation

Uniformly,weighted concentric circular antenna array (CCAA)yields radiationbeam
that is capable of covering the whole space with 360◦ azimuthal scanning ability.
Its elements are organized in different concentric circular rings that have common-
centre, different radii and unlike number of antenna array elements in each circle.
They are supplied with current excitations that are of uniform value for each of the
antenna elements. The CCAA array geometrical layout is shown in Fig. 1.

Considering the central array element feed, the array factor symbolized by
AFactor(θ,∅, I ) of the CCAA geometry lying on the x-y plane is expressed by
(1).

AFactor(θ,∅, I ) = 1 +
M∑

m=1

Nm∑

n=1

Imne
j[kRmsinθcos(∅−∅mn)+αmn ] (1)

where M symbolizes total rings in the CCAA, Nm represents total array elements
(isotropic in nature) in the mth ring, dm is separation between each array element in
themth ring. Rm = Nmdm/2π . This represents the radius ofmth ring, ∅mn is angular-
position of nth element of the mth ring such that1 ≤ n ≤ Nm . θ and ∅ are polar and

Fig.1 Concentric circular planar array geometry layout presented in the x–y plane
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azimuthal angles, respectively.K gives thewave-numberwhich equals 2π /λ,whereas
λ represents wave length in operation, j is complex number (imaginary unit). αmn is
phase of individual array element, and Imn is current amplitude excitation of themnth
array elements of that is set to uniform but unity value. Uniform phase excitation of
0◦ is associated with each element.

We have designed the objective (or cost or fitness) function in such a style that the
side lobe levels (SLL) get optimized applying appropriate searching of the inter-ring
radii, and the number of the antenna array elements present in each concentric circle.

3 Teaching–Learning-Based Optimization (TLBO)
Algorithm

TLBO [17, 20] was proposed by R. V. Rao, V. J. Savsani and D. Vakharis in 2011.
TLBO is a novel optimization technique applied in diverse engineering applications.
It has basically two phases such asthe teacher’s phase and the learner’s phase. The
readers may refer papers [17] and [20] for the theoretical details and implementation
steps of TLBO.

4 Simulation Results

The bundles of elements are considered as isotropic antenna. Simulation is done using
four cases. In case 1 and case 2, we try to optimize the ring radii (Rm) using 5 and 6
concentric rings, respectively. And in case 3 and 4, we have attempted optimizing the
array elements in each particular ring using 7 and 8 concentric rings, respectively.
These are examples only and one is free to consider any number of rings as per
choice. We have used TLBO in MATLAB for the simulation purpose. TLBO does
not have any tuning parameter, it has only common parameters to design antenna
array like population density number of generations [20].

As per the results obtained after simulation, TLBO yields better results than the
results available in the existing literature as far as suppression of the SLL is concerned
with respect to total number of array antenna elements in each concentric rings as
constraints.

TLBO algorithm is implemented in MATLAB software with the help of a laptop
having 8 GB RAM, i5 processor with 2.20 GHz of clock frequency.

Case 1. Optimized Ring Radii with 5 Rings

This is the first case where we used 5 concentric rings and with ring radii as the
constraints. The simulations were done using 4 trials. The simulation results are
shown in Table 1 from where we see that the synthesized array is very bulky in
nature with a large number of array elements counting up to 492. This array will also
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Table 1 Simulation results and their comparison with [7, 9]

Algorithm Array type NR N Aperture (λ) SLL (dB) Std. deviation Worst (dB)

HA [7] Opt Rm 8 201 4.98 –29.03 – –

TLBO (Case
1)

Opt Rm 5 492 13.4 –19.98 0.11 –19.69

TLBO (Case
2)

Opt Rm 6 147 3.86 –23.03 0.08 –22.83

GA [9] Opt Nm 9 183 4.5 –25.58 – –

TLBO (Case
3)

Opt Nm 7 115 3.5 –31.28 0.5 –30.05

TLBO (Case
4)

Opt Nm 8 184 4 –34.26 1.25 –31.07

be larger in size as the array aperture is as large as 13.41λ. Due to large number of
array elements, there will be existence of the grating lobes. Moreover, the costing
and the maintenance of such a bulky array will be difficult and thus not desirable.
More importantly, the SLL in this case is found as –19.98 dB which is infact very
high and against the objective of this work.

Case 2. Optimized Ring Radii with 6 Rings

In this case, also the common control parameters are same as that in case 1. The
simulation results are summarized in Table 1 given which clearly indicates that
the related SLL found is –23.03 dB. This result is better than the previous case (–
19.98 dB). The worst value found here is–22.83 dB. That means, the worst value
seen here is even better than the best value of case 1. The aperture size of the array is
found to be 3.86λ which is also far better and smaller than found in case 1 (13.41λ).

Case 3. Optimized Number of Array Antenna Elements with 7 Rings

This case demonstrates the value of minimized SLL as –31.28 dB with a maximum
ring-aperture size of 3.5λ. These results are showcased in Table 1 fromwhere readers
can easily see the worst value obtained in this case is –30.05 dB. As far as individual
ring is concerned, itmay be stated fromTable 2 that the first ring contains 31 elements,
second ring yields 20 elements, third, fourth, fifth and sixth rings hold 13, 15, 18 and
8 array elements, respectively. The last ring that is seventh ring yields 10 number of
array elements. In other words, we can say that to obtain this design, a total number
of only 115 elements were used. The standard deviation obtained from simulation
results in this case is 0.50. The graph of the mean of best fitness value vs fitness
function evaluations is presented in Fig. 2a. Also, Fig. 2b gives the normalized
power pattern for 7 rings CCAA obtained after the MATLAB simulation.

Case 4. Optimized Number of Array Antenna Elements with 8 Rings

This is the fourth case where best results are obtained in terms of SLL. The results
obtained are shown in Tables 1 and 2. The maximum minimized SLL that we found
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Table 2 Distribution of array elements in each ring and inter-elemental separation

Array type Ntotal N Circle number

Ring 1 Ring 2 Ring 3 Ring 4 Ring 5 Ring 6 Ring 7 Ring 8

Opt Rm 492 Nm 44 75 90 114 169 – – –

Rm 3.50 5.96 7.15 9.07 13.4 – – –

Opt Rm 147 Nm 5 12 18 27 36 49 – –

Rm 0.36 0.92 1.42 2.12 2.89 3.86 – –

Opt Nm 115 Nm 31 20 13 15 18 8 10 –

Rm 0.5 1 1.5 2 2.5 3 3.5 –

Opt Nm 184 Nm 14 20 29 30 30 27 16 18

Rm 0.5 1 1.5 2 2.5 3 3.5 4

(a) Mean of best fitness value Vs fitness func-
tion evaluation in case 3 and case 4 

(b) Normalised radiation pattern obtained 
in case 3 and case 4 

Fig. 2 Comparative performance of results obtained in case 3 and case 4

here is–34.23 dB. The optimal number of total array elements is found to be 184. The
worst value obtained is –31.07 dB where as the standard deviation is 1.25. If we talk
about the ring wise distribution of array elements, the first ring has the lowest number
of array antenna elements (14) whereas the fourth and fifth ring have equal number
of array elements (30 each) both counting to the maximum value. The second, third,
sixth and seventh ring yield 20, 29, 27 and 16 array elements, respectively. The 8th
ring has a total of 18 antenna elements. The array synthesis results of all cases are
summarized in Table 1 whereas Table 2 presents the ring radii, total number of array
elements and ring wise array element distribution. The mean of best fitness value
versus fitness function evaluations is presented in Fig. 2a. Also, Fig. 2b gives the
normalized power pattern.

In general, it is observed that case 4 yields best result in terms of SLL suppression
which is better than case 3, case 2 and case 1 with values of 2.98 dB, 11.24 dB and
14.28 dB, respectively. However, case 3 gives lowest number of array elements (115)
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with lowest aperture of 3.5λ. As compared to case4, case 3 saves 69 array elements.
As a result, it can be said that though case 3 and case 4 are demonstrated to achieve
peak SLLwith optimized antenna array elements, however, both these cases establish
a trade-off between SLL versus optimal number of array elements.

In other words, if we work on the higher SLL, the number of array elements
increases. And if wework on decreasing the later one in order to reduce the designing
cost, the SLL is increased. Initially, in paper [7], we observed hybrid approach was
used to optimize ring radii. The ring radii are optimized using HAwith 8 rings having
201 elements and give –29.03 dB of peak SLL. Similarly, in paper [9], ring radii were
optimized using GA with 6 rings having 201 elements and give –25 dB peak SLL.
We approached with TLBO algorithm for same constraints. And, as a consequence,
our optimal results obtained in both case 3 and case 4 are better. As compared to [7],
case 3 and case 4 give 2.25 dB and 5.23 dB lower SLL, respectively. Similarly, as
compared to [9], the SLL achieved in cases 3 and 4 are better with dB values of 5.7
and 8.68, respectively. Apart from this, this work is different from [17] as well in a
way that in [17], 9 rings are considered to achieve the optimal results; however, in
the present work, we have used a maximum of 8 rings only. Here, better algorithmic
specific settings have yielded to preferred results. This will not only save the cost
of the array but also reduce the design complexities, bulkiness and weight of the
antenna system when subjected to real-time implementation. Figure 2 displays the
comparative performance of results obtained in cases 3 and 4.

5 Conclusions

TheMATLAB-based simulation usingTLBOas an efficientmeta-heuristic algorithm
was successfully conducted. Four cases with different number of rings were consid-
ered in which the third and the fourth cases with total number of array elements
as constraints were found to be more effective. The fourth case outperformed all
other cases in terms of SLL suppression, however, case 3 obtained best results
with maximum savings on the part of array antenna elements. Using the proposed
approach, this work overtakes the prior arts [7, 9]. TLBO being an algorithm having
no tuning parameter makes the computation easier, more simple but yet efficient.
This approach may be implemented for different other array geometries.
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Design of Novel Radial Folded Microstrip
Patch Antenna for WiMAX Application

Prashant Kumar Singh , Shashank K. Singh, Anjini K. Tiwary ,
Gufran Ahmad , Sandipan Mallik , and Syed Samser Ali

Abstract In recent years, the study of microstrip patch antennas (MPA) has made
great progress because of its advantages in terms of weight, volume, cost, fabrication,
and dimension. This paper presents a novel radial folded microstrip patch antenna,
which operates at 3.55GHz frequency. Themicrostrip design composed radial folded
resonator with partial ground plane. The folded structure is used in order to achieve
the compactness, and partial ground is used to suppress the high order harmonic. The
proposed antenna shows mono narrowband behavior with the –10 dB bandwidth
of 480 MHz (3.3–3.78 GHz), which is one of the 5G bands used for Worldwide
Interoperability for Microwave Access (WiMAX) application. The obtained results
through simulation depict return loss below –30 dB, VSWR below 0.6, and peak gain
of 5.1 dB at operating frequency of 3.55 GHz. These results are obtained through
HFSS software.

Keywords Microstrip antenna · Radial folded resonator ·WiMAX

1 Introduction

The rapid development in mobile communication and emergence of newer technolo-
gies require design of antenna with smaller size, higher gain, lower power loss, high
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bandwidth, and higher data speed. In order to reach tradeoffs amid these require-
ments, several antenna configurations are developed [1–3]. The advent of integrated
devices in modern communication system popularizes microstrip patch antenna due
to its properties like light weight, integration compatibility with passive and active
devices, low volume, low cost, and easier fabrication. The microstrip patch antenna
includes a metallic radiating patch at the top of dielectric substrate with metallic
ground on the bottom of the substrate.

The antenna is vital element in wireless system used to transmit and receive the
electromagnetic signals through the air media. Nowadays, its use is not limited to
only human communication but is used in variety of applications like microwave
imaging [4], e-health [5], satellite communication, IoT (Internet of things), radar,
military, cognitive radio, energy harvesting, and so on. The individual applications
need the antenna performance as per their requirement. Many researches had been
already done in the designing of antenna, and many more are going on due to regular
escalation in technology with improved performance and addition of newer tech-
nologies within the same volume of the equipment, as one can easily see from 1 to
5G wireless communication. In order to achieve these, a variety of antenna designs
with numerous radiations patterns and performance parameters had presented [6].
Numerous patch shapes are also researched to realize miniaturized antenna structure,
enhanced bandwidth, multiband operations such as Z-shape [4], Koch Fractal [7],
T-shape [8], U-shape [9], spline shape [10], and so on.

There are different methods proposed in literature for wideband and narrow-
band performance. As specific frequency bands are allotted for different applications
like for wireless local area network (WLAN), WiMAX, wireless fidelity (Wi-Fi),
Global Positioning System (GPS) etc. So, these systems need multi or mono narrow-
band antennas, and for easier portability microstrip technology is best choice due to
its light weight and easier integration capability. In past, many application-specific
mono-band antennas are presented like E-shaped microstrip antenna [11] forWLAN
(5–6 GHz) application, metamaterial-based antenna with bowtie stub for WLAN
(2.45 GHz) [12], Coplanar waveguide-fed antenna for WiMAX (5.5 GHz) applica-
tion [13], microstrip rectangular patch antenna [14] with defected ground structure
comprise of array of complementary split ring slots in ground plane for WiMAX
(2.6 GHz), fractal patch antenna with partial ground [15] for WiMAX (3.5 GHz)
application.

This paper illustrates a narrowband microstrip patch antenna (MPA) with partial
ground plane for WiMAX application at 3.55 GHz. The microstrip line fed is used
with quarter wave transformer for impedance matching. The novelty of the work
is in terms of patch configuration which shows compactness due to radial folded
configuration and its narrowband performance. HFSS software is used for all the
simulations in this work. The achieved bandwidth, VSWR, and realized gain show
its suitability for WiMAX.



Design of Novel Radial Folded Microstrip Patch Antenna … 303

Fig. 1 Three-dimensional
view of the proposed radial
folded patch antenna

2 Antenna Design Methodology and Configuration

Initially, the dielectric substratewith a particular height anddielectric constant and the
desired operating frequency are chosen or known in the typical antenna design proce-
dure. The designed antenna is radial folded microstrip patch. The overall volume of
the antenna geometry isW s × Ls × hs, i.e., 40× 40× 1.6 mm3; however, the overall
dimension of the radiating patch is only Wg × Lp, i.e., 39 × 29 mm2.The proposed
antenna system has been simulated on FR4 glass-reinforced epoxy laminate material
with relative permittivity, dielectric loss tangent, and height of 4.4, 0.02, and 1.6 mm,
respectively. For effective radiation from the antenna, impedance matching must be
ensured by the designer in between the radiating patch and feed line for maximum
power transfer from the input to the patch and less reflection. Here, a branch line of
quarter wavelength is used for the matching purpose. The width of the branch line
can be calculated easily after the evaluation of its characteristic impedance

(
Z λ/4

)
,

which can be determined by using (1).

Z λ/4 =
√
ZoZe (1)

Here, Zo is characteristic impedance of main feed line (50 �) and Ze is input
impedance at patch edge. The three-dimensional view of the designed antenna is
illustrated in Fig. 1. Figure 2 depicts the top and bottom view of the design with
dimensional variables. The optimized dimensional parameters are specified in Table
1.

3 Results

The mono and narrowband antenna presented in this paper use partial ground plane
and radiating element as radial folded patch. The simulated results demonstrate the
applicability of the proposed antenna for WiMAX band at 3.55 GHz. The operating
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Fig. 2 Two-dimensional view (a) radiating patch at top and (b) partial ground at bottom

Table 1 Antenna design
variables

Variables Dimension

W s 40 mm

Ls 40 mm

Wg 39 mm

Lg 7 mm

W f 3 mm

Lf 7.6 mm

A 2 mm

W a 1.3 mm

La 6.5 mm

ria 6.5 mm

roa 11 mm

Wb 1.3 mm

Lb 5 mm

rib 16 mm

rob 20.5 mm

Lp 29 mm

Θ 108°

frequency and bandwidth of the antenna are achieved by optimizing the dimensional
parameters shown in Table 1. The partial ground concept is utilized in the design to
excite the higher mode and enhance the return loss. The effect of the partial ground
plane can be easily demonstrated by analyzing the return loss (S11) plot in Fig. 3.
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The return loss of the final structure with Lg = 7 mm, is illustrated in Fig. 4. The
designed antenna resonates at 3.55 GHz and shows –10 dB bandwidth of 480 MHz
(3.3–3.78 GHz) i.e. 14%. The simulated S-parameter illustrates a return loss at the
operating frequency well below –30 dB.

In Fig. 5 VSWR plot is shown, which demonstrates the VSWR level within
6 dB for 3.3–3.78 GHz frequency range; however, the VSWR at 3.55 GHz is below
0.6 dB. Figure 6 illustrates the polar plot of radiation pattern at the resonant frequency
3.55 GHz for 0 and 90 phi angle. The 3-D radiation plot for total gain at 3.3, 3.55
and 3.7 GHz are depicted in Fig. 7, which show peak gain of 5.6, 5.1 and 4.7 dB,
respectively. This demonstrates the applicability of the antenna over the bandwidth.

Fig. 4 Simulated S11 plot for proposed antenna configuration (Lg = 7 mm)

Fig. 5 The simulated VSWR plot of the proposed antenna
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Fig. 6 Polar plot for radiation pattern at 3.55 GHz for phi = 0° and 90°

Fig. 7 3-D plot of total gain a at 3.3 GHz, b at 3.55 GHz and c at 3.7 GHz
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4 Conclusion

In this work, a novel radial folded MPA has been presented. The design of radial
folded MPA is done by using HFSS simulator. A radial folded MPA is simulated and
it provides 3.55 GHz resonating frequency which is used for WiMAX applications.
The folding of the resonator is done in order to achieve miniaturization. The Radial
folded MPA gives a gain of 5.1 dB for 3.55 GHz. The VSWR at operating frequency
is below 0.6 dB and the −10 dB bandwidth is 480 MHz (3.3–3.78 GHz). This
proposed antenna depicts appreciable gain, bandwidth and return loss, which makes
the antenna suitable for WiMAX applications.
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Gain Enhancement of Open-Ended
Waveguide with Finite Circular Ground
Plane and Slots

Anil Kumar Yerrola , Suraj Sharma , Maifuz Ali , Ravi Kumar Arya ,
and Lakhindar Murmu

Abstract The gain enhancement of a rectangular open-ended waveguide (OEW)
with a finite circular ground plane in the mmWave frequency range is presented in
this paper. The circular ground plane, made of dielectric (FR-4) sandwiched by two
perfect electric conductor (PEC) sheets, is placed on the open end of a standard
WR-28 waveguide. Two optimized slots are etched out on the radiating front side of
PEC sheets of the circular ground plane such that the slots expose the FR-4 substrate.
In this way, the OEW with a slotted ground plane provides a gain of 14.93 dBi as
compared to the gain of 5.74 dBi by a standard WR-28 waveguide. The full-wave
simulator, Ansys HFSS, is used to carry out simulations and optimizations of the
antenna structure.

Keywords 5G communications · Gain · Ground plane · mmWaves · Open-ended
waveguide (OEW) · Perfect electric conductor (PEC)

1 Introduction

The increasing demand for wireless data traffic and wireless connectivity drives the
shortage of spectrum in microwave frequency bands. This is urging researchers to
explore the new millimeter wave (mmWave) frequencies (30–300 GHz) for future
5G communications with high-speed wireless connectivity for mobile, imaging,
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and multimedia applications [1]. The mmWaves have found applications in intra-
vehicular and inter-vehicle applications, aerospace communication, etc. Antennas
with small power consumption, ease of fabrication, and a small on-chip area over-
head are very much required for future 5G communications. To fill the void left
by these requirements, one of the most straightforward solutions is to use a rectan-
gular open-ended waveguide (OEW) as an antenna. The OEW antenna has received
wide attention for a long time because of its vast applications in radar and wireless
communications due to its ease of design, simple feeding, high-power handling capa-
bility, low loss, and ease of fabrication. Most of the published works on OEWs are
on the calculation of mutual and self-admittance, reflection coefficients, and radia-
tion properties [2–7]. A significant breakthrough in OEWs was made by Marqués
et al. in [8], which showed the transmission of electromagnetic waves through a
hollow waveguide, embedded with split-ring resonators (SRRs) structure, within a
defined frequency band. In [9], an OEW with a thin slow-wave surface plasmon
structure is used to generate an endfire electromagnetic beam and enhances the gain
from 7 to 14.8 dBi. Chandra et al. in [10] presented a circularly polarized dual-band
OEW antenna, loaded with double complementary split-ring resonator (DCSRR)
and superstrate and achieved a maximum gain of 8.68 dBi.

In this paper, first, we improve the gain of OEW by using a finite ground plane
made of dielectric (FR-4) sandwiched by two perfect electric conductor (PEC) sheets.
Next, the gain is enhanced further by etching two slots on one of the PEC sheets on the
radiating side of the OEW that exposes the FR-4 substrate. In this way, the placement
of the ground plane with slots enhances gain to 14.93 from 5.74 dBi.

2 Gain of Open-Ended Waveguide and the Effects
of Ground Plane

High path loss is the inherent property of the EM wave at mmWave frequencies,
and to circumvent this, mmWave antennas need to have high gain. In this work, we
took a WR-28 OEW of length 50 mm with a larger dimension, a = 7.112 mm and
the smaller dimension, b = 3.556 mm as a base design (also called design 1 here).
The WR-28 OEW has a cut-off frequency of 21.0 GHz [11] and is widely used for
26–40 GHz communication systems. We have considered the WR-28 waveguide for
26 GHz in this work. The coordinate system used in this work is as shown in Fig. 1a.
The gain of the simulated OEW at θ = 0° is 5.74 dBi which is very close to the
calculated gain of 6.92 dBi using (1).

G = 21.6 f a′ (1)

where f is the frequency in GHz, and a′ is the larger dimension of the rectangular
waveguide in meters [2].
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Fig. 1 (a) Open-ended waveguide (OEW) with the coordinate system (design 1). (b) Front view
of OEW with the ground plane (design 2)

Table 1 Substrate used Name FR-4

Dielectric constant (εr ) 4.4

Dielectric loss tangent 0.02

The thickness of the dielectric 1.2 mm

The gain close to 6 dBi is not sufficient for many of today’s applications. For high
gain, the aperture of the antenna should be large. So, to increase the gain of the OEW,
a circular ground plane of radius, rg, made of dielectric (FR-4) sandwiched by two
perfect electric conductor (PEC) sheets, is placed on the open end of the waveguide
as shown in Fig. 1b, and the details of the substrate used is shown in Table 1. The
gain of this composite made of OEW and ground plane depends upon the radius of
the ground plane. To determine how the radius of the ground plane affects the gain
of OEW, a systematic study is conducted. We change the radius of the ground plane
and track the gain values of the grounded OEW as shown in Fig. 2. The figure shows
that when the radius (in terms of λ corresponding to the frequency of 26 GHz) of
the ground plane changes, the gain changes in a nonlinear fashion and looks like
a damped sinusoidal curve where peaks and nulls appear at regular intervals with
respect to the radius of the ground plane.

In summary, if rg ≈ n
(

λ
2

)
, the gain shows either a peak (high gain) or a null (low

gain). For peak, n is an odd integer and for null, n is an even integer. This behavior
shows that to get a high gain, rg should be an odd multiple of half wavelength of
operation. For our next design step (design 2), we fix rg to be 2.68λ (31 mm) which
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Fig. 2 The gain behavior with variable ground plane radius (rg)

gives a maximum gain of 8.45 dBi. So, the introduction of the ground plane has
increased the gain from 5.74 to 8.45 dBi, but that still might not be sufficient for
some applications. In the next section, we explain how the gain can be increased
beyond 8.45 dBi.

3 Gain Improvement by Slotting on the Ground Plane

Next, to increase the gain of the OEW antenna with the ground plane, slots are etched
on the radiating side of the ground plane which exposes the dielectric substrate as
shown in Fig. 3. In Fig. 3a, a single slot is etched (also called design 3) and is shown
by blue color. The width of the slot, Sw1, is optimized and found to be 5 mm, i.e.,
8 mm≤ rg ≤ 13mm. The introduction of a single slot increases the gain to 12.57 dBi.

Fig. 3 OEW antenna with the slotted ground plane. (a) Design 3 (ground plane with a single slot);
(b) Design 4 (ground plane with two slots)
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Next, one more slot of width Sw2 is added (also called design 4), keeping the first
slot as it is, at an optimized position (18 mm ≤ rg ≤ 28 mm) as shown in Fig. 3b.
The optimized value of Sw2 is found to be 10 mm, which increases the gain of the
antenna to 14.93 dBi.

The simulated gain patterns at E-plane (ϕ = 0°) and H-plane (ϕ = 90°) for a
frequency of 26 GHz of all the designs are shown in Figs. 4 and 5, respectively.

The peak gains from all the designs are also compared and shown as histograms
in Fig. 6. Overall, the introduction of the slotted ground plane has enhanced the gain
of the OEW antenna by 9.19 dBi. The slots of the different sizes help to increase the
gain of the OEW antenna. The slots re-radiate the radiations in such a way that the
gain of the antenna is enhanced by constructive interference by these radiations. For
completeness, Fig. 7 shows the simulated return loss for the different designs. It is
evident from Fig. 7 that all the designs have good return loss in the desired frequency
band (24–28 GHz).

Fig. 4 E-plane gain pattern of OEW (design 1), OEWwith the ground plane (design 2), OEWwith
ground plane and a single slot (design 3), and OEW with a ground plane and two slots (design 4)

Fig. 5 H-plane gain pattern of OEW (design 1), OEWwith the ground plane (design 2), OEWwith
ground plane and a single slot (design 3), and OEW with a ground plane and two slots (design 4)
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Fig. 6 Gain enhancement with the introduction of different configurations of the ground plane

Fig. 7 S-parameters of all the designs

4 Conclusion

In this work, the OEW antenna with a slotted ground plane has been introduced to
enhance gain. The systematic approach of introducing the slotted ground plane and its
effect on the gain have been presented. The ground plane with a single slot increased
the gain of the OEW antenna to 12.57 dBi, while the double slotted ground plane
increased it to 14.93 dBi. Overall, the double-slotted ground plane has increased
the gain of the OEW antenna by 9.2 dBi operating at 26 GHz. This antenna will be
useful for the next-generation applications antennas where high gain and high power
handling capability are needed.

Acknowledgements The first author is thankful to IIIT Naya Raipur for providing necessary
financial support for carrying out this work.
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Illumination Insensitive Video Cut
Detection Using Phase Congruency

T. Kar, P. Kanungo, and Vinod Jha

Abstract Shot boundary detection is the first and themost crucial step towards video
content management applications including indexing, retrieval and summerisation.
In this paper, an abrupt transition detection algorithm has been proposed based on
phase congruency feature of the frames. The phase congruency feature is insensitive
to illumination variation, change in contrast and scale. Besides this, it captures edges,
corners and structural information of the frames. Motivated by this, a PC-based
similarity measure is proposed for illumination insensitive video cut detection. The
proposed approach is experimentally validated with standard algorithms available
in the literature using TRECVid data set and other publicly available videos. The
favourable results are in agreement with the proposed model.

Keywords Cut detection · Phase congruency · Illumination insensitive feature

1 Introduction

Development of themultimedia technology hasmade available plenty of high perfor-
mance and easy to operate video capturing devices at affordable cost to the common
public. As a result, everyday a huge volume of video data is created. Statistically, it is
observed that videos from different sources are uploaded, downloaded and viewed in
an unimaginable rate. This led to an escalation of the digital video information in the
cyber space. This huge volume of video data is also easily available to and accessible
by the common public. So, there is a substantial need for efficient management of the
video information starting from video indexing, retrieval and classification to sum-
merisation [1]. Hierarchical levels of video structure from bottom to top are frames,
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shots, scenes and stories. Combination of shots forms a scene, combination of scene
forms a story and so forth combined to produce a video. Scene change detection is
the first and the most crucial step towards this goal. It divides the video data into
semantically related frames sharing the same content. The boundary between two
consecutive shots is generally a hard-cut or a gradual transition (GT). Hard-cut also
called cut transitions is observed to be the most predominant type of transition in
videos than gradual transitions [2].

2 Review of Literature

Many algorithms have been developed in literature for automatic detection of type
and location of transitions. However, sudden illumination change such as flashlight,
stage effects and high-speed object/camera motion in videos can be misunderstood
as shot change leading to false detection in the shot boundary. Sudden change in
illumination and high motion scenes are common in fantasy and thriller movies,
news reports or sports videos, that are intentionally included in the video to make
them attractive for the audience. So it is a crucial step to eliminate the influence of
these effects on shot change detection. To ensure this, a suitable feature needs to
be extracted followed by formulation of the similarity measure and shot boundary
detection(SBD). Many contributions on video SBD can be found in the literature
[3–5]. Several features deployed for SBD are pixel intensity [6], histogram [7], edge,
SURF and SIFT features [8]. Intensity-based features are found to have higher sensi-
tivity towards large motion and light variation. Histogram feature-based algorithms
are comparatively better than intensity feature-based approach, in terms of handling
motion and illumination variation. Besides these, various edge and gradient-based
features can be found in literature. Edge feature-based approaches are insensitive to
small variation in light; however, for videoswith large illumination, variations tend to
destroy the edge features leading to false transitions. In order to improve efficiency,
some researchers combined multiple features [9–11] for transition detection. Many
authors proposed shot boundary techniques based on new feature space. LBPHF
[12], LBP [13], CSLBP [14] and LDP [15] deployed for shot boundary detection are
efficient in handling videos with sudden change in lighting condition. As an improve-
ment in LBP-based method, Chakraborty et al. [16] proposed LTP-based approach in
laboratory colour space under high object camera motion for SBD but has lower sen-
sitivity to noise and illumination. In the current work, the advantage of illumination
insensitivity feature of phase congruency (PC) is explored to develop a new fea-
ture similarity(FS) measure, i.e. PCFS. The proposed PCFS outperforms histogram
and LBP-based feature similarity measure. This paper is arranged as follows: Sect. 2
describes the related work. Section3 introduces image feature extraction using phase
congruency, its significance in applying for current problem and the algorithm for
development of similarity measure for the transition detection. Section4 presents the
simulation result discussions to support for the effectiveness of the extracted feature
and algorithm followed by conclusions in Sect. 5.
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3 Phase Congruency

Phase congruency has been developed from the phase information of the signal
obtained from the frequency domain representation. It is found from the literature that
phase is a crucial parameter for the perception of visual features [17]. Further, as per
the evidence given by Morrone [18] indicated that the human visual system strongly
responds to the image locations. It perceives features with highly ordered phase
information. Thus, a human has a tendency to sketch an image, by precisely through
the edges and interest points as perceived in a scene. This highlights the points having
highest order in phase in a frequency-based image representation. The locations in
the image where the Fourier components have highest phase correlation emphasize
the visually differentiable image features such as edges, lines and mach bands. This
indicates that more informative features can be captured at points of high value of PC.
Thus, the PC model defines features as points in an image with high phase order and
uniquely defines the image luminance function. PC value lies between 0 and 1. It is a
dimensionless quantity and identified as invariant to scale, illumination and contrast
of an image [19, 20]. It allows a wide range of feature types to be detected within
a single framework. The PC captures edge, corner, structure or contour information
of objects. Gradient-based edge detection operators are sensitive to illumination
variations and do not have accurate and consistent localization, which is overcome by
PC-based feature. Moreover, PCmimics the response of the human visual perception
to contours. Yu et al. [21] showed that it is well capable of distinguishing structural
information content of the scene. The points where the Fourier waves at different
frequencies have congruent phases capture the visually differentiable features. That
is, at points of high phase congruency (PC), highly informative features can be
extracted. PC can be defined by the frequency response of the log Gabor filter which
is given by the following transfer function

LG(w, θ) = e

−(log( w
w0

))2

2(log( k
w0

))2 e
−(θ−θ0)

2σ2
θ (1)

where ω0: centre frequency of the filter and θ0: orientation component of the filter.
For an image f (x, y)withMev

so andM
od
so as the even symmetric and odd symmetric

components of the log Gabor filter at scale s and orientation o, the responses of the
two quadrature pair filters are given by evso(x, y) and odso(x, y), respectively, in (2)

[evso(x, y), odso(x, y)] = [ f (x, y) ∗ Mev
so , f (x, y) ∗ Mod

so ] (2)

The amplitude at scale s and orientation o is given by (3)

Aso =
√
ev2so(x, y) + od2

so(x, y) (3)

Hence, the phase congruency representation of an image f (x, y) in the simplest
form without considering weight and noise component is given by (4)
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Fig. 1 a Hypothetical image having corners and edges, b corresponding edge strength image, c
corresponding corner strength image, d corresponding PC map of the image

PC(x, y) =
∑

o

√
(
∑

s evso(x, y))
2 + (

∑
s odso(x, y))

2

ε + ∑
o

∑
s Aso(x, y)

(4)

ε is a small constant for avoiding zero in the denominator of (4). The phase con-
gruency (PC) representation is a frequency-based modelling of visual information.
It supposes that, instead of processing visual data spatially, the visual system can
do similar processing via phase and amplitude of the individual frequency compo-
nents in a signal. In PC evaluation, frequency domain processing is achieved through
the Fourier transform. Kovesi [22] showed that corners and edges are well detected
using PC. The problem of discriminating between abrupt shot transition in videos has
not been addressed earlier by using phase congruency features. Kovesi formulated
PC via a log Gabor filter function. In contrast to the Gabor function, it maintains
zero DC for arbitrarily large bandwidth. Moreover, log Gabor is characterized by
extended tail at higher-frequency region preserving the high-frequency details in the
image [23]. To show the features captured by PC, we have considered a hypothetical
image having prominent edges and corners given in Fig. 1a. The corresponding edge
strength, corner strength and the complete PC map are illustrated in Fig. 1b, c and d,
respectively. Edge and corners are well captured through PC. Again to illustrate the
illumination insensitivity characteristic of the PC feature map, we have considered
two consecutive frames, i.e. 165th and 166th frame of the video “Littlemiss sun-
shine”, as shown in Fig. 2a, out of which 166th frame is exposed to the flashlight.
The original image and the corresponding PC feature frames of the two consecutive
frames are given in Fig. 2a and b, respectively. It is clearly visible from the figure that
the PC feature frames of the frame numbers 165 and 166 are very similar and not
much affected by illumination variation through flashlight effect and hence can be
suitable to develop an illumination insensitive similarity for abrupt transition detec-
tion. Due to the mentioned characteristics of the PC feature, we are motivated to use
it for shot boundary detection problem. Towards this goal, this paper introduces the
use of PC-based feature extraction for representing frame content of the video and
for illumination insensitive shot boundary detection.
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Fig. 2 a 165th and 166th frame of video “LM” , b PC feature image of corresponding frames

4 Proposed PC-Based CUT Detection

In this section, the proposed PC-based abrupt transition detection algorithm has been
explained. The PC feature-based similarity (PCFS) between consecutive PC feature
frames is given by (5).

PCFS(t, t + 1) =
Row∑
k=1

Col∑
l=1

|PCt (k, l) − PCt+1(k, l)| (5)

PCFS(t, t + 1) : is the PC-based feature similarity measure between t th and (t +
1)th frame. PCt and PCt+1 are the PC feature frames of t th and (t + 1)th frame,
respectively. Row and Col are the number of rows and columns in the image. For AT
detection, PC-based similarity is compared with Th as given by Zhang et al. [7].

Th = μs + β × σs (6)

where β is a constant and its value lies between 4 and 8 andμs and σs are the average
and standard deviation of the PC feature-based similarity value.

5 Simulations and Result Discussions

For validation of the proposedPC-based similaritymeasure,we considered ten videos
of different genre such as English movies, Sitcom video, Soccer video, Cartoon
video and Documentary videos, consisting of 78,447 frames in total and 437 cuts
collected from [24] and Internet. The detailed information of the test videos is given
in Table1. The proposed PCFS is compared with the histogram-based similarity
approach (ASHD) [7] and LBP-based similarity approach [14]. Recall (Rec), preci-
sion (Pr) and F1-measure are used to validate different SBD methods. It is clearly
observed from Table2 that the performance of the proposed PCFS is the highest in
terms of average Rec, Pr and F1-measures.
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Table 1 Ground truth transition details of different genres of test videos

Video ID Video name Total frames Total cut Source

LM Little miss
sunshine

4665 34 CD

2B 2 Brothers 4798 38 CD

BS Before sunrise 6146 25 CD

T BT The Big Bang
theory

14,261 153 Sitcom

Car Cartoon 3000 39 Internet

Soc Soccer 4159 14 UEFA

a4 anni 004 3895 13 TRECVid 2001

a5 anni 005 11,363 39 TRECVid 2001

N57 NAD 57 12,510 42 TRECVid 2001

N58 NAD 58 13,650 40 TRECVid 2001

Total 78,447 437

Table 2 Performance comparison of histogram, LBP and proposed PCFS methods

Video
ID

Histogram [17] LBP [13] Proposed PCFS

Rec Pr F1 Rec Pr F1 Rec Pr F1

LM 88.24 90.91 89.55 91.18 91.18 91.18 88.24 88.24 88.24

2B 92.11 89.74 90.91 94.74 81.82 87.80 92.11 87.50 89.74

BS 100 100 100 100 100 100 100 100 100

T BT 90.85 95.21 92.98 94.77 92.95 93.85 98.69 94.37 96.49

Soc 92.86 92.86 92.86 92.86 92.86 92.86 92.86 100 96.3

Cart 100 90.70 95.12 94.87 94.87 94.87 87.18 87.18 87.18

a4 84.62 84.62 84.62 100 100 100 100 100 100

a5 43.59 42.50 43.04 92.31 85.71 88.89 100 95.12 97.50

N57 71.43 71.43 71.43 80.95 75.56 78.16 97.62 85.42 91.11

N58 77.50 72.09 74.70 62.5 62.5 62.5 92.50 82.22 87.06

Avg 84.12 83 83.6 90.41 87.74 89.01 94.92 92 93.36

6 Conclusions

In this article, an illumination insensitive phase congruency feature-based abrupt
transition detection algorithm has been proposed. Besides illumination insensitivity,
this feature is robust against contrast and scale changes as well. The performance
of the proposed model is validated on publicly available video and the standard
benchmark TRECVid data set. The limitations of using PC are the computational
complexity in the evaluation process, setting of too many parameters to suit the
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application and sensitivity to image noise. Techniques of noise reduction prior to the
PC evaluation may further improve the result. In future, the PC-based feature can be
integrated with other features for efficient detection of gradual transitions.
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A Comparative Study on Label-Free
Detection of Biomolecules Using Various
Biosensing Techniques

Tulip Kumar Saha , Moumita Mukherjee , and Rudra Sankar Dhar

Abstract This paper presents the results of a comparative analysis of label-free
biomolecule detection using different biosensing techniques with conventional
SiO2 and high-K dielectric metal-oxide-semiconductor high-electron-mobility tran-
sistor (MOSHEMT)-based biosensors. A MOSHEMT-based biosensor with high-K
dielectric material to improve its detection sensitivity and selectivity. The use of
high-K material decreases the substantial amount of leakage current due to the
effect of quantum tunneling and improve two-dimensional electron gas (2DEG)
carrier confinement. Hence, power consumption of the device is reduced and
increased the gate capacitance without leakage effects. The numerical modeling is
carried out using TCAD Silvaco Atlas. Different performance parameters of high-K
MOSHEMT-based biosensors are studied using the simulation and compare with
SiO2 MOSHEMT for the identification of biomolecules without introducing the
label. AlGaN/GaN MOSHEMTs with high-K dielectric are excellent candidates for
making biosensors.
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1 Introduction

In COVID-19 pandemic, requirement of biosensors is now put forward to detect
viruses, nucleic acids, and proteins. Comprehensive study has been carried out by
researchers in worldwide on FET-based biosensors for rapid, accurate, and reli-
able detection of various biomolecules. FET-based biosensors have been designed
for diverse applications such as medical diagnosis and study of biomolecule inter-
action, food analysis, crime detection, and drug development [1]. Because of the
high-electron-mobility of 2DEG at heterointerface, AlGaN/GaN MOSHEMTs have
smaller on-resistance and larger switching speed thanSiC.AlGaN/GaNMOSHEMT-
based biosensor exhibits biosensing application due to the presence of 2DEG at
heterointerface [2]. Different biomolecules are easily attached to the nano-cavity
which is placed above to AlGaN barrier layer andmake significant change in channel
properties as a result of this surface charges at AlGaN/GaN vary.

K.H. Chen et al. proposed a change in 2DEG concentration in AlGaN/GaN
heterointerface HEMTs are employed in the detection of c-erbB-2 antigen for a
breast cancer marker [3]. Choi et al. demonstrated short-channel effects (SCEs)
are suppressed, and mobility deterioration is minimized by employing a high-
K gate dielectric in a dielectric-modulated field-effect transistor (DMFET)-based
biosensor [4]. Kim et al. have invested a MOSFET-based charge sensor for detec-
tion of the deoxyribonucleic acid (DNA) [4–6]. Lee et al. proposed nanogap FET to
detect an extremely virulent Avian Influenza (AI) virus of influenza type-A [6, 7].
Maesoon et al. reported nanogap-embedded separated double-gate FETs (nanogap-
DGFETs) for detection of Avian Influenza (AI) virus [7, 8]. Recently, Seo et al.
designed a graphene-based field-effect transistor (FET) biosensors are used to detect
SARS-CoV-2 virus [8, 9].

To detect immunoglobulin E (IgE), Maehashi et al. developed label-free protein
biosensors based on aptamer-modified carbon nanotube field-effect transistors (CNT-
FETs) [10, 11]. Therefore, in this work, a comparative study of biosensors based
on AlGaN/GaN MOSHEMT has been used to detect biomolecules using label-free
detection techniques. Section 2 describes the in-silico device design. In Sect. 3,
we present simulated results including drain and transfer characteristics as well as
sensitivity curves for the detection of different biomolecules and finally, our work
has been concluded in Sect. 4.

2 In-Silico Device Design

Figure 1a shows a schematic cross section of an AlGaN/GaN MOSHEMT-based
biosensors in which SiO2 is used as conventional dielectric material and the authors
have considered HfO2 as a high-K dielectric material for miniaturization of device.
The structure comprises on top of a 2 µm GaN buffer layer, there is a 25 nm
Al0.3Ga0.7N barrier layer, the entire structure fabricated on Sapphire substrate.
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Fig. 1 a MOSHEMT-based AlGaN/GaN SiO2/HfO2 biosensor structure, b enlarge view of nano-
cavity with biomolecules

Schottky gate contact is made of Ni/Au metal. Aluminum is used for source/drain
ohmic contact. The source to gate length (LSG) is 2.5 µm, gate length (LG) is 1 µm,
and gate to drain length (LGD) is 4.5 µm. The entire region below the gate electrode
was first filled with SiO2 and HfO2, respectively, and then, a 500 nm long (LCavity)
and 20 nm width (WCavity) nano-cavity is formed in region-II which is depicted in
Fig. 1b. This nano-cavity is formed on the top of AlGaN barrier layer where detection
biomolecules is performed. To optimize device performance, the gate is placed close
to the source [9, 10, 12].

All the simulations are carried out using Silvaco Atlas and models used are polar-
ization model, cal.strain, albrct.n, Shockley-Read-Hall (SRH) model, field depen-
dent drift velocity (FLDMOB), concentration dependent mobility (CONMOB). The
interface charge at AlGaN/GaN is considered as 8.8 × 1012 cm−2.

The lattice mismatch increases with increasing mole fraction so for optimize
mole fraction, x = 0.3 is considered and the sheet charge density increases as it is
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dependent on the polarization charge in the channel, which has the greatest impact
on sheet charge density.

3 Results and Discussion

The different ID–VD curves depicted in Fig. 2a–d are generated using different
biomolecules in nano-cavity for LCavity = 500 nm andWCavity = 20 nm with VG =−
4 V using HfO2MOSHEMT and SiO2 MOSHEMT, respectively. So due to presence
of high-Kmaterial more 2DEG carrier confinements in AlGaN/GaN heterointerface,
we get more drain current using HfO2 MOSHEMT than SiO2 MOSHEMT.

The ID–VG curves depicted in Fig. 3a–d are generated by introducing various
biomolecules into a nano-cavity with LCavity = 500 nm and WCavity = 20 nm with
VD = 5 V. The ON current, ION, becomes higher with lowing the dielectric constant
of biomolecules with good sensitivity. Figure 3a–d depicts the variation in drain
current for ChOx, Protein, Streptavidin and Uricase, respectively. The ChOx exhibits

Fig. 2 a–d ID–VD curves for without cavity and different biomolecules with VG = −4 V using
high-K MOSHEMT and SiO2MOSHEMT [1]
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Fig. 3 a–d ID–VG curves for without cavity and different biomolecules with VD = 5 V using
high-K MOSHEMT and SiO2 MOSHEMT [1]

a lower drain current variation of 6.4 and 4.2 mA at a gate voltage of−6 V for HfO2

MOSHEMT and SiO2 MOSHEMT, respectively; while biomolecule with smaller
dielectric constant, Uricase provides a greater variation in drain current of 24.4 and
15.4 mA at a gate voltage of −6 V for HfO2 MOSHEMT and SiO2 MOSHEMT,
respectively.

The different K-value of these biomolecules is shown in Table 1.

SION = ION(With Biomolecule)− ION(Without Biomolecule)

ION(Without Biomolecule)

Table 1 K-value of different
biomolecules [1]

Biomolecule K-value

ChOx 3.3

Protein 2.5

Streptavidin 2.1

Uricase 1.54
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ION (with biomolecule) is the ON current with biomolecule, and ION (without
biomolecule) is the ON current without biomolecules. SION is measured with VG is
fixed.

Figure 4a–d demonstrates the changes of drain-on-sensitivity (SION) for different
biomolecules for HfO2 MOSHEMT and SiO2 MOSHEMT, respectively. A greatest
change in sensitivity among all biomolecules of an amount of 0.739 and 0.0853 is
noticed for Uricase using HfO2 MOSHEMT and SiO2 MOSHEMT, respectively,
when Lcavity ranges from 400 to 600 nm as increment in cavity length more amount
of biomolecules are introduced which interact with AlGaN barrier layer. As a result
of interaction of biomolecules, charge density changes with drain current. Figure 4d
shows that lower dielectric biomolecules have higher sensitivity.

Fig. 4 a–d Drain-on-sensitivity (SION) for different biomolecules for high-K MOSHEMT and
SiO2 MOSHEMT [1]
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4 Conclusion

In this comparative study, high-K MOSHEMT-based biosensors for label-free
biosensing improve the sensitivity in compassion with SiO2 MOSHEMT-based
biosensors. By introducing high-K material, the gate to source capacitance is
enhanced. As a result, the biomolecules on the surface have more potential changes.
In this comparative study, it is observed that the sensitivity is improved by introducing
high-K material in MOSHEMT-based biosensors.

Acknowledgements Authors would like to acknowledge Adamas University and NIT Mizoram
for providing necessary facilities for conducting research work.
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Inset Feed Semi-circular Slot Compact
Microstrip Antenna for 10 GHz Mobile
Applications

Kali Krishna Giri, Raj Kumar Singh, and Kumari Mamta

Abstract In this paper, the effect of dielectric constant value and the thickness of
substrate material on the performance of an inset feed semi-circular slot compact
microstrip antenna for 10 GHz mobile communication, alike satellite and terrestrial
applications, is reported. The performance analysis of the compact antenna achieves
a resonance frequency of 9.52 GHz at reflection coefficient of −22.14 dB, voltage
standing wave ratio of value 1.72, and a gain 4.9 dB. Y parameter, group delay, and
directivity are also part of the analysis. The bending of electric flux lines near at the
edge of patch toward ground is fringing effect. Fringing effect plays a key role in the
designing of antenna as it is function of radiating patch dimension. Fringing effect on
antenna’s performance due to varying dielectric constant and substrate thickness has
been studied, and result parameters of antenna like S11, VSWR, 2D radiation pattern,
and 3D polar plot due to variation of substrate thickness and dielectric constant have
been obtained. Fringing field is enhanced due to increasing substrate height and due
to decreasing substrate dielectric constants. The design, simulation, result parameters
determination, and variations are done on HFSS.

Keywords S11 · VSWR · Fringing effect ·Microstrip antenna · HFSS ·
Directivity

1 Introduction

The next-generation mobile communication requires high operational frequency.
Wireless devices and applications call for high-speed data transmission and reception
[1–6] with high bandwidth user requirement in mobile communication [7–9]. 5G
communication systems exploit the use of millimeter-wave spectrum seeking large
bandwidth and high gain. Microstrip patch antennas accommodate the spectrum
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limitation and high energy limitations. Patch antennas possess low profile, low cost,
easy configuration, and small volume, apt for wireless communication.

Microstrip antennas are automatic choice for reconfigurability. Substrate height
changing or selecting suitable proper height is one technique to achieve reconfigura-
bility among other techniques. Fringing effect has great impact on the antenna perfor-
mance. Due to fringing effect, electric field extends the area of patch. In microstrip
antenna, patch and ground work as two conductive objects and a dielectric exist
between them in the form of substrate, and this makes antenna behaves like a capac-
itor. The bending of electric flux lines near at the edge of patch toward ground is the
fringing effect (Fig. 1). Inside the antenna, the flux lines are parallel and uniform,
but at the edges of patch, the flux lines are not straight but curve to the ground. The
amount of fringing depends on the distance between two conducting objects (patch
and ground) which is the thickness of substrate. Fringing effect takes decisive role
to the antenna dimension and design. It also plays vital role in shifting the reso-
nant frequency. Keeping these points in mind, thickness of substrate and dielectric
constant value is varied independently to achieve the desired fringing fields, keeping
other design parameters unchanged.

Due to fringing effect, dielectric constant becomes effective dielectric constant
and is given by the following expression:

εeffr = 1

2
(εr + 1) + 1

2
(εr − 1)(1+ 12

h

w
)−1/2 (1)

If dielectric constant and substrate thickness are changed, then effective dielectric
constant changes which in turn affect the fringing pattern. Usually, FR4 and Duroid
(tm) are used (not limited to them only) as substrate material for compact patch
antenna design with parameters as in Table 1.

Fig. 1 Fringing effect in an
antenna. Electric field lines
are bent at the edge of patch

Table 1 Different substrate
material in use

Substrate
material

Dielectric
constant

Cost Loss tangent

Glass epoxy
(FR4)

4.4 Low 0.02

Duroid (tm) 2.2 Very high 0.0009
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2 Methodology

Acompactmicrostrip patch antenna is designed onHFSS to perform at 10GHz.Opti-
mization in the designing process is done through a circular slot of radius 1.88 mm
drawn on a rectangular patch with matching thickness of patch (0.001 mm). This
circular area is subtracted from patch, and then, feed-patch is united. Thus, inset
feed is designed, and there becomes a semi-circular slot on the patch. Substrate used
is glass epoxy (FR4) with dielectric constant 4.4. The patch equation is given by [10,
11].

Wp = v0

2 fr

√
2

εr + 1
(2)

The effective dielectric constant follows from Eq. (1). Patch length is given as in
Eq. (3) where �L represents the extension in patch length arising due to fringing
effect

Lp = c
2
√

εeffr

(
1

fr

)
− 2(�L) (3)

The length extension following the fringing effect is governed by Eq. (4)

�L

h
= 412

(
εeffr + 0.3

)(Wp

h + 0.264
)

(
Wp

h + 0.8
)(

εeffr − 0.258
) (4)

Ground length equation is

Lg = 12h + Lp (5)

And the ground width equation is given by

Wg = 12h +Wp (6)

Design parameters for compact microstrip patch antenna are given in Table 2.
With these parameters, a semi-circular slotted compact microstrip antenna is

designed at 10 GHz as in Fig. 2. After designing the compact antenna at 10 GHz, the
substrate thickness and dielectric constants are varied independently, keeping other
design considerations fixed.
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Table 2 Design parameters for compact microstrip patch antenna

Parameters Along X axis (mm) Along Y axis (mm) Along Z axis (mm) Axis

Ground 16.02 18.72 Z

Substrate 16.02 18.72 1.6 (thickness) Z

Patch 6.42 9.12 0.001 Z

Feed 8.01 3 Z

Port 3 −1.61 X

Radiation box 28 28 14

Fig. 2 Left: the proposed semi-circular slotted compact microstrip patch antenna designed to
operate at 10 GHz. Right: front view of the patch with dimensional parameters in the XY plane.
Patch dimension along X and Y axis being 6.42 and 9.12 mm that of feed being 8.01 and 3 mm.
Radius of slot being 1.88 mm

3 Simulation and Results

Antenna design and simulation have been done for three different situations—

A. Substrate dielectric constant being 4.4 and substrate thickness being 1.6 mm.
B. Different substrate materials at a fixed value of substrate thickness (1.6 mm).
C. Different substrate thickness at a fixed value of dielectric constant (4.4).

3.1 Substrate Dielectric Constant is 4.4 and Substrate
Thickness is 1.6 mm

S11 parameter and VSWR have been plotted against the range of operational
frequency with substrate dielectric constant value of 4.4 and its thickness being
1.6 mm (Figs. 3 and 4). Simulated resonance frequency is 9.52 GHz, and the value
of return loss is −22.14 dB at this frequency. VSWR value of 1.7 is achieved at
9.52 GHz which is within the recommended value of 2. Simulated 2D radiation
pattern is shown in Fig. 5. 3D polar gain plot (Fig. 6) achieves a gain value of 4.9 dB.
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Fig. 3 S11 parameter against the operational frequencies. Simulated resonance frequency is
9.52 GHz, and the value of return loss is −22.14 dB at this frequency
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Fig. 4 VSWR versus frequency. VSWR value of 1.7 is achieved at 9.52 GHz which is within the
recommended value of 2

Imaginary and real Y parameter are obtained in Figs. 8 and 9. Maximum admittance
is achieved at the resonant frequency of 9.52 GHz. Gain versus frequency, directivity
against gain, and group delay graphs have been shown in Figs. 10, 11, and 12. Direc-
tivity and gain are stable up to the resonant frequency, and the group delay plot has
a resonance peak at the resonant frequency 9.52 GHz (Fig. 7).
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Fig. 5 2D radiation pattern for the designed antenna

Fig. 6 3D polar gain plot
achieves a gain value of
4.9 dB

3.2 Different Substrate Materials at a Fixed Value
of Substrate Thickness

Substrate material is used as an insulator. In this situation, only, substrate mate-
rials have been changed in order to have different dielectric constant value, and the
substrate thickness has been kept fixed at 1.6 mm, and other design parameters are
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Fig. 9 Gain versus frequency plot for proposed antenna



340 K. K. Giri et al.

7.00 8.00 9.00 10.00 11.00 12.00
Freq [GHz]

-35.00
-30.00

-25.00

-20.00
-15.00
-10.00

-5.00
-0.00

5.00

10.00
dB

(D
irT

ot
al

)
m1m2 Curve Info

dB(DirTotal)
Setup1 : Sweep
Phi='0deg' Theta='0deg'

Name X Y
m1 9.6768 6.6820
m2 9.3737 6.7748

Fig. 10 Directivity versus gain plot
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Fig. 12 Effect of dielectric
constant value on the gain.
Gain becomes higher at
dielectric constant 4–4.4,
becomes lower when
dielectric constant is larger
than 4.4 and again when
lower than 4.4
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unchanged. The variation of dielectric constant confirms the achievement of fringing
effect. The obtained result parameters in this case are listed in the Table 3 [12, 13].

The obtained result parameters at fixed substrate height establish a few concrete
ideas. It is observed that at a fixed height, the obtained gain is inversely proportional
to dielectric constant of the material. The achieved resonance frequency changes
with different dielectric constants though the target resonance frequency is fixed.
Here, the whole dimension remains fixed; resonance frequency shifts. The up and
down nature of graph of dielectric constant and gain (Fig. 12) is due to mismatching
of impedance. For this condition, VSWR is very good and lowest for Rogers RT [7].
Below and beyond this range, there is a downfall trend in the gain of the antenna.
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Table 3 Different substrate materials at a fixed thickness of substrate (1.6 mm)

Substrate Dielectric
constant

Resonance
frequency (GHz)

S11 (dB) VSWR Gain (dB) from
3D polar plot

FR4 4.4 9.52 −22.14 1.72 4.9

Duroid tm 2.2 12.86 −7.68 2.41 9.6

Taconic TLC
(tm)

3.2 11.1 −5.24 3.42 6.96

Rogers RO
(300tm)

6.15 11.49 −11.77 1.69 5.14

Rogers
RT

10.2 9.15 −17.51 1.30 3.63

3.3 Different Substrate Thickness at a Fixed Value
of Dielectric Constant (4.4)

From Table 3, it is observed that the antenna has good performance for dielectric
constant 4.4 rather than other values. Keeping this point into consideration, the thick-
ness of the substrate is changed, and the VSWR and gain are studied at resonance
frequency of 10 GHz. The variation results are mentioned in Table 4.

Effect of variation in the thickness of substrate on VSWR and gain is shown in
Figs. 13 and 14, respectively. VSWR is found to increase much beyond the recom-
mended limit with increasing thickness of substrate. Resonance nature is found in the
gain value against the increasing value of substrate thickness. These graphs establish
the influence of fringing effect [7, 14, 15]. Substrate thickness in between 1.4 and

Table 4 Gain and VSWR of
antenna with dielectric
constant 4.4 at different
substrate thickness

Substrate thickness (mm) VSWR Gain (dB)

1.6 1.72 4.9

1.7 6.5 2.18

1.8 8.5 1.89

1.9 9.77 2.23

2 11.19 2.32

2.1 13.43 2.63

2.2 13.78 2.77

Fig. 13 Substrate thickness
versus VSWR. VSWR shows
an increasing trend with the
increase in the thickness of
substrate and goes beyond
the recommended limiting
value of 2
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Fig. 14 Substrate thickness
against the gain. Resonance
type effect can be seen in the
graph
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1.6 mm, the gain is obtained at nearly the same level. But, it drops sharply apart from
1.6 mm. That is, gain becomes lower with the increasing thickness of the substrate
[16–18].

It is inferred that the gain and VSWR depend on the proper choice of substrate
thickness. With the increase in substrate thickness, VSWR also increases. That is,
impedance mismatching also increases with increasing substrate thickness.

4 Conclusion

In this paper, the effect of dielectric constant value and the thickness of substrate
material on the performance of an inset feed semi-circular slot compact microstrip
antenna for 10 GHz mobile communications is reported. The performance analysis
of the compact antenna achieves a resonance frequency of 9.52 GHz at reflection
coefficient of −22.14 dB, voltage standing wave ratio of value 1.72, and a gain
4.9 dB. Y parameter, group delay, directivity are also part of the analysis. Gain
and VSWR depend on the proper choice of substrate thickness. For the substrate
dielectric constant 4.4 and substrate thickness 1.6 mm, S11 parameter and VSWR
have been plotted, and the simulated resonance frequency obtained is 9.52 GHz. The
value of return loss is−22.14 dB at this frequency. VSWR value of 1.7 is achieved at
9.52 GHz which is within the recommended value of 2. 3D polar gain plot achieves
a gain value of 4.9 dB. Maximum admittance is achieved at the resonant frequency.
Gain versus frequency, directivity against gain, and group delay graphs have also
been obtained. Directivity and gain are stable up to the resonant frequency, and the
group delay plot has a resonance peak at the resonant frequency 9.52 GHz [19].

For Duroid, Taconic, Glass, Rogers at 10 GHz frequency and substrate height
1.6 mm the VSWR and S11 do not show up proper resonance frequency. So, S11 and
VSWR cannot be detected properly due to variation of substrate materials. But, gain
has been obtained for each substrate used for variation.With the increase in substrate
thickness VSWR also increases. That is, impedance mismatching also increases with
increasing substrate thickness. Performance of antenna depends on proper selection
of substrate material whose dielectric constant value is very important. Substrate
thickness takes decisive role for achieving satisfactory result parameters. As radiation
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depends on fringing field, so on obtaining gains for different substrate thickness
confirm that fringing effect is the function of substrate height. Fringing effect impacts
on achieving resonance frequency.
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A Comparative Study of GaN
and Si-Based SOI FinFET

Abhishek Saha , Rudra Sankar Dhar , and Subhro Ghosal

Abstract Over the last decade, the continuous strife for miniaturization has led
to an exponential increase in the power density of semiconductor electronics. The
average operating temperature of devices has sharply increased due to the combined
effects of high frequency switching and lower surface area per device. A possibleway
out is the introduction of with high bandgap materials or alloys as an alternative to
silicon electronics. Of the different options, GaN with its high bandgap and mobility
has emerged as one of the most promising materials. However, use of GaN has
primarily been restricted to applications in HEMT and optoelectronic devices. In
this paper, a comparative simulation study of GaN and Si field effect device has been
presented using SOI FinFET as the device of choice. It has been shown that besides a
higher ON current GaN shows a reduced sensitivity of ION/IOFF ratio to variations in
operating temperature justifying its choice in high-power density devices. Effect of an
LDD profile has been studied. Moreover, this work reports a higher susceptibility of
threshold voltage ofGaN-based devices to variations in dielectric. This has promising
implications with respect to its use as a bio-detector.

Keywords TG-FinFET · GaN channel · Bio-detector

1 Introduction

Over the past couple of decades, silicon technology has dominated the semicon-
ductor industry and the major factors responsible for it, besides easy availability,
and excellent oxide properties have been the scalability of Si devices. However, the
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aggressive demands on device and circuits parameters which are being set by the
wireless communication sector in the microwave and RF region will soon appear
to be out of reach of Si-based devices whose parameters are close to their theo-
retical maxima. Moreover, relatively lower values saturation velocity besides a low
carrier mobility precludes silicon as the material of choice for modern high speed
switching applications. Over the last decade, the continuous strife for miniaturization
has led to an exponential increase in the power density of semiconductor electronics.
Besides the obvious bottlenecks due to short-channel effects and leakage current
due to tunneling, the average operating temperature of devices has sharply increased
due to the combined effects of high frequency switching and lower surface area per
device. However, it is very much problematic to use silicon electronics device as
a power device because of its temperature constraint. Hence, the focus of device
scientists on new compound semiconductors which include group III–V materials,
silicon–carbide, and silicon–germanium. In the last two-decade, group III-nitride
semiconductors and in particular gallium nitride (GaN), and its associated alloys,
have emerged as the most promising nitride semiconductor for commercial appli-
cations, especially in the field of optoelectronic and high-power devices due to its
inherent material properties. Indeed, GaN has a larger breakdown field (20 MV/cm)
[1] than GaAs (4MV/cm) and Si (3MV/cm) and also high peak electron velocity [2]
of 3 × 107 cm/s as compared to GaAs (2 × 107 cm/s) and Si. The acceptability of
GaN technology to the stringent military as well as commercial sector owes itself the
superior electron transport properties of GaN. However, widespread acceptability
cannot be achieved unless some bottlenecks such as drain current collapse and other
reliability problems [3–5] are overcome.

As we move further into the DSM regime, effective control of channel is an area
of concern. As per the roadmap provided by ITRS, the effects associated with short
channel together with the stringent leakage requirements for devices beyond 32 nm
technology node will seriously impede further developments using planar devices.
Multigate devices like tri-gate transistor or fin-shaped field effect transistor appear
to be one of the most promising devices below the 20 nm technology node, as the
effective increase in the inversion layer owing to multiple gates leads to a better
channel control. The gate-all-around architecture provided by FinFET suppresses
the short-channel effects (SCE) while achieving high trans conductance value and
lower subthreshold swing [6–8]. Miniaturization of the components and low energy
consumption makes it possible to use them as switching power supplies, amplifiers,
frequency converters in electronic equipment [9, 10], sensors [11–13], as well as
high frequency switching generators and modulators in medical surgical devices for
high frequency and ultrasonic welding of biological tissues.

In this study, the proposed structure is simulated with two different channel mate-
rials, i.e., GaN and Si. An LDD doping profile has been chosen. The parameters
varied are temperature and gate material, and different figures of merit of relevance,
namely ION/IOFF ratio, threshold voltage, leakage current, saturation current, and
subthreshold slope have been calculated from the simulation data.
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This paper is organized as follows. In Sect. 2, the simulation model is described.
The simulated results of GaN-based n-channel TG-FinFET are analyzed and
discussed in Sect. 3, and Sect. 4 discusses the significance of the study.

2 Materials and Methods

2.1 FinFET

In this work, a model of GaN-based FinFET structure is considered for the simulated
study by Atlas of Silvaco_TCAD device simulator. An SOI FinFET is the chosen
structure for simulation. While the larger gate area leads to a better control, the SOI
structure helps in the elimination of parasitic capacitance leading to a better high-
frequency response. Moreover, due to BOX layer, there is no unwanted leakage paths
which are far from the gate and lesser effect of back-gate leading to lower power
consumption. A major drawback of SOI structure is self-heating as the silicon oxide
substrate prevents heat dissipation. However, the better thermal properties of the
chosen material GaN make this structure better suited for it than Si.

The simulated device structure of the n-channel TG (Tri gate) FinFET, used in
this study, is shown in Fig. 1. A buried oxide thickness (TBOX) of 50 nm has been
used.

The device consists of a Si fin of rectangular cross-sectional wrapped around
the channel which terminates in the source and drain regions at both ends. The
inversion current is controlled by the polarization charge on gate oxide which forms
the interface between the channel and the fin. Thus, the output drain current is a
function of gate and drain bias voltages.

Fig. 1 TG-FinFET structure (2D and 3D view)
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2.2 Simulation Method

All simulations of this work have been carried out using ATLAS SILVACO TCAD,
3Dsimulation.Basic parameters of this n-channelTG-FinFETstructure are presented
in Table 1.

A Gaussian doping profile has been used for the channel region. In this entire
simulation procedure, work function of gate electrode is assumed as 4.6 eV. Solution
method applied isGummelNewton. For carrier statistics, instead of the default Boltz-
mann statistics, we have used Fermi to account for reduced carrier concentrations in
heavily doped regions. As this study considers the effects of high temperature, the
energy exchange with the surrounding lattice environment through carrier heating
and through generation-recombination processes need to be taken into account. To
take account of the recombination effects, the leakage currents that owe their origin
to thermal generation are simulated by the Shockley–Read–Hall (SRH) model while
consrh accounts for concentration dependent lifetimes. Auger is used to account
for recombination at high current densities and high-level injection effects. The
Auger recombination rate is reduced at higher values of carrier density as the inter-
carrier interactions become more significant. Experimental work has shown that in
heavy doped regions SOI MOSFET starts behaving like a bipolar transistor as the pn
product becomes doping dependent, and bandgap narrowing occurs; BGN accounts
for this effect. The quantum mechanical effect of carrier confinement at the gate
oxide interface in MOSFETs is accounted for by the correction given by Hansch
(Model HANSCHQM).

3 Simulation and Results

In this section, the simulated results of n-channel TG-FinFET with different channel
materials, various dielectric materials, different types of channel doping, and
temperature variations are analyzed and discussed in detail.

Table 1 Basic parameters
used for SOI TG-FinFET

Device parameter Value Unit

Length of source and drain 10 Nm

Gate length 14 Nm

Source/drain height 20 Nm

Source/drain width 20 Nm

Doping of source and drain 1 × 1018 (n-type) Atoms/cc

Doping of substrate and channel 1 × 1015 (p-type) Atoms/cc

TBOX 50 Nm

T sub 30 Nm

TOX 2 Nm
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Fig. 2 ID–VG curve for n-channel TG-FinFET (uniform doping) with different channel materials

3.1 Variation in Channel Material

Figure 2 shows the variation of drain current with the increment of gate voltage for
silicon (Si) and gallium nitride (GaN) channel TG-FinFET. Here, the DC voltage is
applied to the gate terminal which is varied from 0 to 1 V with the drain bias fixed
at VDS = 1 V.

The transfer characteristics show that the higher mobility of GaN translates to a
higher ON current than Si. This makes such GaN-based field effect devices a better
choice for power-electronics circuits where a higher drive current is required.

3.2 Variation in Drain Doping Profile

Various works have been done on the effects of gradation of doping of field effect
devices in the channel region [14–17]. The gradation may be deliberate or an unde-
sired consequence of the implantation process.However, in this study, itwas observed
that replacement of a uniformdopingprofilewith aGaussian one in the channel region
led to an insignificant change. This could be a consequence of the light doping and
tight control of the channel region by the surrounding gate structure. However, the
source and drain regions are highly doped, and FinFET devices with LDD implan-
tation have been reported [15] to exhibit better electrostatic characteristics resulting
in reduced values of subthreshold slope and DIBL. In this study, also, the effect of
an LDD doping profile (Fig. 3) was studied, and the transfer characteristics show a
notable improvement for GaN though the effect is less pronounced for the Si channel
device (Fig. 4).
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Fig. 3 Doping profile of LDD region

0

0.00001

0.00002

0.00003

0.00004

0 0.2 0.4 0.6 0.8 1 1.2

D
ra

in
 C

ur
re

nt
 (A

m
p/

µm
)

Gate Voltage (Volt)

Si
channel
GaN
channel

Fig. 4 ID–VG curve for n-channel TG-FinFET with LDD region

3.3 Dielectric Material Variation

Simulations were done to study the outcome of gate dielectric material on the output
of both GaN and Si-channel devices. It can be seen that in both the cases GaN
channel-based field effect device produces more current than silicon channel-based
device and significantly reduction in threshold voltage also. The different dielectric
materials used were aluminum oxide (Al2O3), hafnium oxide (HfO2), silicon nitride
(Si3N4), and zirconium dioxide (ZrO2) in contrast with the silicon dioxide (SiO2).
Figure 5 shows the simulated result.

Extracted parameters from the simulations are given in Table 2. From the compar-
ison shown in the Table 2, it can be noted that with the decreasing value of dielectric
constant of different dielectricmaterial the value of the threshold voltage is decreased.
The value of maximum saturation drain current IDSmax is also decreased, whereas
the value of leakage current is increased. Furthermore, it is observed that the value
of threshold voltage for all kind of dielectric material used in GaN channel-based
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Table 2 Extracted parameter value for n-channel TG-FinFET

Channel
material

Dielectric
material
(dielectric
constant value)

V t V IDSmax (×10–6)
A

Leakage current
(×10–9) A

Sub V t
mV/decade

GaN HfO2 (25) 0.127 29.6 29.85 91.29

ZrO2 (23) 0.126 29.3 31.36 91.91

Al2O3 (9) 0.108 26.4 68.85 103.31

Si3N4 (7) 0.101 25.5 92.20 108.58

SiO2 (3.9) 0.073 23.5 207.2 127.79

Si HfO2 (25) 0.204 14.0 2.52 88.74

ZrO2 (23) 0.203 13.9 2.69 89.37

Al2O3 (9) 0.181 13.0 7.97 100.77

Si3N4 (7) 0.172 12.8 11.87 105.88

SiO2 (3.9) 0.144 12.2 35.4 124.03

TG-FinFET is lower than that of the Si channel-based TG-FinFET. The sensitivity
to dielectric material [17] can be explained as follows:

The drain current in the subthreshold region has an exponential dependence of
the form exp

(
vgs

/
nV T

)
which results a relation for subthreshold voltage

S = nV T ln(10)where n =
(
1 + Cb

Cg

)
, Cb = ∫ Si/

wd
, Cg = ∫ox

/

tox

Now, asHfO2 has the higher dielectric constant, therewill be an increment in oxide
capacitance which translates to a lower value of n. Thus, a higher value dielectric
constant of gate oxide helps the subthreshold slope to approach its ideal value. The
lower leakage current can be accounted for by the decrease in threshold voltage.

A very significant observation is given in Table 3. Table 3 provides the data for
percentage change in threshold voltage with variable dielectric material, in this case
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Table 3 Percentage change
in threshold voltage with
dielectric

Channel material Dielectric material Percentage change in
threshold voltage

GaN HfO2 (25) 73.97

ZrO2 (23) 72.6

Al2O3 (9) 47.94

Si3N4 (7) 38.36

Si HfO2 (25) 41.66

ZrO2 (23) 40.97

Al2O3 (9) 25.69

Si3N4 (7) 19.44

GaN taken as the primary material for this study, whereas silicon data are used as
a comparison. The percentage change in threshold voltage with dielectric constant
is much more for GaN than Si. Over the past decade, a significant amount of work
[18–22] has been done on the use of field effect devices as a biosensor. The increased
sensitivity ofGaN-based device to dielectric variationmakes it a promising candidate
for use as a detector of biologically relevant substances.

3.4 Temperature Variation

Applicability of group III-nitride-based devices for high-frequency, power, and
temperature applications is well documented [22–25]. Therefore, for device opti-
mization, self-heating effect and ambient temperature effect of a device are such a
thing that can be studied to establish its suitability as a power electronic device. In this
work, the transfer characteristics of GaN FINFET have been studied for temperatures
ranging from 300 to 600 °K. From the result plotted in Fig. 6 it can be concluded that
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with the variation of the temperature the saturation drain current decreases with the
increasing temperature. Furthermore, if the ratio of Ion/Ioff is considered, significant
phenomena is being noticed. With the increasing temperature, the ratio of Ion/Ioff
decreases more sharply in case of silicon channel device compared to GaN channel
device. This comparison is plotted in Fig. 7. It may be observed that the sensitivity
of Ion/Ioff ratio to temperature is much lower for GaN as compared to Si over the
measured temperature range. This indicates the issue of degradation of performance
with temperature is much lower for GaNmaking it a promising candidate for devices
with high-power density.

4 Conclusion

A survey of existing scientific reports shows that the existing work on GaN has been
limited to HEMT-based devices. The wafer technology of GaN is not mature that
coupled with the technologically challenging HEMT structure does not encourage its
acceptance as amass-scale replacement for Si. The objective of this studywas to show
its suitability as simple field effect device vis-à-vis siliconwithout taking into consid-
eration the piezoelectric advantage associated with the AlGaN/GaN heterostructure.
The SOI n-channel TG-FinFET structure is successfully designed and simulated by
the influence of different channel material, lightly doped drain profile, and temper-
ature variation. It has been shown that the GaN channel devices provide a higher
ON current and lower threshold voltage though its leakage current and subthreshold
performance lag behind silicon. Moreover, the temperature sensitivity of GaN is
much lower than Si FinFET indicating its suitability for high-power density devices.
Perhaps, the most interesting outcome of this study has been the observation of a
significantly enhanced sensitivity of threshold voltage of GaN FINFET to dielectric
variation as compared to Si. This has promising implications byway of application as
a biosensor. In future, this work will be extended to study the switching performance
of such devices as well its sensitivity to variations in structural parameters.
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Abstract Zinc oxide (ZnO) nanoparticles (NPs) have been successfully synthe-
sized and characterized. Firstly, it has been synthesized the ZnO NPs and then after
calcined at 400, 500 and 600 ◦C for getting better crystalline ZnONPs. More than 70
components including alcohol, keton, steroid, terpinoid and carotinoide were present
in the leaf extract which was confirmed by gas chromatography mass spectrometer
(GC–MS) analysis. It has been characterized the synthesized ZnONPs throughXRD,
FESEM, EDX, FTIR, DSC, TGA and VSM. The crystalline size of the XRD was
around (33.58–25.8) nm. It was shown by the elemental analysis of the ZnO NPs by
EDX, and it is shown that the zinc, oxygen, carbon is in the ZnO NPs. The FTIR
analysis showed that the capping agents of the NPs contained the functional groups
alcohol, alkene, kitone, terpinoied, organic acid. The thermal stability was deter-
mine. It was shown that the exothermic peaks ware created. It was also shown that
the heat enthalpy was of ZnO NPs were 2326 j/g and 242.7 μVs/mg, respectively.
Using TGA, it is shown that the percentage of weight loss was of about 10% for
ZnO. It is also found that the ZnO NPs were super paramagnetic in nature with zero
coercivity. It is also found that the crystalline size has been changed with calcinations
temperature. But the crystallite size increases with calcinations temperature, which
supported the results of XRD and VSM.
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1 Introduction

Green synthesis is basically a chemical process [1–3]. The advantage of green
synthesis is cheap equipment and simple experimental set up, easy to fabricate,
easy to control, uniform particle size, no need any extra surface functionalizing
agent [4–6]. There are various kinds of nano-synthesis methods. The reducing and
precipitation are the main chemical reactions involved in the process [7–9]. These
are physical, chemical and biological [10–13]. The physical synthesis is ball milling,
thermal evaporation, lithography and vapour phase [14, 15]. The chemical synthesis
is sol–gel processing, solution-based synthesis and co-precipitation method [16–
19]. The biological synthesis is in bacteria, in fungi, yeast and using plant extracts
[20–26]. The attention focussed on characterization of the synthesis of ZnO NPs.
Many bio molecules in leaf extract such as sterols, carotinoid, terpinoid, alkaloids,
alcoholic ketonic and organic acid compounds could be involved in bio reduc-
tion, formation and stabilization of ZnO NPs [27–29]. Preparation of ZnO NPs
via green synthesis route. Investigation of the properties of the ZnO NPs has been
conducted like elemental analysis of leaf extract by GC–MS, crystal structure by
XRD [30, 31], surface morphology by SEM and FESEM, functional group by FTIR,
elemental composition by EDX,magnetic properties by VSM and thermal properties
by DSC/TGA.

2 Methodology

2.1 Materials Used for this Research Work

The material as precursors is zinc acetate dihydrate (Zn(CH3COO)2-2H2O)
M.W = 219.50 g/mol. The other materials are solvent leaf extract and distilled
water. The synthesis conditions are synthesis temperature = 800C, concentration
Zn(CH3COO)2-2H2O = 0.3 M, 200 mL, leaf extract = 200 mL, magnetic starrier
speed = 800 rpm. The method of leaf extract preparation and the chemical reactions
for ZnO NPs is given by the following:

Catharanthus roseus + H2O + Zn2+(aq)
Stirring−→ [

Cathararanthus roseus/ Zn2+
]

(1)

[Cathararanthus roseus/Zn2+ → [Cathararanthus roseus/ZnO] ↓ (s) + H2O (aq)
(2)

It is shown (from Fig. 1) that the different steps of Catharanthus roseus leaf juice
preparation. At the starting, it is shown that a Catharanthus roseus leaf tree. At the
end of the Fig. 1, it was found the Catharanthus roseus leaf extract for production
of zinc oxide nanoparticles (NPs).
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OvenDry
C. roseus Leaf (C.R.L.)             leaves after wash                               Dry Leaves 

C.R.L. extract   Filtered leaf extract   2 hrs boil at 700C (10gm LP+300mlDW)  Leaf Powder(LP) 

Fig. 1 Different steps of Catharanthus roseus leaf juice preparation

It is also shown (from Fig. 2) that the different steps for getting ZnO NPs.

Fig. 2 Different steps for getting ZnO NPs
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Fig. 3 GC–MS analysis of Catharanthus roseus leaf extracts

3 Results and Discussion

3.1 GC–MS Analysis

The GC–MS shows (Fig. 3) more than 65 prominent peaks in the retention time
range 5–59 min. The GC–MS analysis of Catharanthus roseus reveals the presence
of poly-alcohols, carboxylic acids, ketons, sterols, terpnoid, carotenoid, etc.

3.2 XRD Analysis

From Fig. 4, it is shown that the XRD patterns of ZnO nanoparticles. It is found that
the reflection peaks becomes sharper and intensity of diffraction peaks increase with
increasing calcinations temperature.

3.3 ZnO NPs Using Scherer’s Method

From Fig. 4, it is found that the presence of diffraction peaks (100), (002), (101),
(102), (110), (103), (200), (112) and (201) for 400 ◦C at (2θ = 31.92°, 34.60°, 36.33°,
47.77°, 56.62◦, 63.00◦, 68.07); further calcined at 500 ◦C (2θ = 31.89◦, 34.59◦,
36.34◦, 47.68◦, 56.73◦, 63.01◦, 68.10◦); and finally calcined at 600 ◦C and 2θ =
31.82◦, 34.43◦, 36.42◦, 47.63◦, 56.73◦, 62.96◦, 66.53◦, 68.07◦, 69.30), respectively.
The average crystallite size of the ZnO NPs for different calcinations temperature
was determined by the X-ray line broadening method using the Scherer equation.
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Fig. 4 XRD patterns of ZnO
NPs

Table 1 Crystallite size at different temperature

S. no. Temperature (◦C) Crystallite size D in (nm)

A 400 33.58

B 500 28.98

C 600 25.83

D = kλ

βcosθ
(3)

Here,D =Crystallite size; k = Shape parameter, which is 0.89 for ZnO, λ =X-ray
wavelength (0.15406 nm), β = Full width at half maximum (FWHM) in radians in
the 2θ scale and θ = Bragg angle [5] (Table 1).

The decrease in crystallite size from 35 to 25 nm was found with the varia-
tion of calcination temperature [6]. The variation of crystallite size with increase in
calcinations temperature is shown in Fig. 5. The decrease in crystallite size at high
calcination temperature is indicative of re-structuring process. From this XRD anal-
ysis, the structural parameters such as dislocation density and microstrain are also
determined. The dislocation density and microstrain of ZnO NPs were calculated by
using following formula, respectively.

δ = 1

D2
(4)

ε = βcosθ

4
(5)
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Fig. 5 Crystallites size
versus calcinations
temperature

Fig. 6 Dislocation density
(δ) versus calcinations
temperature

where D = crystallite size which is calculated using Scherrer approximation and β

is the FWHM which is obtained from XRD analysis of ZnO NPs. Variation in the
structural parameter of ZnO NPs with calcination temperature obtained from XRD
analysis is shown in Table 2.

Table 2 Value of different
calcination temperature

Temperature (◦C) D (nm) δ (line/nm2 × 10–3) ε (×10–3)

400 33.58 8.87 0.852

500 28.98 11.19 1.015

600 25.83 14.98 1.178
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Table 3 Elements versus
mass (%)

Elements Mass (%)

Zinc (Zn) 43.36

Oxygen (O) 29.57

Carbon (C) 26.96

(a) Slope is 2.49 x 10-3 for 4000C (b) Slope is 1.17 x 10-3 for 5000C (c) Slope is 2.47 x 10-3 for 6000C

Fig. 7 Crystallite size and strain of ZnO NPs using Williamson-Hall method

It is shown (from Table 3) that structural parameter for different calcinations
temperature. Here,D =Crystallite size, δ =Dislocation density and ε =Microstrain.

Figure 5 shows the average crystallite size decreases with increasing calcina-
tion temperature. Figure 6 shows the dislocation density increases with increasing
calcinations temperature.

3.4 Crystallite Size and Strain of ZnO NPs Using
Williamson-Hall’s Method

It is found (from Fig. 7) that the Williamson-Hall method was employed to separate
the peak broadening due to microstrain and due to particle size effect. The ZnO
samples calcined at 400, 500 and 600 ◦C temperatures displayed in the Fig. 7.

3.5 FESEM Analysis

Figure 8 shows the shape of the image after analysis for different temperatures are
400 °C, 500 °C and 600 °C, respectively. From Fig. 8a, b, it shows that it is calcined
at 400, 500 °C and the particles are in nanosize. It is also shown from Fig. 8c that it is
calcined at 600 °C, and it is formed nanoparticles with homogeneous and spherical
shape.
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 FESEM image calcined at 4000C  FESEM image calcined at 5000C(a) (b) (c) FESEM image calcined at 6000C 

Fig. 8 FESEM image after analysis

Fig. 9 Functional group analysis of ZnO nanoparticles using FTIR spectroscopy

3.6 FTIR Analysis

Fourier transform infrared (FTIR) spectroscopy has been used in order to determine
the presence different functional groups on synthesized ZnO NPs. FTIR measure-
ments are also performed in order to identify the presence of bioorganic compounds
responsible for reducing, capping and stabilizing the ZnO NPs is in the C. roseus
juice. In this study, ZnO NPs are synthesized through the reduction of zinc acetate
using C. roseus leaf extract as a reducing agent, and the presence of reducing agents
is confirmed from the FTIR spectra of as dried sample as shown in Fig. 9, where
there are two strong peaks at 3848 and 3430 cm−1 correspond to N–H stretching
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Fig. 10 Elemental analysis at 600 °C: EDX

of amide and –OH stretching vibration (phenolic compounds) are found. There are
also some intense peaks are observed at 2932 and 2391 cm−1 2391 correspond to the
C–H stretching vibration and C=O stretching vibrations for as dried sample acting
as reducing and capping agents [11].

3.7 Elemental Analysis and Magnetization of ZnO NPs
Using EDX and VSM Analysis

It is shown in Fig. 10 that the different parts of the components of the ZnO
nanoparticles (NPs).

Figure 10 shows the elemental analysis at 600 °C and, Fig. 11 shows the VSM
image of ZnONPs after analysis. It is shown in Fig. 10 that there is no corecivity, and
it is also shown in Fig. 11 that ZnO NPs are super paramagnetic, and it is also shown
that the saturation magnetization of the ZnO NPs was 0.00182 emu/g (Fig. 12).

3.8 TGA and DSC Analysis

This study will help in synthesis of other metal oxide NPs by the depicted procedure
in the future. More diverse plant species will be exploited in the future era using
this non-toxic, easy, simple low cost and environmental friendly process. The anti-
bacterial activities of these type NPs can be used in medical science for human
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Fig. 11 VSM image of ZnO NPs

(a). Weight versus temperature curve     (b).Heat flow versus temperature curve 

Fig. 12 Thermal analysis of nanoparticles: TGA and DSC

welfare. This ZnO NPs can be used in PKL electrochemical cell for PKL electricity
generation.

Acknowledgements Authors are grateful to the Ministry of Education for financing during the
research work (Project/User ID: PS2019949).
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Effects of Tilting ESD Gun
on Discharging Current

Nikhilesh Kumar Neelu, Nisha Gupta, and Mahmood Tabaddor

Abstract In this paper, an investigation is carried out to study the impact of tilting
the electrostatic discharge (ESD) gun on discharging current waveform which is
critical for studying electromagnetic compatibility (EMC) issues due to ESD and
ESD compliance of electrical or electronics (E/E) modules. The impact with respect
to various angles and ESD voltages are simulated, and results are compared with
IEC 61000-4-2. The ESD gun is rotated in the range of ±10° in the X and Y axis,
and its effects on discharge current are monitored between ESD gun tip and target
through ground strap with respect to the different ESD voltage levels. It is found that
the angular rotation of the gun affects the discharging current significantly. To test
the discharge waveform more accurately, current target is simulated.

Keywords Electrostatic discharge (ESD) · ESD generator · Electromagnetic
compatibility (EMC) · Electromagnetic interference (EMI) · Immunity ·
Numerical modeling · Numerical simulations

1 Introduction

Electrostatic discharge is a known threat to the electronic devices, circuits, and ICs
[1–6]. The larger integration of electronics has led to aggravation of the ESD problem
in high-speed circuits. The ESD phenomenon often treated as a natural phenomenon
occurs when two dissimilar non-conducting materials are brought in contact and
then separated. As a result, one material gets positively charged while the other one
negative. Both positively and negatively charged materials may charge up to−25 kV
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and+25 kV ESD voltage, respectively, that can discharge if any conductive material
is kept in the vicinity of ESD-charged materials. This leads to the development of
high electrostatic voltage which discharges as a current impulse. High voltages that
result from ESD might cause high current spikes of from 0.6 to 1 ns rise time and is
sufficient to damage any E/E (electrical/electronics) module, ICs, microcontrollers,
etc. ESD either causes partial or permanent damage of E/E module on subsystem or
system level.

The research related to ESD phenomena can be categorized into three main
streams such as ESD simulation and modelling, its effects on modern electronic
devices, circuits, and ICs, and finally, the protection schemes to control it. The
proposed work is placed under the first category. The ESD gun is nothing but an
ESD generator used to create ESD over desired and in the vicinity of electronic
devices, circuits, and ICs. In absence of the experimental ESD gun, it is generally
modeled using several 3-D simulation tools such as HFSS, CST Microwave studio,
etc., to study the behavior of ESD discharge current. The gun can model the ESD in
air or contact discharge mode.

The study of tilt effect is necessary because several parts and sections of the
automobiles, aircraft, other objects, etc., may not always be accessible directly to the
ESD gun, and it becomes difficult for the gun tomake a contact with the bodywithout
tilting it. As a result, this may lead to the situation where it becomes necessary to
investigate the effect of the tilting [1, 2] the ESD gun on discharge current.

In [1], there is some discussion about the sensitivity aspect of the test with respect
to relative positions and rotation of the gun, length, and termination of the grounding
strap, as well as other factors. However, no simulation or practical data or results are
shown to validate the above statements. In the proposed work, the simulations are
carried out using CST microwave studio (MWS) to examine the effects of angular
displacement of the ESD gun and investigate its effects on generation of ESD current
waveform over a metallic sheet.

Model of ESD Simulator.

1.1 3-D Physical Model

To reproduce the human–metal ESDwaveform, ESD generators are used. Themodel
presented in [4] is used for simulation in the present work shown in Figs. 1 and
2, according to the standard IEC 61000-4-2 [7, 8]. The model contains dielectric
material, metal as PEC and lumped element part to reproduce ESD physical current
waveform more accurately. The lumped element combination is taken to reproduce
the human–metal ESD current reference waveform shown in Fig. 2 for the contact
mode discharge testing.

The geometry of simulated model is shown in Fig. 1 and the schematic model
of ESD gun designed in MWS is shown in Fig. 2. The excitation voltage, the
ideal voltage source at port-3 is assumed to be +8 kV, with a rise time of 1 ns
to simulate slow charging and fast discharging of ESD gun. Port-1 and Port-2 are
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Fig. 1 Full model of ESD
simulator in MWS showing
ports, strap, discharging tip,
and discharge wall simulated
in CST-MWS

Fig. 2 Equivalent schematic model of ESD simulator in MWS

S-parameter port. The S-parameter ports are terminated into a very low impedance
of 1 � according to the ESD-target specification detailed in [4, 7]. The simulated
model is made to discharge through port 2, which allows to observe time varying o/p
current waveform as shown in Fig. 3. 2. The port-3 is a coupling port which couples
the discharged current to the gun model through the grounding strap. The model is
in “direct application” of static charge to EUT. In the present case, EUT is assumed
to be a metallic wall. The “energy storage capacitor” for human–metal ESD is taken
as 150 pF, the discharging resistance is 330 �, the discharging tip capacitance is
as 2 pF, and to couple discharge waveform through coupling strap, and the lumped
values are 2 � and 1 nH. The details of this combination are described in [4]. The
generated waveform is in accordance with the reference discharge current waveform
proposed by IEC in IEC 61000-4-2, except for the second peaks, which are mostly
due to the ringing effect caused by the reactance of the dielectric material [5, 6, 8].
However, the present IEC standard does not include any specification or guidelines
for the consideration of the ringing effects.

Next, an investigation is carried out to study the effects of the angular orientation
of the gun on discharging current. The waveform depicting the discharging current
when the ESD gun is kept perpendicular to the discharging surface is shown in Fig. 3.
In Fig. 5a, b, the angular orientation of ESD gun with respect to vertical axis and
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Fig. 3 Current waveform for 0 (zero) degree angular rotation for +8 kV discharging potential

horizontal axis, respectively, is shown, andFigs. 6 and 7 show the simulated discharge
current with respect to the angular orientation of ESD gun keeping the discharging
tip at a fixed position for all the orientation. It is seen that the rise time lies between
0.6 and 1 ns, though not constant for all the angular orientation, i.e., X-direction and
Y-direction rotation of discharge gun.

1.2 3-D Physical Model of Coaxial Current Target of ESD
Simulator

To calibrate theESDgenerator system for checking the repeatability and performance
of current measurement, ESD target is needed [8]. The coaxial current target needs
to be attached to an attenuator for the purpose of measurement of the ESD up to
15 kV. For 25 kVmeasurement, one more attenuator of 20 dB will be required. Inner
cross-section coaxial current target is shown in Fig. 4. The target has been designed
as per [8].

2 Results

For the 0 (zero) degree angular orientation, the peak of the discharge current is
highest compared to all the other orientations and lies in the range as specified in
IEC61000-4-2. The discharge current level at 30 ns is 9.14 A, which is below the
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Fig. 4 Inner cross-sectional view of simulated structure of coaxial current target, (dimensions and
materials as in IEC-61000-4-2)

Fig. 5 a, b The angular orientation of ESD gun with vertical axis and horizontal axis, respectively

Fig. 6 Discharge current waveform with different angular position varied perpendicular to the
discharge surface in X-direction for +8 kV of discharging voltage

specified level and the transient time duration is high, and due to this, the radiated
emission frequency band is expected to be high as described in IEC61000-4-2.

While investigating the amplitude of the discharging waveform, it is found that
the amplitude of current waveform for all the cases other than the zero-degree case
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Fig. 7 Discharge current waveform with different angular position varied perpendicular to the
discharge surface in Y-direction for +8 kV discharging voltage

are well below the limit 30± 15%A as specified in IEC61000-4-2 [8]. Next, the ESD
gun is rotated in horizontal X-direction and vertical Y-direction between –10 to +
10°, and results are obtained as shown in Fig. 5. For a different angular rotation of
the ESD gun in the horizontal, i.e., X-direction, the peak amplitude of the discharge
current waveform is varying from 22.7 to 23.6 A, but in case of angular rotation in
vertical, i.e., Y-direction, the peak amplitude of the discharging current waveform is
varying from 22.6 to 24.5 A. The symmetry in the results for all the cases such as
−5, +5, −10, +10 are observed with an error percentage of about 4% maximum at
30 ns discharge time which is a well in correlation with IEC standard.

The rise time is almost same for all angular positions in X-direction. However, for
the Y-direction, it is not same but in defined range of IEC. The second higher current
waveform peak may be observed in the simulated discharge current waveform of the
gun, which is the result of the ringing effect of the first peak [4, 6]. The other peaks
add up to the total transient behavior duration. Although the second peak is highest
in case of 0 (zero) degree orientation in X-direction, in Y-direction discharge for −
10° orientation, the peak dominates all other peaks of the discharge waveforms. The
occurrence time is also almost the same, though the peak amplitude of second and
third peak has major differences for various orientation.

The above observed behavior may be caused by the less contact area upon rotation
of the ESD gun. Due to this, the amount of discharge current observes different
reactive behavior of the contact area.

The IEC61000-4-2 standard specifies the magnitude of the current to be 16 A ±
30% at 30 ns. However, our simulation result of discharging current amplitude shows
a deviation in the range of from7.9 to 13A. For 0 (zero) degree orientation, the current
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Table 1 Values for different orientation in X-direction for +8 kV discharging voltage

Position in
X-direction
(Deg)

First peak current
of discharge 30 ±
15% (A)

First peak
occurrence time
(ns)

Rise time 0.8 ±
25% (ns)

Current at 30 ns
16 ± 30% (A)

0 25.937 1.787 0.789 9.139

−5 22.779 1.806 0.803 7.940

+5 22.862 1.800 0.802 8.056

−10 22.990 1.811 0.803 8.231

+10 23.512 1.800 0.814 8.179

Table 2 Values for different orientation in Y-direction for +8 kV discharging voltage

Position in
Y-direction (Deg)

First peak current
of discharge 30 ±
15% (A)

First peak
occurrence time
(ns)

Rise time 0.8 ±
25% (ns)

Current at 30 ns
16 ± 30% (A)

0 25.937 1.787 0.789 9.139

−5 22.865 1.881 0.783 8.287

+5 22.602 1.928 0.811 7.949

−10 24.318 1.882 0.820 12.972

+10 24.420 1.902 0.825 12.559

level is in the range of 16 A ± 30%, but results for other orientations fail to qualify
for X-direction orientation. The details of the results for various orientations are
tabulated in Tables 1 and 2. In Fig. 7, a comparison of the results for 0 (zero) degree
orientation and −10° vertical and horizontal orientations are presented (Fig. 8).

3 Conclusions

In all the cases discussed so far, large differences in the current amplitude of second
and third peak are observed. These peaks may be due to the discharge gun contact
area which decrease with angular orientation. The present standard IEC61000-4-2
[7, 8] does not include s effect. Therefore, the study carried out reveals that there is
a need to include the effect of tilting of the ESD gun in the present standard.
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Fig. 8 Comparison of waveform for single orientation of −10° in both X and Y axis
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Design and Development of 8T SRAM
Cell Using 14 nm FinFET

Panduranga Vemula and Rudra Sankar Dhar

Abstract The main purpose of conventional CMOS is to style SRAM, but the
performance of systems is affected due to increase in leakage currents and high-
power dissipation. The purpose of memories is to possess short time interval, less
power consumption, and low leakage currents so SRAM cells with FinFET prefer-
able. Multi-threshold CMOS and variable threshold voltage CMOS include stacking
method and circuit power gating and self-controllable threshold voltage-level tech-
niques. This paper details the advantage of multi-threshold CMOS method in order
to develop a FinFET-based SRAM cell, and then, the designed cell is differentiated
in terms of active power dissipation. By using predictive technology mode (PTM)
and 14 nm technology on cadence, all the simulations are performed.

Keywords FinFET · Static random-access memory · Dynamic power
consumption · Energy efficiency · CMOS and MTCMOS

1 Introduction

As process technology is bringing down, the threshold voltage and leakage current
changes rise. In the predominant 6T cell, it is very challenging task to find a perfect
architecture because of its write stability and its write margin should be considered.
At low supply voltage, the 6T cell fall off in write stability. The leakage power is the
very high priority considerable parameter due to feature scaling in high-performance
memory architectures. Low power and high stability is the major parameters of
SRAM designs in the last decade. In this paper, we use 8T SRAM cell to address
the various above problems, and also we compare the CMOS-based SRAM cell,
conventional 6 T and proposed 8T SRAM cell.

To recompense the requirement for superior storage system, FinFET SRAM is
considered as a best method to offer 14 nm-sized transistor design with help of
advancedVLSI field. The controlling dependencies on conventional drain and source
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terminal will be lowered by the three-dimensional design of the gate by using this
revolutionary technology. Many short channel problems will be faced by the conven-
tional transistor design which can be completely overcome by the present design of
FinFET [1]. The changes of arbitrary dopant in conventional MOSFET are removed
by using FinFET [2]. CMOS have high supply voltage when compared to FinFET
circuits also a reduced number of energy points and product delay points, which
results stability in potential due to FinFET [3]. Simultaneously, SRAM suffers with
high existence of cachememory in chip region, and also, at the chip power, maximum
energy consumption takes place.

An SRAM cell is one of the prominent components for storing a single-bit binary
data. Greater than 90% of the chip silicon area is expected to occupy by memory
circuits that mainly comprises of cache, which makes the design to be robust without
any errors [4]. Because of lowest static power dissipation, the 6T CMOS SRAM
is more recognizable in IC industry among different circuit combinations; also, the
complementary metal oxide semiconductor offer different noise margins [5]. The
SRAM cell consists of two inverters which form a latch and pair of n-type transistors
which the transistor gate terminal is connected to the world line and the source
terminal with bit line, the other with complement of bit line. For operations such as
read and write, the entry transistors should be kept ON. The need of a SRAM cell is
to provide high noise margin and more speed, but the main problem is the increase
in leakage power [6].

The principle issue with standard SRAM is the using of large extent technolo-
gies in the design to provide reduced size with lesser supply voltage, to provide a
less variation in cutting voltage and supply voltage [7]. When the design require-
ment increases, the number of devices with smaller size is to manage larger storage
areas, the less difference becomes highly unstable. In this, stability and also power
consumption and time required to access SRAM cell govern the design for a SRAM
[8]. The power consumption in 6T SRAM will be more due to the transistor switch-
ings in between the on state to off state; in order to minimize the power consumption,
we need to go for the various types of methods [9]. The various types of schematics
with advanced and enhanced devices are used to reduce the power consumption in the
transient state and also during the switching, and the advanced methods are also used
to increase the switching speed. The multi-threshold FinFET method is possibly the
best alternative to reduce the power consumption and also to improve the switching
speed [10].

2 Theory and Circuit Simulation

The occupancy level of memories will be more in upcoming designs. Fact scaling
becomes themore difficult and important aspect because of this occupancy of memo-
ries. In FinFET device, electrostatic control gate is susceptible as a result of gate
control from multiple sides of its fin. Due to multi-gate MOSFET, short channel
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effects such as V th decreases the width and length of channel, subthreshold degra-
dation and also the drain-induced barrier lowering will be enhanced. To visualize
lesser access time and reduced power losses and leakage, currents in FinFET-based
SRAM cells are more recognized when compared to SRAM cells with CMOS. Also,
FinFET-based SRAM cells are familiar for lower dissipation of power.When consid-
ered with traditional 6T SRAM, there is a difference in the shape of 6T SRAM cell
using FinFET. FinFET-based SRAM consists of a pair of cross-coupled inverters
which act as primary memory element, also a pair of FinFET-based access transis-
tors as shown in Fig. 1. The entry transistor gate terminal and word line are joined
together, and also, the source terminal and bit line bar are coupled together. For
memory read and memory write tasks, the transistor is turned ON, and while reading
and writing, operation of a SRAM cell and kept off in hold. Figure 1 illustrates the
design of 6T SRAM cell using FinFET.

While in standbymode,majority ofmicroelectronic frameworks spend lots of time
and energy. The energy of DC converter while entering or depart less energy mode
should be taken into consideration. On the occasion that the fee of changing state and
create a small standby energy nation is satisfactorily small so that the coverage of
coming into the low energy state while the gadget is in idle state is probably applied.
In specified area the predicted length in the accurate state has to be exactly calculated
and taken into consideration in the use of an energy control approach.

Fig. 1 Schematic of basic SRAM using FinFET
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3 Results and Discussion

Multi-threshold CMOS (MTCMOS) will be a shape of CMOS device in the new
model which consists of devices with more than one operating voltages preserving
in thoughts; the pinnacle intention is to reinforce put off and power. Gate voltage
in which an opposite coat is made on the bond among gate oxide layer along with
additionally the base material of the device. Low V th gadgets are very a whole lot
appropriate to exchange speedy and perform a totally critical function in postpone
paths to restrict clock periods. But those gadgets have better static leakage strength.
To lower the static leakage strength on non-important paths, high V th gadgets are
used; in addition, they lessen the static leakage ten instances while as compared to
low V th gadgets.

Sleep transistor is kept on during the active mode keeping the circuit functioning
as usual. Within the stand-in condition, the FinFET is biased, which disengage the
gate in distinction to the underside. It is to be considered that the leakage currents
should be bringing down, and brink voltage of the transistor must be larger. The
leakage in the inactive transistor will be high if the above state is not satisfied.

In MTCMOS method, the low V th transistors get separated from the input supply
by using high V th sleep transistors at the largest and also the base of digital circuit.
The device with the low V th which is employed to design logic. The clock is utilized
to control the sleep transistors. In changing mode, high clock signal is generated,
resulting in high of both the V th transistor to visualize and provides an imaginary
supply with low V th digital circuit. The sleep signal is designed to travel low during
standbymode, leading both the high V th transistor are allowed to cut-off and separate
supply from low V th circuit. A detailed circuitry of the FinFET-based 8 T SRAM
CELL using MTCMOS technique is shown in Fig. 2.

Fig. 2 Detailed circuitry of FinFET-based 8 T SRAM cell with MTCMOS
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This method lowers power consumption by utilizing pFET operates, with highV th

in the middle the mains and also small V th SRAMmemory cell device to disconnect
the facility input and the n-FET operates with larger V thn in between ground and
less V th SRAM device to disconnect the bottom from least V th SRAM memory cell.
During the sleep mode of circuit, the largest V th sleep transistors are kept ON as they
create separation of smaller V th transistor from supply potential and ground which
in turn decreases threshold leakage current. The main disadvantage with MTCMOS
method is the requirement for added making process for larger V thp of pFET and
larger V thn of nFET, and the reality is that it is not possible to restore the data by
using this method. The newly developed 14 nm FinFET-based 8 T SRAM cell is
designed with MTCMOS technique as is illustrated in Fig. 3.

Using this 14 nm technology in cadence tool with MTCMOS, the FinFET-based
8 T SRAM cell simulation is performed. The write operation waveform is acquired
for the novel circuitry developed here for 8 T SRAM cell employing the 14 nm
technology FinFETs which provides a step ahead for the future as observed in Fig. 4.
As detected from Fig. 4, whereWr is the write control signal (wordline), controlling
the full operation in the SRAM cell, input bit (bitline) is the signal applied at the

Fig. 3 Illustration of FinFET-based SRAM cell using MTCMOS method

Fig. 4 MTCMOS-based 14 nm node FinFET write operation waveform
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Table 1 Power usage of CMOS SRAM cell, 6 T-FinFET-based SRAM cell and advanced 8 T-
FinFET-based SRAM cell

Type of technology used Power consumed (nw)

Active power usage in CMOS SRAM in write operation (45 nm) 240

Power consumed during write operation in FinFET SRAM in 6 T 40.12

Used power during write operation in 8 T SRAM cell-based FinFET
using MTCMOS

20.52

input to be stored in the circuit and IN_BAR (bitlinebar) is the complimented bit
of the input D is the control signal which is used to control the switching of the
nFinFETs, DB is the control signal used to control the switching of pFinFETs while
Q is the stored bit available at output, and Q_B is the compliment bit of the stored bit
Q. From Fig. 4, the change in the output at Q and Q_B with respect to the change in
input, i.e., input bit and IN_BAR is evidently observed so that the digital bit either at
one or zero is stored in the memory cell by using back to back connected inverters.

The active power consumption is calculated that is the product of available power
and flowing current, while in theMTCMOSSRAMmemory device, it was calculated
by product of the current flowing through the drain terminal of the pFET device
by the power supply, for the other SRAM circuitry shown in Table 1. The active
power dissipation for MTCMOS 14 nm technology node FinFET for 8 T SRAM
is achieved to be 20.52 nw. The power dissipation for 6 T SRAM circuitry is also
calculated along with the active power for 45 nm-based CMOS SRAM are also
calculated and are compared as presented in Table 1. From the comparison of the
active power dissipation, it is evidently observed that the FinFET with 8 T SRAM
using the MTCMOS method lowers dynamic power dissipation especially for the
14 nm technology node for write operation, which is quite advantageous for the
circuitry and is beneficial for future VLSI circuit implementation.

4 Conclusion

This work details the design of FinFET SRAM cell with the use ofMTCMOS. A pair
of back to back connected inverters for static memory cell. Power output from second
inverter is coupled to the first inverters input. It also consists of two access transistors.
To bit line, the success transistor source terminal is connected. The transistors are
activated while read and write operations, and they are kept in off state in hold
position. In this process, sleep transistor is coupled with supply and with the low V th

device and the V ss. The active power consumption is computed as product of current
flowing through the drain of pFET transistor using the power supply. The operation
of each design and the simulation results of them are also provided. Using 14 nm
technology on cadence software, all the circuits are designed.
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A Novel Solar Thermoelectric Generator
with Conical Frustum Leg Geometry

Ravita Lamba , Chika Maduabuchi , and Emenike C. Ejiogu

Abstract A new method of improving the overall performance of a solar thermo-
electric generator (STEG) using a TEG with frustum leg geometries is presented in
this study. Six STEG models are proposed compromising the conventional rectan-
gular (rect), frustum (frust)—rect, di-frust—rect, di-frust—frust, frust and di-frust
legs, respectively. A comparison of the volume occupied by the total thermoelec-
tric legs in the diverse models reveals that the models which utilized only frustum
legs reduced the volume occupied by rectangular legs in a conventional TEG cell
by 42%, thus implying a reduction in fabrication cost as lesser materials will be
required for modules comprising the novel leg geometries. Furthermore, it follows
that under the same amount of concentrated solar radiation, system 6, which utilized
only di-frustum legs, provides a temperature gradient, power output density, and
thermodynamic efficiencies (energy and exergy efficiencies) that are 2.1, 3.8, and
1.3 times higher than that of the conventional STEG module, respectively. The find-
ings of this paper will greatly advance the research in optimizing the performance
of contemporary STEG systems.

Keywords Solar thermoelectricity · Thermoelectric generator · Thermal
engineering · Variable leg geometry · Frustum legs

R. Lamba (B)
Department of Electrical Engineering, Malaviya National Institute of Technology, Jaipur,
Rajasthan 302017, India

C. Maduabuchi
Department of Mechanical Engineering, Federal University of Agriculture, P.M.B. 2373,
Makurdi, Nigeria
e-mail: chika.maduabuchi.191341@unn.edu.ng

E. C. Ejiogu
Africa Centre of Excellence for Sustainable Power and Energy Development, University of
Nigeria, Nsukka, Nigeria
e-mail: emenike.ejiogu@unn.edu.ng

Laboratory of Industrial Electronics, Power Devices and New Energy Systems (LIEPNES),
University of Nigeria, Nsukka, Nigeria

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
J. K. Mandal et al. (eds.), Topical Drifts in Intelligent Computing, Lecture Notes
in Networks and Systems 426, https://doi.org/10.1007/978-981-19-0745-6_41

385

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-0745-6_41&domain=pdf
https://orcid.org/0000-0003-2120-9121
https://orcid.org/0000-0001-9947-5855
mailto:chika.maduabuchi.191341@unn.edu.ng
mailto:emenike.ejiogu@unn.edu.ng
https://doi.org/10.1007/978-981-19-0745-6_41


386 R. Lamba et al.

1 Introduction

In a world with a rapid population growth rate and increasing energy demand, the
need for alternative energy sources becomes inevitable. More importantly, the health
challenges and environmental degradation as a result of the heavy reliance on fossil
fuel energy sources suggest that the potentials of renewable energy sources like solar
energy need to be fully explored. For instance, a recently published paper [1] revealed
that the environmental pollution as a result of burning fossil fuels resulted in the brain
damage of babies and young children. These andmanymore factors have necessitated
the search for better means of solar energy-based power generation systems. Two
main ways of harnessing solar energy are through light (photovoltaics, PV) or heat
(thermal). Thermoelectric generators (TEGs) as devices that convert heat directly to
electricity using the Seebeck effect fall under the latter [2–4]. Recently, these devices
have gained much research interest due to their relatively low price compared to their
PV counterparts, compact size, noiseless and frictionless operation, and requiring
little maintenance requirements [5–7]. However, a hindrance to the full realization
of these devices is that they are characterized by low thermoelectric (TE) efficiencies
[8–10]. Thus, much research is needed on improving the TE efficiency as this will
increase its competitive advantage in the world energy market [11–13]. The several
means of improving TE efficiency that has been explored over the years include
altering TE leg geometry [14–16], utilizingmulti-stage TEGs [17–19], incorporating
solar concentrators [9, 20, 21], segmentation [22–24], etc.

Recently, some authors have experimentally [25, 26] and theoretically [27, 28]
established that altering TE geometry resulted in an increased TE efficiency and
overall device performance. However, the analysis was carried out using an assumed
temperature variation in the TEG. This is totally inaccurate when applied to a STEG
system. This is because in a STEG, the incident solar radiation from the sun is the
major determinant of the temperature distribution developed in the hybrid system.
Thus, assuming a random temperature is totally unacceptable and inappropriate.
Furthermore, amongst the diverse leg geometries studied, frustum legs have never
been studied. It is expected that a suitable utilization of a frustum leg in a STEG
system will provide the much-expected improvement in TEG performance, thus
giving it a higher competitive advantage in the world energy market. Hence, for the
first time, this paper unlike the others seeks tofill in the knowledge gapbydetermining
the effect of varying concentrated solar radiation and frustum leg geometries on the
performance of a conventional rectangular leg STEG. Furthermore, this paper will
also incorporate an exergy analysis of the frustum leg STEG in order to assess a more
realistic performance of the hybrid system.
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Fig. 1 Proposed systems. a System 1, b System 2, c System 3, d System 4, e System 5, f System 6
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2 Methodology

Figure 1 presents the proposed TEG system configurations considered. From the
figure, it is seen that system 1 comprises rectangular (rect) leg. On the other hand,
systems 2, 3, and 5 are made up of frustum (frust)—rectangular, di-frust—rect and
di-frust—frust leg geometries, respectively. Finally, systems 4 and 6 consist of frust
and di-frust thermoelements, respectively. The temperature-dependentmaterial prop-
erties of unmodified (pure) bismuth telluride and the remaining material properties
of the TEG are obtained from Refs. [29, 30].

The governing equations used in evaluating the numerical model can be obtained
from Refs. [8, 10].

3 Results and Discussions

Computations and simulations of the various systems were carried out using ANSYS
2020 R2 software with the necessary boundary conditions specified. Then, relevant
plots were generated and are presented in this section.

3.1 Material Volume Occupied by Thermoelectric Legs

The volume occupied by the TE legs in system 1 is 6.35 nm3, that of system 2
and 3 is 5.03 nm3, while that of systems 4, 5, and 6 is 3.7 nm3. This shows that
system 1 (conventional) has the largest volume. This is followed by systems 2 and
3, which have same volumes. Finally, systems 4, 5, and 6 have the least volumes.
Quantitatively, systems 2 and 3 give a 21% reduction in the volume occupied by a
system 1. While systems 4, 5, and 6 reduce the volume of system 1 by 42%, this
implies reduction in fabrication cost as lesser materials will be required for modules
with rect—trap legs and rect—frust legs. This is because of the use of additive
manufacturing technologies in the fabrication of all thermoelectric leg geometries,
thus reducing the complexities in the fabrication of these leg geometries. Further
reductions can be obtained with trap—trap legs, trap—frust legs, and di-frust—di-
frust legs. This is good as it shows the positive effect of frustum leg geometry on the
cost effectiveness of TEGs.

3.2 Solar Radiation Intensity

Results on the effect of optical concentration on the performance of STEGs are shown
in Fig. 2. Figure 2a reveals a linear relationship between the temperature gradient,
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Fig. 2 Effect of solar radiation on a Temperature gradient, b Power output density, c Energy
efficiency, d Exergy efficiency

ΔT, and the concentrated solar radiation (CSR), with system 6 having the highest
ΔT, followed by systems 5, 4, 3, 2, and 1. Also, the plots show a widening gap
between ΔT of system 1 and that of system 2 as CSR increases, which becomes
even wider as one goes from system 3 to system 4. However, between systems 2
and 3, and between systems 4 and 5, the disparity is not so wide. The disparity
becomes even almost negligible between system 5 and system 6. Typically, at CSR
of 500 W/m2 and 5000 W/m2, respectively, ΔTs of 7 and 64, 9 and 85, 10 and 90, 14
and 127, 14 and 133, and 15 and 135 K were obtained for systems 1, 2, 3, 4, 5, and
6, respectively.

Then, in Fig. 2b, a, slightly exponential rise in the power output density with
increasing CSR is noted, with system 6 clearly recording the highest power output
densities, followed by systems 5, 4, 3, 2, and 1. Again, a significant difference exists
between system 1 and system 2, and between system 4 and system 5, respectively.
While a much larger disparity is observed between system 3 and system 4, but
very little between system 5 and system 6, and between system 2 and system 3,
respectively. Quantites 2, 3, 4, 5, and 6 are 1.3× 106, 2.1 × 106, 2.3 × 106, 4.5 × 106,
4.9 × 106, and 5 × 106 W/m3, respectively.
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Lastly, the energy and exergy efficiencies are plotted in Fig. 2c, d, respectively.
As clearly seen from both figures, both efficiencies rise parabolically with the
CSR. Comparatively, system 6 achieves the highest energy and exergy efficiencies,
followed by systems 5, 4, 3, 1, and lastly system 2. However, the disparity in the effi-
ciency of system 1 and system 2 can be seen to be negligible. More so, the disparity
between energy and exergy efficiencies of system 1 and system 3 is very small. But
between systems 3 and 4 as well as between system 5 and system 6, the difference
is quite large. The efficiency plots indicate that asymmetry has no significant effect
on either rect legs (conventional) or frust legs. Moreover, as one goes from the least
efficient (system 2) to the most efficient (system 6), the rate of increase in efficiency
with CSR increases. Though, for all systems, it can be seen that the rate of change in
efficiency with CSR begins to reduce at higher values of CSR. This can be explained
to be due to the fact that the higher the incident insolation on the absorber, the larger
the radiative losses are.

The results in Fig. 2c, d closely agreewith those in Fig. 2a, bwith some exceptions.
First, in Fig. 2a, b, system 2 has a reasonably higher-temperature gradients and power
output densities, respectively, than system 1. But in Fig. 2c, d, there is no significant
difference between the energy and exergy efficiencies, respectively, of system 1 and
system 2. This disparity can be traced to the effect of the total volume occupied by the
TE legs on the power output, with efficiencies being independent of material volume.
Second, in Fig. 2a, b, system 5 and system 6 show slight disparity in temperature
gradient and power output density, respectively.While in Fig. 2c, d, there is a sizeable
difference in the efficiencies of system 5 and system 6. This difference is because of
the varying current generated in system 5 and system 6.

4 Conclusions

The numerical modelling of six STEG models comprising diverse conical frustum
and di-frustum leg configurations was carried out in this study. The finite element
solver, ANSYS 2020 R2 software, was used in simultaneously solving the coupled
field equations of thermoelectricity.

The total volume occupied by the thermoelements in the proposed models was
compared, and it was detected that the models which utilized only frustum legs
reduced the volume occupied by rectangular legs in a conventional TEG cell by 42%,
thus implying a reduction in fabrication cost as lesser materials will be required for
modules comprising the former.

Furthermore, the effect of concentrated solar radiation on device performance
was determined, and it was shown that for the same amount of solar radiation,
system6,which utilized only di-frustum legs, provided a temperature gradient, power
output density, and thermodynamic efficiencies (energy and exergy efficiencies) that
were 2.1, 3.8, and 1.3 times higher than that of the conventional STEG module,
respectively.
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It was also noted that using thermoelectric pairs which comprised of rectangular
and conical frustum/di-frustum legs resulted in a rather slight increment in device
performance. This implies that maximum device performance is only obtained when
thermoelectric pairs consist of only frustum leg geometries.

Conclusively, the results discussed in this paper argue that rectangular leg geome-
tries in conventional STEG systems should be replaced with frustum legs which
require lesser material cost and higher overall performance compared to the former.
The findings in this paper will greatly advance the research in optimizing the
performance of contemporary STEG systems.
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Eyes Say It All: Deep fake Detection
Method Analysis Using Different Metrics
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Abstract With the advancement of artificial intelligence (AI) techniques, fake
digital content has mushroomed in recent years. The production of very realistic
fake content, even by a novice computer literate, has become a cakewalk with the
latest deep learning and generative adversarial network (GAN) models. The objec-
tionable content created by the use of deepfake technology is getting exploited by bad
elements to tarnish the image of celebrities. With the advancement of digital tech-
nologies, it is almost impossible to detect fake content with naked eyes and is posing
a big challenge for the public. In thismanuscript, we use amethod to detect deepfakes
by using eye reflection and comparing both eyes in terms of different metrics such as
structural similarity indexmeasure (SSIM), intersection over union (IoU), andmean-
squared error (MSE). We used Flickr-Faces-HQ (FFHQ) dataset for real human eye
images, and the thispersondosentexist.com Web site for GAN-synthesized images.
Next, we used automatic detection of the corneal region and compared pixels of both
eyes. Despite their simplicity, the methods can achieve AUC values of up to 0.9.

Keywords Deepfake · GANs · Deep learning · GAN image detection

1 Introduction

Recently, it has become very easy to create hyper-realistic videos by the use of face
swaps due to the latest technological advancements. Such digital content, also called
“deepfakes,” is so well created that it can fool normal human eyes. Faceswap, one of
the techniques, is awell-known formof deepfake videoswhich uses one person’s face
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in place of another person’s face. Several of these faceswap deepfakes aremade by the
use of a generative adversarial network (GAN) [1], including deepfake faceswap [2],
faceswap-GAN [3], and FS-GAN [4]. Other techniques use conventional computer
graphics programs to create deepfakes. Similarly, face2face [5] and faceswap [6]
work on the principle of puppet-master deepfakes where head movements and facial
expressions of one person are replaced by another person.

It is only a matter of time before a very easy-to-use piece of software becomes
available that will make it possible to do this type of multimedia manipulation with
minimal technical skills. When will that happen? Politics is going to get real inter-
esting once it does. It is only a matter of time before a world leader will be calling
a controversial comment or video “a deepfake” to unburden themselves from their
wrongdoings. Sometimes, a deepfake could be widely shared and accepted to be true
before it is flagged as fake [7, 8]. Often, this happens with static images withmade-up
quotes plastered over them. Due to such repercussions, it is important to tame the
beast of deepfakes by detecting them with certainty. This manuscript discusses such
a method.

The whole manuscript is divided into different sections. Section 2 gives the back-
ground of the deepfake methods, while Sect. 3 gives details of the method used in
this work. Next, in Sect. 4, some results from the different metrics are tabulated and
compared. In the end, Sect. 5 concludes this research work with some concluding
remarks.

2 Deepfake Detection Method Analysis and Different
Comparison Metrics

The deepfake images used for thiswork areGANs synthesized images extracted from
https://thispersondosentexist.com (see Fig. 1) which uses the StyleGAN2 model.
StyleGAN2 [9] is a generative adversarial network that builds on StyleGAN with
several improvements. On the other hand, real images are from the Flickr-Faces-HQ
(FFHQ) dataset.

Fig. 1 Different stages of eye processing

https://thispersondosentexist.com
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In this study, corneal specular highlights [10] are used for exposing the human
eyes. The cornea is a semi-sphere and reflects light well; therefore, the two eyes
should have very similar reflective patterns both in shape and color. The real human
eye images show the same corneal specular highlights as they result from the same
lighting environment. They are co-related by a transform that is determined by: (1)
the skeletal part of two eyes, which includes distance between the corneal limbus of
both eyes and size (diameter) of the corneal limbus (2) the distance between eye and
light source and position of a light source measured relative to camera coordinates,
and (3) head orientation plays an important role as it determines the eye pose relative
to the camera position. It is helpful to have the same corneal specular highlights
for both the eyes during detection for the photographs. To achieve it, the following
conditions should be satisfied.

• The two eyes have a front-side pose.
• The eyes should be at a large distance from the source that emits or reflects light.
• The light reflectors or the sources should be visible to both eyes.

In this research work, the method [11] is used, which starts by detecting the
face followed by eyes with dlib landmarks. Then, we extract both eyes using those
landmarks (see Fig. 1). Further, we use the Canny edge detector followed by the
Hough transform to extract the corneal limbus (see Fig. 1c). The convergence of
the obtained corneal limbus with the eye region provides us the corneal region. For
extracting the corneal specular highlights, an adaptive image thresholding method
is applied [12]. In this, we used the fact that specular highlights gravitate to have
brighter intensities than the background iris; thus, restricting to only pixel locations
above the adaptive threshold gave us the required specular highlights (see Fig. 1e).
Then, for comparison in both eyes, we used three different metrics, i.e., (MSE [13],
SSIM [14], IoU [15]). Figure 2 shows a flowchart explaining the whole algorithm
of the method we used to compare both eyes. The MSE is the square of Euclidean
distance [16]. SSIM helps to distinguish two similar images by pointing out the
similarities within pixels. IoU, on the other hand, is the area of intersection between
two images divided by the area of union between such images.

3 Results and Discussions

The real human eye images are derived from the Flickr-Faces-HQ (FFHQ) dataset
[17], while the GAN-synthesized human eye images are the faces generated by
StyleGAN2 models (taken from https://thispersondoesnotexist.com). The images
are with a resolution of 1024 × 1024 pixels and a sample size of 40 images (20 real
and 20 GAN generated).

Next, we use the face detector and landmark extractor by dlib [18, 19]. We took
some sample images [11] and made a table comparing its corneal specular highlights
in terms of MSE, SSIM, and IoU. Table 1 shows the analysis for images of GAN-
synthesized and real human eyes.

https://thispersondoesnotexist.com
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Fig. 2 Flowchart explaining the whole algorithm of comparing both eyes

Table 1 shows different metrics (MSE, SSIM, and IoU) which are calculated by
pixel difference of corneal specular highlights of the left eye and right eye, respec-
tively. The image set used contains both real human eyes andGANs-synthesized eyes.
The images that have higher values of SSIM and IoU relate to a strong resemblance
between both corneal specular highlights, while the lower values signify different
relative locations of specular highlight regions or the different geometric shapes of
the two eyes. From Table 1, it is evident that the real human eye images have higher
values of SSIM and IoU, while the GAN-synthesized images have low values of
SSIM and IoU.We also made the ROC [20] curve of SSIM (see Fig. 3), which has an
AUC score of 0.9, while the ROC curve for IoU has an AUC of 0.94 (taken directly
from [11]). It shows that the IoU and SSIM are somewhat giving the same differ-
ence, but IoU is better than SSIM as IoU is a metric used in semantic segmentation.
In Fig. 3, the distribution of SSIM scores is shown which compares the detected
corneal specular highlights of the GAN-synthesized and the real eyes. The figure
also shows the ROC curve for the SSIM scores. However, the MSE is inefficient
which we further discuss in the next section.
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Fig. 3 a SSIM score distribution between eyes shown in Table 1; b ROC for SSIM scores

4 Limitations and Future Work

Because you have to train two networks from a single backpropagation, GANs are
more unstable to train. As a result, picking the correct goals can make a tremendous
difference.

However, MSE is also calculated, but it does not show proper results due to some
of its disadvantages for image comparison [21]:

• It does not align with the human visual system properly.
• In the human visual system HVS, a decrease in quality leads to errors. But, with

MSE, the occurrence of distortions or errors doesn’t depend upon the image
quality. The errors are entirely unpredictable.

• The images cannot be compared on the basis of MSE values as the image quality,
and MSE value do not relate to each other in any sense.

Before concluding this work, we want to inform the readers that there are also
positive aspects of the deepfakes. Besides limitations, deepfakes are associated with
many advancements and are considered to bring many in the future. Some of them
are as follows:

1. The construction of a deep generative model will be a step forward in the field of
health care since it will protect patients’ privacy throughout therapy, and contin-
uing research should be protected. We will be able to construct a completely
fictional population of virtual patients, eliminating the requirement to share
real-world patient data.

2. For conducting any experiment on facial figures, we won’t be required to show
the real face of the people. We could easily use deep generative models to create
a fake face and will be able to conduct experiments on it [22].

3. Deepfake technology can be used to make personalized avatars, which are
helpful for some applications that use such avatars to show mock clothing and
hairstyles.

4. Digital reconstruction and safety of the public: Reconstructing a crime scene
falls under the category of forensic science and is also an art that involves
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employing inductive and deductive reasoning as well as evidence. Artificial
intelligence-generated synthetic media can aid in the reconstruction of a scene
involving the interplay of spatial and temporal artifacts.

5 Conclusion

In this work, we compared different metrics for deepfake detection by comparing
their pixel differences without considering their geometry and scene. We show that
GAN-synthesized faces have inconsistent corneal specular highlights. These can be
manually fixed with editing in various photo editing software, but they will not be
unique. The point to be added is that in a portrait photograph (real human face), we
can have false positives because there are many limitations of this method such as
when the light source is very near to the subject or where the source is not visible in
both the eyes. In the real human eyes, we observed that although it is a real human
eye, we are getting low values of SSIM and IoU signifying that it does not apply
to images that do not have specular patterns. We also used MSE, which is quite
unpredictable since it poorly correlates with the loss of quality of an image. Since
the reconstruction of distorted images with MSE is very unpredictable, the images
which appear to be identical according to the human visual system (HVS) may be
very different as per MSE and vice versa. The SSIM, on the other hand, uses three
criteria, brightness, contrast, and structure, which are very much structured. The
SSIM error map depicts the area most affected by noise. So, using SSIM to remake
the distorted image is easier. Therefore, we can say IoU and SSIM are effective for
deep fake detection, but the IoU will be more accurate than SSIM. This study will
be helpful for the researchers to get insights into deepfake detection.
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20. Bosnić Z, Lukowicz P, CoughtreyD,HoshinoR (2006) "n introduction toROCanalysis. Pattern

Recogn Lett 27(861):874
21. Gandhi SA, Kulkarni CV (2013) MSE Vs SSIM. Int J Sci Eng Res 4(7). ISSN 2229–5518
22. Korshunova I, Shi W, Dambre J, Theis L (2017) Fast face-swap using convolutional neural

networks. In: Proceedings of the IEEE international conference on computer vision, pp 3677–
3685



Evolution of Biomedical Implantable
Antennas: Requirements, Challenges,
Designs, and Applications

Sumit Kumar Khandelwal , Ravi Kumar Arya ,
and Srinivasa Nallanthighal Raghava

Abstract Today, implantable antennas are very popular among researchers, as they
are used to find simple, effective, and real-time solutions for many health-related
issues inside the human body. Biomedical implantable devices are receiving great
attention to find solutions to different medical conditions. Implantable wireless
sensors integrated with implantable antennas have many advantages like early detec-
tion of disease and continuous and real-timemonitoring of health conditions. Thus, it
reduces healthcare costs, improves the quality of life of an individual, and improves
the accuracy of diagnostics systems. The implantable sensors are placed inside the
human body to measure real-time information of the various body parameters like
glucose level, body temperature, blood pressure, and ocular pressure. However, the
implantable antennas used for transmitting this information face major challenges
such as poor gain and large size. The human tissues due to their frequency-dependent
permittivity and highly lossy nature exacerbate the performance of the implantable
system.Thismanuscript covers an overviewof themajor requirements of implantable
antennas, various design aspects, challenges, simulation tools, testing methods, and
various applications of biomedical implantable antennas.
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1 Introduction

With today’s lifestyle that includes more work and less physical activities, people
are more vulnerable to various diseases; thus, routine health checkups are impor-
tant. It becomes even more important for people who already suffer from chronic
diseases like diabetes, blood pressure, Alzheimer’s, asthma, and cancer. But, due to
the hectic lifestyle, people rarely go for regular health checkups. Thus, the current
focus of researchers is moving to mitigate this problem. With the evolution of wire-
less technology and biomedical implantable antennas, real-timemonitoring of health
conditions is possible. Implantable medical devices (IMDs) are those devices that
are inserted inside the human body, and it can be used for several diagnostics and
monitoring real-time health conditions of a patient [1]. Typical examples of IMDs
include implantable pacemakers, breast cancer detection systems, ocular pressure
measurement systems, and real-timeblood insulinmeasurement.Nowadays, biomed-
ical implantable antennas are used in a various healthcare-related applications such as
monitoring brain atrophy and lateral ventricle enlargement, [2], breast tumor detec-
tion [3], wireless capsule endoscopy [4], contactless measurement of arterial pulses
[5], heart failure detection system [6], rectenna-based pacemaker, and many more.
Researchers are working on healthcare applications to reduce healthcare costs and
improve the accuracy of healthcare systems. The frequency of operation is also
very important. The wireless medical telemetry service (WMTS) band, medical
device radiocommunications service (MedRadio) band, and industrial, scientific,
and medical (ISM) bands are recommended frequency bands for biomedical appli-
cations. The MedRadio band is in the frequency ranges of 401–406, 413–419, 426–
432, 438–444, and 451–457 MHz [1]. The WMTS band has a frequency range of
1427–1432MHz,while the frequency range of 2.4–2.5GHz comes under ISMbands.

In this manuscript, a brief literature review on the requirement, design criteria,
biocompatibility issues, different design techniques, and various testing techniques
has been covered.

2 Implantable Antenna Requirements

As biomedical implantable antennas are placed inside the body, these antennas have
various constraints. There are various requirements that one should touch upon while
designing an implantable antenna.

2.1 Antenna Structure

The designed antenna should have a design structure in a way so that it is conformal
to the human body.
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2.2 Antenna Size

Implantable antennas should be compact as they will be embedded inside the body.
Also, compact antennas provide more flexibility. Researchers devote extra time and
effort to minimize the size of an implantable antenna. However, reducing antenna
dimensions directly affects the electromagnetic performance of an implantable
antenna [7].

2.3 Human Safety

Human safety is the most important requirement of an implantable antenna. As
implantable antennas radiate power inside the body, thus the analysis of power
absorption inside the body is very crucial. The absorption of radiated power by
the human body tissues generates heat, which could be dangerous and could affect
human health. The parameter which is introduced to measure the absorption of elec-
tromagnetic energy by human body tissues due to an implantable device is called
specific absorption rate (SAR) [8]. SAR is considered an index parameter by the
FCC to control the amount of exposure of the human body tissues to electromag-
netic radiation [9]. According to IEEE C95.1-1999, for 1 g human tissue sample, the
average SAR distributionmust be within the limit of 1.6W/kg and IEEEC95.1–2005
suggests that for 10 g human tissue; the average SAR must be below 2 W/kg [8].

2.4 Bandwidth

Generally, implantable antennas which have a very high bandwidth are preferred for
biomedical applications. The major advantage of wideband antennas is that it oper-
ates at a broad range of frequencies and can work in harsh communication environ-
ments with low SNRs. Thus, wideband antennas are highly desired for implantable
applications.

2.5 Biocompatibility

Biocompatibility is one of themajor aspects that need to be consideredwhen it comes
to designing implantable antennas [10]. The material used in antennas should not be
harmful or toxic to living tissues. The list of biocompatible materials which are used
by researchers in designing biocompatible antennas is given in Table 1.



406 S. K. Khandelwal et al.

Table 1 List of
bio-compatible materials used
in implantable antennas

Materials Relative permittivity

Poly-tetra fluoro ethylene 2.2

Macor 6.03

Alumina 9.3

Zirconia 29

Zirconium dioxide 21

2.6 Polarization

Circularly polarized (CP) antennas are recommended to reduce polarization
mismatch loss, fading effects due to multipath, and improve data transmission rate
for implantable antennas [11].

3 Implantable Antenna Designs

There is continuous research on implantable antennas with different design types.
In this section, a brief review of the different design types of implantable antennas
is presented. A simple structure and extremely miniaturized implantable antenna
which shows the dual-band characteristics in the ISM bands (2.45 and 0.915 GHz)
and a biotelemetry device for implantation in the scalp is proposed in [12]. A dual-
loop symmetrical antenna is presented in [13] with ultra-wideband performance and
operating in the 2.45 GHz ISM band for use in wireless endoscopy applications.
A miniaturized single-fed hybrid slot implantable antenna is discussed in [14] for
the MICS band (402–405 MHz). Inserting of the different slots in the ground, the
effective size reduction of an implantable antenna is possible. A compact, coplanar
waveguide-fed, dual-ring slot wideband implantable antenna [15] is presented for
the ISM band. The comparison among different antennas and their frequency bands
in reference papers is presented in Table 2.

4 Designing of an Implantable Antenna

Designing a compact, flexible, planar, human-safe, high bandwidth, and high gain
antenna is a very challenging task. In this section, different techniques to improve
the characteristics of implantable antennas will be discussed.
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Table 2 Comparison of
different implantable antenna
structures

References Design type Dimension
(mm)

Frequency

[16] Dual folded 25 × 34 ×
2.53

ISM, WMTS

[17] Spiral 14 × 14 ×
15

MedRadio

[18] PIFA 15 × 15 × 2 ISM

[19] Slot PIFA 19 × 30 ×
1.6

MedRadio,
ISM

[20] Hexagonal and
T-shaped slots

7 × 7 × 0.2 MedRadio,
ISM

[12] Dual-loop 10 × 15 ×
0.25

ISM

[13] Meander slot 10 × 16 ×
1.27

MedRadio

[14] Dual-ring slot 10 × 10 ×
0.4

ISM

[15] Sigma-shaped
monopole

20 × 20 ×
1.6

MedRadio

4.1 Antenna Size Reduction Techniques

Implantable antenna size reduction is a very important requirement. Different
techniques to reduce the size of the antenna are as follows:

Dielectric material. A material with high dielectric constant (relative permit-
tivity) can be chosen as a substrate or superstrate material. As permittivity of material
increases, the capacitance betweenmetallic patches increases. As resonant frequency
is given by 1/2�

√
(LC), so increase in capacitance decreases the frequency. Now,

for the same resonant frequency, antenna size need to be reduced.
Slotting Techniques. Recently, different techniques have been adopted by

research groups to minimize the size of an implantable antenna by introducing slots
in the antenna ground plane [21] and creating multiple slots in the patch [22]. For
size reduction, a substrate embedded periodic structure is used in the substrate of an
implantable antenna [23]. Also, a split ring resonator (SRR) [24] and a combination
of complementary SRR and C-shaped slot [25] are utilized for size reduction of an
antenna.

Increasing the current path of a radiator. Increasing the current path, length of
the antenna canbe thought as themost effective and easiestway for reducing size. This
increase in current path length reduces the resonance frequency and hence achieves
size reduction of an implantable antenna. Current path length can be increased
by adopting different design techniques such as curved line, loop, spiral, helical,
meandered, and slot antennas [15].
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4.2 Wideband Techniques

To providemobility to the dynamic implantable antenna, wide bandwidth is required.
In general, the bandwidth of the antenna can be increased by adopting various
methods such as by choosing a low dielectric constant substrate or superstrate
material, increasing the thickness of substrate or superstrates, by cutting slots in
an antenna, by cutting notches or by using probe feeding.

Bandwidth can also be increased by merging two or more resonant frequency
modes. Two π-shaped meandered strips have been used on the PIFA in [26] to
increase the bandwidth.

4.3 Gain Enhancement Techniques

There are different types of methods used by researchers to enhance antenna gain.
As an implantable antenna operates inside the complex human body environment, its
radiation characteristics deteriorate. Thus, for achieving short-range communication
with external instruments, antenna gain should be nominally higher than antenna
gain in free space.

Increasing the substrate height, making antenna arrays, using EBG superstrates,
increasing the effective area of an antenna using techniques like parasitic patches,
meandering of edges, using metamaterials, are few methods that may improve the
gain of an implantable antenna.

The implantable antenna gain can be improved by introducing printed grid
surfaces [27] or by introducing the combination of hemispherical glass lens and
parasitic ring [25].

5 Simulation and Testing of Implantable Antenna

5.1 Simulation

Several simulation software tools are used for simulating and designing an
implantable antenna for biomedical applications. The commonly used simulation
software’s are Ansys high-frequency structure simulator (HFSS), CST Microwave
Studio, ADS-Momentum, Sonnet Suites, Altair-FEKO, antenna design explorer, etc.
Out of these, Ansys HFSS is more popular as it is based on the finite element method
(FEM), and it is considered as most accurate for designing implantable antennas.

Ansys HFSS provides readily available human tissue models. The Ansys human
body model (HBM) contains geometry as well as material properties that represent
the tissues of the human body. It includes a full-body adult male and an adult-female
model.
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Fig. 1 Different testing techniques: a in vitro testing; b ex vivo testing; c in vivo testing

5.2 Testing Methods

Various testing methods are used to study the characteristics and performance of an
antenna in the same environment as human tissues. It also helps to estimate SAR
values. Following testing methods are mostly employed.

In vitro testing. In this testing technique, the human tissue mimicking liquid
phantom is prepared in the laboratory. The liquid phantom electromagnetic charac-
teristics are nearly like human muscle tissue. The fabricated antenna is inserted into
a liquid phantom, as shown in Fig. 1a. The recipe for preparing the mimicking liquid
phantom [26] is given as deionized water (44.5%), sodium chloride (0.5%), sugar
(55%).

Ex vivo testing. In this type of measurement technique, a meat or pork sample is
taken, and an antenna is embedded inside the sample for investigation. Minced meat,
minced pork, piece of pork, rat skin, Chicken breast, etc. are used in ex-vivo testing.
Properties of these meats are very close to human muscles.

In vivo testing. In this type of measurement technique, implantable antennas are
placed inside the body of living animals to achieve more realistic scenarios in their
validation test.

6 Conclusion

This paper covers the various applications of implantable biomedical antennas.
Various constraints for designing implantable antennas are explored in this
manuscript. In this manuscript, various methods of decreasing implantable antenna
size, increasing the bandwidth and gain have been investigated. Several simulation
software’s for designing an implantable antenna have been explored. This review in
a single manuscript will help readers to hone their skills in biomedical implantable
antennas.
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Abstract Bitcoin is based on peer-to-peer technology where there is no need for
central authority or banks as intermediaries. The network carries out Bitcoin issuing
and transaction management. It is open-source, decentralized by design, nobody
owns it or controls Bitcoin, and everyone can participate. Bitcoin challenges the
previous payment system through its unique properties and allows compelling use
cases that were not feasible in the past. Due to its decentralized properties and lack
of price control, many a time, celebrities can influence its value using their social
media fan followership. Twitter is becoming common place for celebrities to share
their sentiments about Bitcoin. ElonMusk, a juggernaut entrepreneur of this century,
is a prominent celebrity who has had a significant influence on Bitcoin and has been
instrumental in promoting and criticizing Bitcoin in past months. In this paper, we
analyze how Elon Musk’s tweets affect Bitcoin prices.

Keywords Twitter · Elon Musk · Bitcoin · Sentiment analysis · Cryptocurrency
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1 Introduction

Twitter [1] is one of the top leading social media platforms, where the users can craft
status messages, called “tweets”, to express their opinions. Tweets have a limit of
280 characters. One of the wealthiest entrepreneurs, Elon Musk, has come into the
limelight with his tweets about the Bitcoin cryptocurrency [2]. Unlike the common
currencies used for commerce and trade, cryptocurrencies are decentralized and are
not regulated by any government. Musk’s tweets have had a markable impact on
Bitcoin’s value, and he has even been accused by many on the Internet and by other
crypto investors of manipulating the said cryptocurrency.

Bitcoin pricing forecasting has been a feasible topic of study for some time. As
a forerunner in blockchain financial changes, Bitcoin [3, 4], plays a critical part
in the entire monetary climate of the bitcoin business. As a result, the machine
learning and data mining communities have been interested in (I) predicting Bitcoin
price changes. (II) share experiences to gain a better understanding of the causes of
Bitcoin instability and how to assess related risks in the cryptocurrency space. Many
academics analyzed Bitcoin price estimation using social media sentiment analysis
and machine learning. We believe that we can not only capture short-term price
movements in Bitcoin prices using an appropriate machine learning model but also
show that bitcoin price can be impacted by tweets from celebrities (notably, Elon
Musk, who has the single largest followers and tweets about Bitcoin).

2 Related Works

Bitcoin is a new technology that is now the most costly cryptocurrency in the world.
There are a variety of price predictionmodels for it. Garcia et al. discovered that rising
Bitcoin prices are preceded by rises in opinion polarisation and trading volume [5],
and Amjad et al. employed historical time series pricing data for price forecasting
and swapping methodologies [6]. By looking at and separating the Twitter feed,
Chen and Lazer [7] settled on investing ideas. Iya et al. [8] use a database for remote
monitoring to train dividers and approve operational separation. Iya et al. cite Pang
et al. influential’s study [9],where those analysts set the bar for psychological analysis
based on machine learning. Their approach is regarded as one of the most important
machine learning projects in the field of doctrinal analysis [9].

Some of the most recent initiatives concentrate on the most popular trade and
the use of deep learning methodologies such as RNN data predictions for a series
of time-tested networks, feeds that are comparable to job kinds [10]. McNally [11]
uses machine learning using neural networks (RNNs) and long short-term memory
(LSTM) to predict Bitcoin pricing and compare the results to those obtained using
autoregressive integrated average (ARIMA) models. An exogenous model (NARX)
was constructed based on [12] multi-layer perceptron (MLP) and non-linear autore-
gressive models are compared. The authors determined that while MLP did not
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perform better than the NARX model in price forecasting, it might be utilized to
anticipate the stock market. To design and analyze network performance, the authors
used theMATLAB network toolkit. The other publication [13] is about daily data for
10-min and 10-min time series. The authors created 30-, 60-, and 120-min series data
sets, then performed a GLM / random forest analysis on each set of data. To forecast
the price of Bitcoin, these three classes are pooled together. According to [14], the
author examines the past research to forecast the stock market in the United States.
The author discovered that the prediction network’s mean square error (MSE) was
equal to the excess return’s standard deviation, according to his findings. The author,
on the other hand, shows that several basic financial and economic characteristics
can anticipate the market excess return.

Rather than directly predicting future prices, the authors of [15] forecast stock
trends. It is possible to classify the practice as a pattern. They make both short-term
(daily) and long-term projections and discover that the latter has a 79% accuracy rate.
The performance of this paper is another intriguing characteristic. The performance
testing algorithm evaluates whether to buy, sell, or keep stock based on the expected
release.

In this paper, we have explored some of the most effective ways to predict Bitcoin
price using the sentiment of tweets. Next, we discuss the methodology used in this
work.

3 Methodology

To analyze how Elon Musk is affecting the flow of Bitcoin prices, Elon Musk’s
tweets were scraped using the Tweepy library in Python. After cleaning the tweets
data, the sentiment of each tweet was analyzed as positive or negative and compared
the Bitcoin price variations at the same time.

3.1 Twitter Data Collection

The Bitcoin’s closing prices were considered from 2014 till June 2021. Also, the
volume required to generate the particular cryptocurrency was taken into account,
so that the impact on prices with the changes in volume can be studied. The Twitter
API was utilized to collect tweets for the sentiment analysis, and the data was then
analyzed filtered by incorporating the keywords or hashtags like #BT, #Bitcoin,
#Dogecoin, etc. Since the manuscript is about Elon Musk’s tweets, all of his tweets
related to Bitcoin were collected and the aftermath of them was investigated.
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3.2 Twitter Data Preprocessing

Tweets consist of a lot of abbreviations, emoticons, and any unnecessary data such
as images and their URLs. So, first, the tweets are processed to represent the rights of
the feelings and emotions of the Twitter users. For the initial processing of the tweets,
we used the three steps of filtering: Tokenization, removal of the stop words, and
the match of the regular expression to remove special characters. Tokenization is the
process of breaking down tweets into individual words, depending on the situation,
and discarding data, such as emoticons, which are removed. Now, in the next stage,
the elimination of the stop words takes place. These are the words that do not express
any feelings and emotions. After sharing the tweet, the words such as a, b, c, etc.,
should be deleted from the dictionary. Finally, the special characters are removed: to
take away the special characters, regular expression comparison in Python is carried
out, to match a URL, and in the long-term, to be replaced by a URL.

3.3 Twitter Sentiment Analysis

Tweet sentiment analysis is a task in and of itself, and it is highly field-specific. Based
on the sentiment present, the tweets were categorized as good, negative, or neutral
to make things easier. All of the tweets were carefully reviewed and assigned a score
of 1 for positive emotions, 0 for neutral emotions, and −1 for negative emotions.
The features retrieved from these annotated tweets are fed into a machine learning
model, which is then used to classify other tweets.

3.4 Model Training

Training andprediction are done using long short-termmemory (LSTM) architecture.
The formation of LSTM is part of repetitive neural networks and is often used in
the field of deep learning. LSTM has a feedback loop, which makes it very useful to
process the sequence of all the details. Before feeding data to LSTM, the data must
be processed in advance (Fig. 1).

4 Machine Learning Methods Used

Following were the machine learning methods used for this work.
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Tweets Collected using twitter API

Data Pre-processing & Cleaning of Data

Tweets are classified as positive, negative & neutral

Model Training using RNN and LSTM

Fig. 1 Architecture

4.1 Recurrent Neural Networks (RNNs)

Artificial neural networks known as recurrent neural networks (RNNs) are widely
utilized in speech recognition and natural language processing. RNNs recognize the
sequential properties of data and use patterns to forecast the nextmost likely outcome.
Both, deep learning and the models imitating neuron activity in the human brain, use
RNNs. They are very useful where context is important for forecasting an outcome,
and they differ from other types of artificial neural networks in that they process a
series of input that informs the final output through feedback loops. Due to these
feedback loops, the information can persist.

4.2 Long Short-Term Memory (LSTM)

The problem of vanishing and exploding gradients in a deep recurrent neural network
has been addressed in a variety of ways. One of the most well-known networks is
the long short-term memory (LSTM) network. Hochreiter and Schmidhuber created
LSTM, an evolution of RNN, to address the aforementioned RNN shortcomings by
adding more interactions per module (or cell). In general, an LSTM recurrent unit
attempts to “remember” all of the network’s prior data while “forgetting” irrelevant
data. This is done by establishing a variety of activation function levels known as
“gates” for various purposes. Each LSTM recurrent unit is also responsible for a
vector known as the inner Cell State, which theoretically describes the information
that the previous LSTM recurrent unit selected to be maintained. An extended short-
termmemory network’s basic process is similar to that of a recurrent neural network,
with the exception that the interiorCell State is also transmitted alongwith theHidden
State.
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5 Results and Discussion

Before using themethodologies discussed inSects. 2 and3,we showhow the different
trends of Bitcoin are. Figure 2a shows the Bitcoin closed price from 2014 to June
2021. From the figure, it is evident that there have been major fluctuations in the
closed price in the past few months. The figure also shows how Bitcoin moved from
under a dollar to about $60 k.

Fig. 2 Bitcoin trend: a closed price; b volume
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Fig. 3 Bitcoin price prediction using LSTM

Bitcoin volume is also important. Figure 2b shows the Bitcoin volume that went
through transactions from 2014 to June 2021. It is evident from Fig. 2b that the
volume has increased significantly as the price rose (see Fig. 2a), this indicates that
the popularity of Bitcoin is somehow associated with its price.

By using the Bitcoin price in Fig. 2a, it is plausible to predict the future Bitcoin
price. In Fig. 3, we show the Bitcoin price prediction using the LSTM model. The
blue colored line shows the points considered for training the LSTM model while
the Val (orange line) signifies the test values, which are real values, in the dataset.
The green-colored line shows the predictions for the future data points after training
the model.

Until now, we have relied solely on LSTM to forecast Bitcoin’s future price data
from Elon Musk’s tweets. First, we need to judge if Elon’s tweets do have any effect
on Bitcoin price. Figure 4 shows the major tweets from Elon Musk and the effect of
those tweets in changing the price of Bitcoin.Whenever the tweet had an appreciation
for Bitcoin, the Bitcoin price increased, and when the price decreased when Bitcoin
was criticized or restricted in any way. Tweets are also tabulated in Table 1 with their
sentiments.

6 Conclusions

Amethod for predicting the Bitcoin price by looking at the sentiment of ElonMusk’s
tweets was proposed. It was found that the price of Bitcoin is seriously affected by the
juggernaut entrepreneur’s tweets.Whenever the sentiments are positive like changing
the Twitter bio to #bitcoin or indicating the power of Bitcoin by advising people to
buy Tesla with it, etc., the value of Bitcoin went up. On the other hand, whenever
there were negative indications regarding Bitcoin like refusing to accept Bitcoin or
breaking up with Bitcoin, the value of the cryptocurrency deprecates. This shows the
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Fig. 4 Elon Musk’s tweets and Bitcoin price change

Table 1 Sentiments of Elon
Musk Tweets

Date Tweet Sentiment

29-01-2021 Changed Twitter Bio to #bitcoin Positive

24-03-2021 You can now buy a Tesla with Bitcoin Positive

13-05-2021 Tesla is no longer accepting bitcoin Negative

16-05-2021 Suggests Tesla is selling bitcoin Negative

17-05-2021 Tesla has not sold any Bitcoin Positive

04-06-2021 #Bitcoin breakup Negative

volatility of this cryptocurrency. Bitcoin is owned by nobody, i.e., no central entity
controls it but is controlled by millions of Bitcoin users around the world. In this
way, it was found that when some influential personality like Elon Musk affects the
way of thinking of millions of users, the value of Bitcoin affects accordingly.
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Design of 22 nm Strained Silicon Channel
Gate All Around FET Device

Potaraju Yugender and Rudra Sankar Dhar

Abstract As the Scaling of Devices is in turn facing many problems regarding the
performance of the device and to keep Moore’s law alive a better replacement for a
FINFET is a GAAFET. The strained silicon technology has made a great revolution
in the last few years makes the device with enhanced mobility and reduces the
short channel effects (SCEs) with less leakage current are the main parameters of a
semiconductor device. The paper presents a 22 nm GAAFET device of tri-layered
structure (s-Si, s-SiGe, s-Si) with a strained silicon channel of (2 nm, 4 nm, 2 nm)
thickness, respectively. The biaxial strain-induced will increases the mobility of
the charges. The controlling ability of the channel with four gates makes it better
performance. The proposed device is compared with a silicon GAAFET using a
Silvaco TCAD tool which is superior with a 22% of improvement in the drain current
and less leakage current.

Keywords GAAFET · SILVACO TCAD · Strained silicon · Short channel effects

1 Introduction

These days, integrated circuits are present in all aspects of our daily life, starting with
a computer and mobile phone which play an important role in our life. This makes
the semiconductors industry to achieving great heights and increases the economy.
As we are looking forward for higher performance and smaller size of electronic
devices. Latest trends predictions is the market size of consumer electronics products
will reach to much higher rate by 2024. As we move for the smaller electronic
devices many wide range of applications are needed in the market. These qualities
are found when we down scale the CMOS processor which requires very less amount
of supply voltages. As we go for smaller sized devices which affects the drain voltage
in controlling the channel region and gate voltage. The design of the MOSFET is
varying frequently and size is decreasing to boost the performance of the integrated
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circuit. Since the depletion regionwidth of source anddrain and the channel length are
same then the Short Channel Effects (SCEs) [1] will occur. “These SCEs are carrier
velocity saturation, threshold voltage, drain induced barrier lowering (DIBL), sub-
threshold leakage current, etc.” Thus to improve the device performance we need
to decrease the short channel effects. Many devices were used to lower the short
channel effects [2–4].

To overcome these SCE the development started in 1991 when an ultra-thin gate
structure of MOSFET was proposed and it was proved to reduce the SCE. This was
the first step for the foundation of FinFET structure that was developed later. In this
development Prof Chenming Hu role was very important in this period. He said that
by changing the gate material [5, 6] and adding more number of gates the physical
view of FinFET can be changed and improved to achieve the further down scaling.
Double gates, Trigate FinFET are some of the improved devices. Further the channel
control was not capable enough due to SCE. Then the inventors started developing
a GAAFET structure which improves the performance of the device. So the much
improved version of FinFET can be accomplished with the electrostatic control of
the gate is Gate all around field effect transistor (GAAFET) [7, 8]. GAAFET is very
similar to FinFETs but the conducting channel is enclosed by gate all aroundwith this
we get the better control over the gate.When the strained silicon channel is introduced
in GAAFET it changes the physical parameters of the silicon channel by stretching
the atoms beyond their normal interatomic distance. Therefore with invoked a strain
in the channel makes the GAAFET device faster as the charge carries move faster
within the channel, i.e. the electrons and the holes [9]. The proposed device in this
paper increases the carrier mobility with less threshold voltage therefore the carrier
mobility degradation is over come with the strain silicon technology. By implanting
the tri-layered channel which increases the channel current and it also has the ability
to decrease the SCEs with a minimum parasitic capacitance.

In this paper, a 22 nmGAAFET device is designedwith strained silicon channel of
tri-layered structure with (s-Si, s-Si-Ge, s-Si) [10]. Strain silicon technology ensures
high performance of semiconductors devices which enhances carrier mobility with
minimum threshold voltage and reduces the SCEs [11]. The GAAFET structure is
designed using the Silvaco TCAD tool [12]. The performances of 22 nm channel
GAAFET structure is compared with a 22 nm silicon GAAFET [13] transfer and
output characteristics of the devices i.e. ID versus VGS and ID versus VDS and Ion
and Ioff ratio of the device is also simulated. The simulation results shows the 22 nm
GAAFET with strained silicon the gate has more ability to control the channel at
22 nm or even for less gate length and the SCEs are reduced within the acceptable
range. The values of ON to OFF current ratio makes the device more power efficient
and a very good choice for the semiconductor device.
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2 Device Structure

The gate all around FET with strained silicon channel is implemented on 22 nm
gate length consisting of tri-layered of (s-Si, s-SiGe, s-Si) materials with a layer
thickness of (2, 4, 2)nm using Silivaco TCAD tool [12]. A 22 nm gate length device
is implemented and simulated with a strained silicon of three layer channel and is
compared with a 22 nm silicon Gate all around FET [13]. The three dimensional
view of the 22 nm GAAFET with strained silicon is shown in Fig. 1 and the device
parameters are given in Table 1 and the GAAFET structure with Gate all around
view of strained layered channel is shown in Fig. 2.

Fig. 1 Three dimensional view of 22 nm GAAFET structure

Table 1 Device parameters Device parameters Dimensions

strained silicon GAAFET

Source length 22 nm

Drain length 10 nm

Channel length 10 nm

Channel thickness (s-Si, s-SiGe,
s-Si)

8 nm (2, 4, 2)

Gate oxide thickness 1 nm

Source doping concentration 3 × 1019/cm3

Drain doping concentration 5 × 1019/cm3

Channel doping concentration 1 × 10–15/cm3

Work function of gate contact 4.45 eV

Mole fraction 0.4
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Fig. 2 GAAFET structure with gate all around view

The four gates on the device are located on all the sides of the channel, i.e. front,
back, top and bottomof the strained silicon channel and are joined to one anotherwith
the same voltage to drive the gates [6]. The thickness of SiO2 is placed on all four
sides. This configuration provides a better electrostatic coupling over the strained
silicon channel. Due to this floating effect SCEs are reduced. As the presence of
tri-layered strained silicon which changes the lattice constant of material and also
changes the energy band structure. Actually with inclusion of strain the electrical
symmetry is destroyed and the four energy valleys go down in energy two go up in
biaxial strain and unaxial strain. The unaxial strain reduces the intervally scattering
and effective mass and biaxial strain reduces the scattering. Finally the device has
the positive benefits of lower capacitance, faster switching and less leakage current.

3 Results and Simulations

The GAAFET device with strained silicon is simulated using SILVACO TCAD in
Atlas [14] of 22 nm channel length for a enhancement of drain current, less leakage
current and to reduces the drain-induced barrier lowering. As the insertion of the
strain in the channel region the mobility of the charge carries increases due to the
quantum confinement. The plot ID − VGS characteristics in logarithmic scale of
the GAAFET with tri-layered strained silicon are compared with silicon GAAFET
[13] is shown in Fig. 3. The transfer characteristics were obtained at constant drain
voltage of 1v with Y-axis as the drain current and X-axis as the gate voltage. The Ion
current and Ioff current are obtained from the linear scale graph of ID − VGS transfer
characteristics from the graph it is observed that the Ion current of the GAAFET
with strained silicon is more than the silicon GAAFET and the Ioff is less than silicon
GAAFET. The presented device with the strained silicon in the channel is showing
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Fig. 3 ID versus VGS characteristics in logarithmic scale

better results clearly from the graph when compared to the silicon GAAFE [15]. Due
to the increase in the mobility it in turn increases the inversion layer and electric field
penetration is controlled with all the four gates around the channel which improves
the drain current across the channel.

The plot of ID VGS transfer characteristics shown in Fig. 3 is a logarithmic scale.
As in logarithmic scale we can easily find out the Ioff current which is known as
leakage current. The Ioff current is given in mathematical form as Eq. 1.

Ioff(nA) = 100 W/L 10−V th/ss (1)

In Eq. 1 width of the channel is represented as W, the length of the channel is
represented as L, the threshold voltage is given as VTH and the sub-threshold swing
as SS [12].

The drain-induced barrier lowering (DIBL) is a short channel effect which is the
change in the threshold voltage for a large change in the drain voltage the standard
equation is expressed as

DIBL (mV/V ) = �VTH/�VDS (2)

where �VTH is the change in threshold voltage and �VDS is the change in drain to
source voltage [12].



428 P. Yugender and R. S. Dhar

Fig. 4 ID versus VGS characteristics in linear scale

The linear scale plot of ID VGS characteristics shown in Fig. 4 from the graph
we see the comparison of silicon GAA and the strained silicon GAA we can clearly
observe the leakage current Ioff is less and the drain current is more.

The ID versus VDS characteristics are shown on Fig. 5 with two different gate
voltage of 0.3 and 0.6 V which gives the output performance of the device. The
ION/IOFF ratio of silicon GAA and strained silicon GAA is shown in Fig. 6 and from
the fig we can say that the strained silicon device is a better device compares to a
silicon GAA as the ratio is almost more than 52% with a good performance.

4 Conclusion

In this paper, we developed strained silicon GAAFET with 22 nm gate length using
Silvaco TCAD tool. The GAAFET strained silicon device is compared with silicon
GAAFET of 22 nm gate length. The gate oxide layer is taken as 2 nm and the length
of source and drain is 20 nm. The GAAFET with tri-layered strained silicon shows
better gate electrostatic control over the channel compared to a circular GAAFET.
From the simulation results the device has better electrical properties in terms of drain
current, leakage current and drain-induced barrier lowering (DIBL).The performance
of the strained silicon GAAFET has 22% of improvement in the drain current, the
leakage current is in the acceptable range and a low drain-induced barrier lowering
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Fig. 5 ID versus VDS characteristics

Fig. 6 ION/IOFF ratio of
silicon GAA and strained
silicon GAA

value. Finally, the developed 22 nm strained silicon GAAFET is capable to meet the
requirements of the present trends with low power and faster operating device.
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Microstrip RFID Reader Antenna
Analysis with Different Slot
Configurations

Suraj Kumar , Priyadarshini , Neha Kumari ,
Sumanta Bhattacharyya , and Ravi Kumar Arya

Abstract The state-of-the-art designs are presented in thismanuscript to improve the
performance parameters of a standard patch antenna for the 2.45 GHz band. Several
rectangular microstrip patch antennas with slots of different shapes and sizes have
been proposed with inset-fed types of feed. Optimum values are selected through
the simulation for different designs to increase their performance. The proposed
antennas are designed and optimized using full-wave Ansys HFSS software. The
antennas show resonance frequency near 2.45 GHz which can be used in Wireless
Local Area Network (WLAN)/Radio Frequency Identification (RFID) applications.
The substrate used for all the designs is economical FR-4 which has a permittivity of
4.4 and thickness of 1.6 mm. The overall dimension of all the antennas is 38.22 mm
× 30.25 mm × 1.6 mm. The antennas can achieve peak gain up to 3.5 dBi and are
suitable for 2.45 GHz WLAN/RFID applications.

Keywords Antenna · ISM band · RFID · Triangular slot ·MSA · Slot ·Microstrip
antenna

1 Introduction

Radio Frequency Identification (RFID) is rising as an unrivaled contender for the
automatic item identity [1]. RFID has evolved and has gone beyond the barcodes
that have their limitations, such as limited range and the need for a near-perfect line
of sight for communication. RFID has been growing in recent years and is becoming
the de facto means of communication for carrier industries, logistics, and production
companies [2]. A typical RFID system comprises a reader (interrogator) and tags
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(transponders), and middleware which includes software programs and databases.
Generally, the reader emits an electromagnetic frequency signal that is intercepted
by the RFID tags in the way of the RFID signal. The antenna needed for the RFID
reader should be compact so that the overall reader is compact. It leads to a smaller
RFID reader that is easier to transport from one place to another.

Due to advancements in technologies, many researchers have developed devices
that can operate in multiple frequency bands depending on the application require-
ments [2, 3]. Microstrip antennas (MSAs) being common and easier to design are
one of the best contenders for RFID reader antennas. It has the advantage of simple
design, low cost, mechanically durable, low profile, and lightweight. Due to all these
properties,MSAhasbecomeavery commonantenna and is used formultiple commu-
nication systems. Hence, MSAs are widely used in RFID, Satellite communication,
direct broadcast service, mobile communication, radars, missile, and telemetry.

The manuscript is divided into multiple sections. Section 2 discusses different
antenna designs with their design parameters. Section 3 compares all the designs. In
the end, the manuscript concludes with Sect. 4.

2 Antenna Designs and Their Parameters

Microstrip antenna performance is determined by its size, operating frequency, radi-
ation efficiency, directivity, and return loss. Microstrip antenna can be characterized
by different parameters for a given substrate at the design frequency. There are
closed-form equations that give the various size parameters of the antenna [4]. The
following equations give the parameters of the conventional microstrip antenna (see
Fig. 1a).

Width of the patch:

w = c

2 f r
√

εr+1
2

(1)

where
c = speed of light.
εr = Dielectric constant.
Effective dielectric constant:

εreff = εr + 1

2
+ εr − 1

2

1√
1 + 12 h

wp

(2)

Length of the patch:

Leff = c

2 f o
√
Eeff

(3)
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Fig. 1 Edge-fed conventional microstrip antenna (Design-1) a design; b S11; c radiation gain
pattern

Length extension:

�L = 0.412h
(εreff + 0.33)

(
w
h + 0.264

)

(εreff − 0.258)
(

w
h + 0.8

) (4)

Figure 1a shows the conventional microstrip antenna fed by edge feed. In Fig. 1b,
we see that the S11 of the microstrip antenna does not cover the desired 2.45 GHz

band. Even the S11 does not reach a value of—10 dB signifying that the antenna is
not matched well with 50 � impedance and most of the power is getting reflected
back to the feed. To get the better matching design, the antenna is modified so that
instead of edge feeding, the feed is changed to inset type as shown in Fig. 2a.

From Fig. 2b, it is evident that the S11 improves and shows a better impedance
match. Next, we modify the antenna in Fig. 2a by etching out different slots [5, 6] to
get the reconfigurability so that the antenna gives the desired bandwidth and resonant
frequency. In Fig. 3, the design of the microstrip antenna with a single equilateral
triangle slot is shown. Cutting slots in the antennas like this modifies the current
distribution in the antenna which can contribute to frequency change or change in
radiation patterns. It is visible in Fig. 3b that the resonant frequency of the slotted
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Fig. 2 Inset-fed conventionalmicrostrip antenna (Design-2) a design,bS11, c radiation gain pattern

antenna (Design-1) changes as compared to the antenna in Fig. 2. The antenna design
parameters are given in Table 1.

Next, we show how the antenna response changes if three slots are cut in the
microstrip patch (Design-4 in Fig. 4) instead of a single slot (Design-3 in Fig. 4).
It is evident from Fig. 4b that the introduction of three slots instead of a single slot
changes the resonance frequency. The antenna design parameters are given in Table
2.

The proposed antenna geometry (Design-5), which includes a dielectric substrate,
patch length (PL), patch width (PW), microstrip feed line (Fl), feed width (Fw) after
etching equilateral and rectangular slots is shown in Fig. 5a. The different design
parameters of Design-5 are listed in Table 3. The S11 of Design-5 is shown in Fig. 5b.

3 Results and Discussion

In the previous section, we showed different configurations of the slotted microstrip
antennas. Figure 6 shows the comparativeS11 for different designs. Figure 7 shows the
gain of the same antennas. From this analysis, we can see that cutting the slots in the
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Fig. 3 Microstrip antenna with single triangular slot (Design-3) a design, b S11, c radiation gain
pattern

Table 1 Antenna parameters
for Design-3

S. no. Parameters Dimension (mm)

1 Ground width (X) 68.1

2 Ground length (Y ) 59.7

3 Height (h) 1.6

4 Patch width (WP) 37.5

5 Patch length (w l) 28.1

6 Feed length (f l) 16.2

7 Feed width (w f ) 3.1

8 Triangle side (T s) 4
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Fig. 4 Microstrip antenna with three triangular slots (Design-4) a design, b S11, c radiation gain
pattern

Table 2 Antenna design
parameters for Design-4

S. no. Parameters Dimensions (mm)

1 Ground length (C) 92

2 Ground width (D) 58

3 Height (h) 1.6

4 Patch length (Cl) 26

5 Patch width (Dw) 40

6 Feed length (lp) 23

7 Feed width (lw) 3.1

8 Triangle sides (Tl) 5
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Fig. 5 Microstrip antenna with three triangular and two rectangular slots (Design-5) a design, b
S11, c radiation gain pattern

Table 3 Design parameters
of Design-5

S. no. Parameters Dimensions (mm)

1 Patch length (Pl) 30.25

2 Patch width (Pw) 38.22

3 S1 4.3

4 S2 14.3

5 S3 5

6 S4 10.5

7 S5 6

8 Feed length (Fl) 19.5

9 Feed width (Fw) 3.1

10 G1 0.5

11 Ground length (Gl) 60.5

12 Ground width (Gw) 76.44
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Fig. 6 S11 of different designs

Fig. 7 Gain of different designs

microstrip antenna (of different sizes and shapes) can vary its behavior significantly.
These antennas will be useful for 2.45 GHz band applications. Table 4 shows the
properties of the different antennas discussed in this work.

4 Conclusion

In this work, we discussed different designs of microstrip antenna for RFID reader
antenna. Three proposed designs use slots in the patch of the microstrip antennas.
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Table 4 Comparison table for different shapes of microstrip antennas

S. no. The shape of the antenna Freq. (GHz) Min. |S11| (dB) Gain (diB)

1 Edge-fed conventional microstrip antenna – −7.5 2.8

2 Inset-fed conventional microstrip antenna 2.32–2.37 −22 3.1

3 Microstrip antenna with single triangular
slot

2.4–2.47 −24 3.5

4 Microstrip antenna with three triangular
slots

2.43–2.5 −28 3.3

5 Microstrip antenna with three triangular and
two rectangular slots

2.42–2.48 −28.5 3.04

The behavior of different equilateral triangular slots was analyzed by simulations
and then optimized dimensions of the slots were selected for the different designs.
All the designs were compared in terms of return loss, gains, and radiation patterns.
The antennas are resonant near 2.45 GHz and can be used for any application that
works in the frequency range of 2.4–2.5 GHz. All the designs use FR-4 dielectric as
substrate with permittivity of 4.4 and thickness of 1.6 mm. The overall dimension
of all the antennas is 38.22 mm × 30.25 mm × 1.6 mm. The antennas can achieve
peak gain up to 3.5 dBi. Such antennas can be used for WLAN/RFID working at
2.45 GHz.
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Effect of High-K Dielectric Material
of 14 nm Tri-Layered Strained Silicon
Channel HOI FinFET on Short Channel
Effect

Priyanka Saha and Rudra Sankar Dhar

Abstract In strain technology a twisting in the MOSFET by growing heterostruc-
ture bed connected with Si/SiGe/Si layers within the system is working broadly.
Developing a tri-layered HOI n-channel FinFET devices at 14 nm gate length which
have double strained Si layers and in between strained SiGe with the high-k dielec-
tric material like HfO2, ZrO2 and Si3N4 as gate oxide. The short channel effects
like DIBL, Ion/Ioff, threshold voltage, etc. have been analyzed for better performance
through changing the SiO2 as gate oxidewith the different high permittivitymaterials
such as HfO2, ZrO2 and Si3N4. This paper explores it considering equivalent oxide
thickness calculation and optimized using SILVACO TCAD software. Also compare
it with SiO2 SOI structure for both drain current and transconductance of FinFET
and the result in both the drain current and transconductance are higher than SiO2

SOI device when biased in the linear region. And DIBL, Ion/Ioff are also developed
by incorporating the high-k materials.

Keywords HOI · High-K dielectric · SILVACO TCAD · EOT · Strained silicon

1 Introduction

Enormous scaling down of the dimensions of conventional MOSFETs [1–4] to nano-
technology is taking immense presumes because of the actual narrowness of the
conventional MOSFETs. A task to raise the representation of this device because
of the impression of SCEs [5, 6] and abruptly increase in sub-threshold leakage
current [7–9]. But the leakage current of gate reaches intensely for narrowing the
gate oxide by the critical value and the role of new gate stack component to restore
the setup structure in the formation have been immobile a very demanding research
part. Instead of rising the doping of the channel demotes carrier mobility caused
by enlarged scattering since the ionized atoms which is dopant and sub-threshold
swing [10] degenerates as an outcome of former depletion capacitance owing to
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reduced gate voltage effect. So, static leakage and band-to-band tunneling have
been executed as meaningful factors for extremely elevated channel doping near
the source/drain expansions of the design. In particularly scaled FinFETs, under-
laid and high-k spacers process fin thickness to be unperturbed while hold down the
same short channel performance, which can result in higher drive current per fin.
This rise in leakage current causes addition in power dissipation because of DIBL
[11]. To diminish this problem thickness of the oxide should be reduced and some
techniques deployed are: (i) modification of effective oxide thickness, (ii) high-k
dielectric material uses, (iii) increasing channel doping and (iv) introduces strained
silicon technology in a device [12]. When the gate oxide layer thickness decreases
day by day and sudden increase of gate leakage current due to 2 nm SiO2 tunneling
[13] then need to require a change of gate oxide, i.e., SiO2 with the high-kmaterials to
decrease the leakage gate current in Si/SiGe/Si channel heterostructure-on-insulator
device. The tri-layered HOI device improves the drive current and along with high-k
dielectric materials increases the Ion current as well as enhanced mobility of charge
carriers without leakage effects [14]. The short channel effects like DIBL, Ion/Ioff,
threshold voltage, etc. have been analyzed and reduced in 14 nm tri-layered strained
silicon channel HOI FinFET using various high-k materials [15, 16] such as HfO2,
ZrO2 and Si3N4 namely, gate oxide.

Here, the inspiration is to ready up a much intending design to introducing a
schematicwhere less leakage current [17] causedbyvarious high-kdielectricmaterial
as gate oxide. The characteristics of HOI devices are likened sounding the 1 nm SiO2

EOT on the equivalent TG FinFET schematic with the different high-k materials to
give an advanced schematic of further devices.

2 Device Structure

Device fabrication is done on heterostructure-on-insulator with 14 nm gate extension
of the part of the system with onward and backward gate through Si/SiGe/Si part
as shown in Fig. 1. The tri-gate HOI FinFET structure is developed by height and
length of fin with thickness of silicon. Employing the parameters is summarized in
Table 1. and the invention of the modeling of the schematic is performed through
SILVACO Atlas simulator [18].

Various high-kmaterials as a gate oxide is accustomedwith FinFET-based design,
where the dielectric constant are Si3N4 (k = 7), ZrO2 (k = 23), HfO2 (k = 25) and
SiO2 (k = 3.9) and to minimize the SCEs also those are reached into 1 nm of SiO2

EOT. All parameters are compared under EOT consideration.
The EOT equalization, i.e., (1) pointed out [19]:

EOT = thigh−k
kSiO2

khigh−k
(1)
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Fig. 1 Structure of the HOI
TG FinFET

where thigh−k is the high-k material thickness, kSiO2 is the SiO2 dielectric constant
and khigh−k is the high-k dielectric constant of materials.

3 Result and Discussion

The strained silicon channel HOI 3D n-FinFET is formed using SILVACO TCAD
software. The narrow channel structure is formed with Si-SiGe/Si under consistency
of 2 nm–6 nm–2 nm in that order [20]. The drain current—gate voltage graph are
sketched in Fig. 2 using linear scale for the HOI TG FinFET design through different
high-k dielectrics. Here, ZrO2 high-k component requires small amount of improve-
ment than SiO2 in terms of advanced diffusion barrier. The HfO2 graph line shows
minimum leakage due to high barrier [21]. From Fig. 2, the V th of the schematic is
find out be present in 0.25 V for SiO2 and the highest V th is 0.32 V for HfO2 with
respect to drain to source voltage is 0.1 V, where the V th of Si3N4 is 0.28 V and
ZrO2 is 0.24 V. Here, further showing a maximum leakage current for the schematic
through SiO2 namely, the gate oxide. The leakage current, Ioff of HfO2 is ascertained
to be 1.33 × 10–11 μA at a VGS = 0.1 V, where the Ioff of SiO2 is 1.15 × 10−10μA.
Hence, the HfO2 as the dielectric implementation in HOI device maintains greater
performance.

The V th comparison is getting out of Fig. 3, where y-axis is taken as threshold
voltage and x-axis is taken as different dielectric constant with various high-k
materials.
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Fig. 2 Graphical range ID – VGS line schematic of HOI design

Fig. 3 Transformation of V th of a HOI design

Depending upon the threshold voltage, introduces on current as the gate voltage
increases and also introduces the leakage current. Ioff calculation is (2) [22] following

Ioff(nA) = 100
W

L
10

−VTh
SS (2)

where W and L are the channel width and length gradually, VTH is the threshold
voltage of the design and SS is the sub-threshold swing. Figure 4 shows the variation
of off current through several dielectric constant for various high-k materials.
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Fig. 4 Transformation of Ioff of a HOI design

4 Conclusion

The analysis of 14 nm gate length tri-layered strained silicon channel HOI FinFET
has been designedwithSCEsparameters.Using high-kmaterials likeHfO2, ZrO2 and
Si3N4, the performance is comparedwith the nmEOTofSiO2.An increased threshold
voltage has been observed less leakage current. Also observed the improvement due
to high-k materials where for HfO2 very less leakage current introduces as compared
with SiO2 in HOI 3D FinFET devices using SILVACO TCAD.

Table 1 Parameters of the
HOI device

Parameters Dimensions

Drain/source length 10 nm

Channel length 14 nm

Lateral oxide thickness (SiO2) 1 nm

Silicon fin thickness 10 nm

Silicon fin height 10 nm

Mole fraction of Ge 0.4

Si tier thickness 2 nm

SiGe tier thickness 6 nm

Buried oxide thickness 50 nm

Silicon substrate thickness 30 nm

Channel doping 1015 cm−3

Drain/source doping 1018 cm−3
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A Center of Gravity-Based Novel
Clustering Algorithm
for Energy-Efficient Wireless Sensor
Network

Deo Kumar and Sanjeet Kumar

Abstract Energy is a crucial constraint for wireless sensor networks (WSNs).
Among the most fundamental approaches for prolonging the lifetime of a WSN
is clustering. In this work, we present a Center of Gravity (COG)-based clustering
algorithm for variable clustering. The formation of clusters uses the partitioning
concept which is based on the node density for formation of optimum number of
clusters. In the proposed algorithm, cluster head election is based on the concept of
COG. The proposed algorithm is simulated and compared with standard algorithm
like LEACH. The simulation results show that there is a significant improvement in
all the lifetimemetrics, i.e., First Node Die out (FND) andHalf Node Die out (HND).

Keywords WSN · LEACH · COG

1 Introduction

Clustering is an important technique for wireless sensor networks (WSNs). Clus-
tering allows enhancement of the network lifetime by preventing multiple long-
distance transmissions and replacing them with multiple short-distance transmis-
sions. In clustering, the entire network is divided into many clusters using some
clustering algorithm. Each cluster is allocated a cluster head, which is chosen from
among the cluster’s nodes. Except for the cluster head, all nodes in the cluster sense
their environment and provide data to their cluster head. The data from the normal
nodes is received by the cluster head, which aggregates it before sending it to the
sink.

SinceWSNs are generally energy constrained and remotely located, so it is imper-
ative to regulate the dissipation of energy. Cluster heads consume considerably more
energy than normal nodes because they are responsible for gathering packets from
the cluster’s normal nodes, aggregating all this information and finally sending this
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aggregated data to the sink [1, 2]. So, to improve the network’s lifetime, it is neces-
sary to ensure that optimal number of clusters should be formed. This is done using
the optimal partitioning method described in this paper. Another important factor
which affects the lifetime of a WSN is that the load of becoming the cluster head
should be divided equally between all nodes within the network. This load balancing
is achieved by changing the cluster head on round basis for each cluster. This ensures
that the burden of being the cluster head falls equally on all nodes present in a cluster.
LEACHwas the first algorithm to provide an effective energy balancing approach by
choosing the cluster heads on the basis of probability. In our algorithm, the cluster
head election for each cluster is based on the Center of Gravity (COG) approach.

In [3], the detail survey of LEACH-based protocols is well defined. In IB-LEACH
[9], relay nodes are introduced to send the aggregated data of cluster head to base
station. In TL-LEACH [4], two cluster heads are used, namely primary and secondary
cluster heads, within the cluster in dense network. In ETL-LEACH [5], the secondary
cluster head acts as a relay node to transmit the aggregated data packet to base station.

2 LEACH and Its Shortcomings

LEACH is the abbreviation for low-energy adaptive clustering hierarchy. LEACH is
a clustering algorithm which balances the load of becoming the cluster head almost
uniformly among the nodes in the network. It ensures that a node which has not been
a cluster head for the last 1/P rounds (P is the probability or the percentage of nodes
that will become cluster heads in a particular round) [6, 7] gets a chance to become
a cluster head. Each node evaluates the value of the threshold function T (n) (n is
the round number), and also, each node chooses a random number between 0 and 1.
If the chosen number is less than the threshold, then it becomes the cluster head for
the current round.

LEACH is very effective as a clustering algorithm. However, it is plagued by
several shortcomings. In our proposed clustering approach,wehave tried to overcome
these shortcomings, and they are as follows.

• In LEACH, the cluster heads are elected on the basis of probability. This may
result in a network with a non-uniform distribution of clusters. Also, the normal
nodes are allocated to a cluster on the basis of RSSI of the cluster head. This may
lead to the formation of non-uniform clusters (having different number of nodes),
causing load imbalance among the cluster heads.

• In LEACH, the clusters are not formed effectively and the radio range of the
cluster heads in two different clusters may overlap. So, LEACH can lead to the
formation of redundant clusters.

• In LEACH, the numbers of cluster heads are determined prior to clustering by
setting a particular value of P. However, this number may not lead to the most
optimal lifetime.
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• In LEACH, the cluster heads aggregate the data received from the normal nodes
and then send this data directly to the sink (in a single hop). This leads to heavy
load on the cluster head in terms of energy, especially when the sink and cluster
head’s distance are larger.

3 Proposed Clustering Algorithm

In our method of cluster clustering, the entire field area is first divided into partitions
of equal area on the basis of the partition size (a). When the field is divided into
partitions, the area of each region is less than or equal to the partition size. After
the partitions are created, each partition is validated for being a cluster. If a partition
has nodes at least equal to or greater than min_nodes (minimum number of nodes,
a partition should have to qualify as a cluster), then it is declared as a valid cluster.
The cluster head is then chosen using the concept of COG. The proposed algorithm
is implemented at the base station, and the information of cluster head selection is
relayed to the nodes. The operation is distributed into two phases, i.e., partitioning
phase and cluster head election phase.

3.1 Partitioning Phase

In the beginning, a value of partition size (a) and min_nodes is selected so as to
lead to the formation of optimal number of clusters. An analysis for choosing this
optimal value of partition size and min_nodes is explained in the following section.
After these values are selected, we take the value of subfield area (s) as the total field
area (A). Subfield area is the area of each region formed after dividing the total field
area. So, it is initially chosen as A. The subfield regions are recursively divided into
two equal parts until the subfield area (s) becomes less than or equal to the partition
size (a). Now, the number of nodes in each of these partitions is counted, and if this
number is greater than or equal to min_nodes, then the partition is declared as a
valid cluster. For the partitions which could not qualify as a cluster, their nodes are
distributed to the neighboring clusters on the basis of the distance between the nodes
and the COG of the neighboring clusters. Then, the value of COG is recalculated
taking into consideration the reallocated nodes. The COG of a cluster is a point (Xo,
Yo) whose location is determined by taking the mean of the x- and y-coordinates of
all the nodes in a cluster, respectively [8]. After this phase, the clusters are created
and the cluster heads for these clusters are elected in the cluster head election phase.
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3.2 Cluster Head Election

Center of Gravity (COG) of a cluster can be defined as a point (Xo, Yo) which is
obtained by taking the mean of the x-and y-coordinates of all the points present in
the cluster. The Xo and Yo can be calculated by using (1)–(2).

Xo = 1

n

n∑

i=1

Xi (1)

Yo = 1

n

n∑

i=1

Yi (2)

Here, n is the number of nodes in the cluster and Xi and Yi are the coordinates of
the ith node in the cluster. In our approach, the node that has the maximum residual
energy and is closest to the COG is chosen as the cluster head for that cluster for
the current round. This cluster head election is repeated in each round, so that the
load of becoming the cluster head is evenly distributed throughout the network. In
LEACHalgorithm, the election of cluster head takes place on the basis of a distributed
probabilistic approach. Due to this probability-based approach, the cluster headsmay
not be elected in the best possible position, leading to poor lifetime. In the case of
COG-based approach, it is ensured that the cluster head is elected in a region of high
node density. Also, in LEACH election of cluster head, the residual energy of the
sensor nodes is not taken into account. Thus, load balancing is performed better in
COG-based approach in comparison with LEACH. Figure 1 shows the flowchart for
the proposed algorithm.

3.3 Determination of Optimal Value of Partition Size (a)
and Min_Nodes

Partition size (a) and min_nodes are the variables that govern the number of clusters
formed. It is important to select the most optimal value of these variables in order
to achieve the best lifetime. In our work, we have empirically determined a plot
between node density [total number of nodes (n)/field area (A)] and the ratio field
area (A)/partition size (a) for random and Gaussian distribution of nodes in a sensor
field. For a given distribution of n nodes in a sensor field of area A, the value of the
optimal partition size can be determined using Fig. 2. The node density is calculated
(n/A) first, and then, the corresponding value of a/A can be obtained from the plot.
Since the value of A is known, thus we can determine the value of partition size (a).
For min_nodes, it was empirically noted that the value of min_nodes does not have
much influence on the lifetime. This is because in MATLAB the random function
uses a PN sequence for generating random numbers. This leads to an almost equal
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Fig. 1 Flowchart for the proposed COG-based clustering algorithm

distribution of nodes in all the regions. So, all the clusters have almost equal number
of nodes and min_nodes does not have much significance. However, for a normal or
Gaussian distribution of nodes, it was noted that the best lifetime is encountered at
a value of min_nodes that is 30% of the nodes that would fall in a partition if nodes
are uniformly distributed. For example, for field area (A) = 100 m × 100 m and
partition size (a) = 50 m × 50 m, four partitions will be formed. If 100 nodes were
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Fig. 2 Plot for A/a versus node density for determination of partition size (a)

to be distributed equally among the four partitions, then each partition will receive
25 nodes. So, for a Gaussian distribution of these nodes, the value of min_nodes will
be 30% of 25, which will be approximately 8.

4 Simulation Parameters

The radio communication model used in our simulations is similar to that of [6]. To
compare our results with some standard algorithm, we have set our parameters same
as that of standard algorithms. All the simulation parameters such as the number of
nodes, field area, initial energy of each node, energy consumed by transmitter and
receiver circuitry, and data aggregation energy are same for achieving a common
ground for comparison purpose. Energy model used in this work is a simple radio
model for transmission and reception. In this model, the amount of energy consump-
tion depends upon the distance d between the transmitting node and receiver. Here,
parameter ETx-elec and ERx-elec means the energy dissipated to run the transmitter or
receiver circuitry. Efsm is the energy for the transmit amplifier for distances smaller
than do. Efs taken into account for the free space propagation without considering
the multipath fading effect if the distance of transmission is less than do. Emp is
the energy for the transmit amplifier for distances greater than do. Emp accounts
for multipath fading; it also takes into account the fading exponent, and here, the
value of fading exponent is set as 4. Below (3)–(5) are the equations of the energy
model(Fig. 3).

ET (k, d) = ETx - elec. k + Efs. k. d
2 for d ≤ doo (3)

ET (k, d) = ETx - elec. k + Emp. k. d
4 for d ≤ doo (4)
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ER(k) = ERx - elec.kk (5)

On equating Eqs. (1) and (2), we get (6) for the value of d = do.

do = √
Efs/

√
Emp (6)

The simulations were carried out in MATLAB, and the following simulation
parameters were used.

(1) Total nodes = 100
(2) Random distribution of nodes
(3) Initial energy of each nodes = 0.5 J
(4) Eelec = 50nJ/bit
(5) Emp = 0.0013 pJ/ bit / m4

(6) Efs = 10 pJ/bit/m2

(7) Network area = 50 m x 50 m
(8) Sink location (25, 25).
(9) Every round, each node sends 2000 bits of data

Fig. 3 Deployment of 100 nodes in a field of 50 m × 50 m
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5 Simulation Results

The simulations for LEACH and the proposed algorithm were carried out in
MATLAB for the simulation parameters mentioned in the last section. The compar-
ison of results for the simulations is shown in Fig. 4. Comparisons for other scenarios
are given in Table 1.

It is observed fromTable 1 that the lifetime of the above five scenarios is increased
about 200% using COG approach than LEACH protocol. It is also observed from
Fig. 4 that FND and HND are increased about 205.5% and 197%, respectively, using
COG approach than LEACH protocol in scenario 1.

Fig. 4 Lifetime comparison for LEACH and COG approach

Table 1 Simulation results
and comparison of different
scenarios

(Field area, total nodes) Algorithm FND
(rounds)

HND
(rounds)

(50 m × 50 m, 50) LEACH 754 1240

COG 1550 2442

(100 m ×100m, 100) LEACH 435 750

COG 904 1303

(300 m × 300 m, 300) LEACH 163 262

COG 350 514

(500 m × 500 m, 500) LEACH 94 151

COG 168 283

(1000 m × 1000 m, 1000) LEACH 44 62

COG 81 114
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6 Conclusion

From the lifetime plots given above, it can be concluded that the COG approach
gives a much better energy performance and lifetime in comparison with the LEACH
algorithm. This is mainly due fact that in COG approach cluster head is elected in a
region of high node density and the residual energy of the nodes is also considered
when choosing a cluster head. In LEACH, there is a formation of redundant clusters.
However, in the COG-based clustering algorithmwhich we have proposed optimum,
the numbers of clusters are formed leading to better lifetime. Further, COG approach
can be useful for implementing energy-efficient routing protocol.
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Model Coordinate System of Interval
Regulation Train Traffic

Ravshan Aliev

Abstract The most limiting sections in terms of throughput are sections in areas
of crossing sections, intermediate stations, station platforms, ascent and descent
ferry sections, etc. The existing methods for determining the minimum passing
interval cannot be applied with the coordinate system of interval regulation due
to the fact that at small coordinates they do not give accurate results, since they do
not take into account the dynamics of the approach of two trains. The latter circum-
stance requires an accurate mathematical study of the process of approaching trains,
identifying the most difficult situation in terms of approach (critical moment of
approach) and determining the value of the minimum interval of passing following
from conditions of critical approach. For a quantitative analysis of the automatic
control system of train traffic, analytical expression of the connections between the
input and output characteristics of the system, to determine the degree of influence
of one or another controlled characteristic on its operation, outlining the range of
tasks that the system can solve, and establishing the redistribution of the system’s
capabilities, it is necessary to build a mathematical model of the system.

Keywords Railway system · Statistical · Distance · Coordinate · Interval

1 Main Part

A mathematical model of a system is an equation or multiple indicators of equa-
tions that reflect a quantitative relationship between the main task [1], the goal of
the system, and the characteristics of the system [2]. The main task of the interval
automatic control [3] of the movement behind the running train is T2, on the train T1
in front, ensuring the required throughput with complete traffic safety. Traffic regu-
lation is expressed mainly in maintaining a safe interval between trains in all modes
of movement [4, 5], i.e., an interval equal to or greater than a certain minimum safety
interval corresponding [6] to a given system and being its parameters. Based on this,

R. Aliev (B)
Department of Information Systems and Technologies, Tashkent State Transport University,
Tashkent, Uzbekistan
e-mail: silara@mail.ru

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
J. K. Mandal et al. (eds.), Topical Drifts in Intelligent Computing, Lecture Notes
in Networks and Systems 426, https://doi.org/10.1007/978-981-19-0745-6_49

459

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-0745-6_49&domain=pdf
http://orcid.org/0000-0002-0165-3789
mailto:silara@mail.ru
https://doi.org/10.1007/978-981-19-0745-6_49


460 R. Aliev

on the left side of the expression of the mathematical model of the system, you can
put the corresponding minimum spatial or time interval between trains Ssm (spatial
min) or T bt (between trains min), which it can create and maintain while maintaining
complete traffic safety, and in the right parts—system characteristics [7–14].

Omitting the intermediate tabs, we present the final results of the derivation of
the expression of the mathematical model of the coordinate system of the interval
regulation of train traffic [15]. The expression of the mathematical model can be
presented in a deterministic and statistical form.

The deterministic mathematical model of the automatic train control system has a
simpler form [2], but is more approximate. It does not take into account the statistical
nature of errors in measuring the initial characteristics in the system and the location
of controlled objects within the quantization intervals in a discrete code system with
time and level quantization.

Statistical mathematical model of the coordinate system of automatic interval
control of train traffic, reflecting the connection of the minimum, for safety reasons,
spatial Ssm and time Tbt intervals between trains following each other with the initial
characteristics of the system, controlled by the system, has the form:

(1)

Tbt = T
(
n1 + Tτ2 − Tτ1 + Tb + Tp

) = lt1
v2 + vk + δvmaxv2

+
[
0.278tt2 + 500(v2 + vk + δvmaxv2)

2

ξ2(1000vp2ϕcr2 + [ω0]x2 ± ic2

]

− [0.278(v1 − δvmaxv1)tg1
v2 + vk + δvmaxv2

+ (v1 − δvmaxv1)
2

(v2 + vk + δvmaxv2)ξ1(1000vp1ϕcr1 + [ω0]x ± ic1

− [0.278(v1 − δvmaxv1)tg1
v2 + vk + δvmaxv2

+ (v1 − δvmaxv1)
2

(v2 + vk + δvmaxv2)ξ1(1000vp1ϕcr1 + [ω0]x ± ic1

+ 2δsmaxSch1
(v2 + vk + δvmaxv2)

+ lk + �lk
(v2 + vk + δvmaxv2)

≥ lt1
(v2 + vk + δvmaxv2)

(2)

Statistical mathematical del of the coordinate system of automatic interval control
of train traffic, reflecting the connection of the minimum, for safety reasons, spatial
SI
sm and time T I

bt intervals between trains following each other with the initial
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characteristics of the system, controlled by the system, has the form:

(3)

T I
bt = (

Tt1 + Tτ2 − Tτ1 + Tb + Tp
)

= lt1
v2 + bvv2

+
[
0.278(v2 + δvmaxv2)tg1

v2 + δvv2
+ 500(v2 + vk + δvmaxv2)

2

(v2 + δvv2)ξ2(1000vp2ϕcr2 + [ω0]x2 ± ic2

]

− [0.278(v1 − δvmaxv1)tg1
v2 + δvv2

+ 500(v1 − δvmaxv1)
2

(v2 + vk + δvmaxv2)ξ1(1000vp1ϕcr1 + [ω0]x1 ± ic1

+ v2 + vk + δvmaxv2

(v2 + δvv2)

n + 1

� f
log2

[

n2
(
Lmax

lk

)2(vmax

vk

)2( imax

ik

)(
Rmax

Rk

)]

]

+ 2δSmaxSch1
(v1 + δvv2)

+ lk + �lk
v2 + δvv2

+ δS Sch1
v2 + δvv2

≥ lt1
(v2 + δvv2)

(4)

In these expressions of the deterministic and statistical models of the system, the
following designations are adopted:

lt1 is length of the train in front T1; v1 and v2 are measured speed ahead and
behind the running trains, respectively; vk is rate quantization step; δvmax ismaximum
relative error in measuring the speed;δSmax is maximum relative error in measuring
the path; ξ1, ξ2 are deceleration in front and behind the running trains, respectively;
vp1 and vp2 are calculated braking coefficient in front of and behind the running
trains, respectively; ϕcr1 and ϕcr1 are the calculated coefficient of friction of the shoe
on the tire at the highest speed for ahead and behind the running trains, respectively;
[ω0]x1 and [ω0]x2 are force of the main specific resistance to movement in front and
behind the running trains with the current turned off; ic1. and ic2 are straightened
path (in profile and plan); tg1 and tg2 are time to prepare the brakes for action; n
is number of polled objects in the system; Lmax is maximum distance measured
by a distance meter without reset; lk is path quantization step, coordinate segment;
vmax is maximum possible train speed; vk is rate quantization step; imax is maximum
rise (slope) of the track profile; ik is quantization step of the path profile; Rmax is
maximum radius of the arc of the path in the plan of the path; Rk . is quantization step
in terms of arc; � f is bandwidth of the input filter of the system automation; Sch1 is
path traveled ahead of by the train in front; �lk is part of the coordinate segment that
rounds the distance between trains to an integer number of coordinate segments; δs
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is relative error in measuring the distance traveled, distributed according to a random
law relative to the true value of the measured value;

δv is relative error in measuring the speed, distributed according to the normal
law relative to the true value of the measured value.

1.1 Synthesis of the Optimal Algorithm for the Coordinate
System of Automatic Control of Train Traffic

With the help of a mathematical model, you can solve a number of task interval
automatic control of the movement of trains, among which one of the most inter-
esting is the problem of synthesizing the optimal system algorithm. In particular, the
derived mathematical model makes it possible to solve the problem of synthesizing
the optimal algorithm for the coordinate system of automatic interval regulation of
the movement of trains on railway transport. But in order to solve this and other
particular problems, let us first consider in general terms the formulation and solu-
tion of synthesis problems the optimal algorithm of the system of interval regulation
of train traffic.

Any task, the performed system of automatic regulation of train traffic can be
solved in a way that is optimal in some sense (e.g., in terms of the throughput of
railway lines, reliability, ease of execution, operation, economic efficiency of the
system and several basic or some other criteria at once, or even all system criteria).
Without the synthesis of an optimal algorithm, it is impossible to design optimal or
close to themsystemsof interval automatic control of train traffic.On theother hand, it
allows you to evaluate the end face, which can be achieved in the best optimal system,
and compare it with the performance of existing systems. This comparison will make
it possible to find out whether, in the case under consideration, it is necessary to
develop an optimal system or it is possible to be satisfied with the existing one.
Usually, the managed objects (trains) are defined and their properties cannot be
changed. Meanwhile, the algorithm of the control device of the system interval
regulation of train traffic is mostly not specified and it can be selected from a wide
class of possible algorithms. A task of constructing an optimal system is reduced
in this case to the development of such a control device that manages objects in
the best way. The most difficult thing in creating an optimal control device is to
determine the general form, the general structure of the algorithm that optimally
fulfills the purpose of the control. In any case, the control goal can be considered as
reaching an extremum of a certain value Q—an optimality criterion. Depending on
the requirements, either a maximum or a minimum of Q is required. In the general
case, the optimality criterion depends both on the setting program action y (where y
is a complex vector parameter consisting of a number of simple actions, like other
parameters with a bar) and on the output quantity x . The optimality criterion can also
depend on the control action on the object u and on the disturbing action, interference
Z , as well as on the time t. If for definiteness it is required that the value of Q be
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minimal, then in the general case the analytical formulation of the control circuit can
be written as

Q(y,x,U,Z ,t) = min,

where Q is a functional, i.e., a number depending on the form of the functions y,
x , u, Z . In this case, the process of synthesizing the optimal algorithm for the coor-
dinate system of the interval automatic control of train traffic will be reduced to
finding the minimum optimality criterion Q on the system capacity, i.e., to finding
the minimum of the temporary mathematical model Tbt of the system. With the help
of variationmethods, one can find the first and second derivatives of temporarymath-
ematical model of the system. Then, equating the expression for the first derivative
of temporary mathematical model of the system to zero (Tbt = 0), we determine
the minimum of temporary mathematical model of the system and express from it
the speed of regulation v2(t) behind the running train through the initial primary
parameters of the system, which are included in the right side of the mathematical
model. The speed v2(t) will be optimal; v2(t) is optimal, since it will correspond to
the minimum time interval between trains.

Let us illustrate the synthesis of the optimal algorithm for the coordinate system
of the interval automatic control of train traffic using a simpler deterministic
mathematical model of the system as an optimality criterion:

(Te)
I =

{
lt1

v2 + vk + bvmaxv2
+

[
0.278tt2 + 500(v2 + vk + δvmaxv2)

ξ2(1000vp2ϕcr2 + [ω0]x2 ± ic2

]

− 0.278(v1 − δvmaxv1)tt1
v2 + vk + δvmaxv2

+ 500(v1 − δvmaxv1)
2

(v2 + vk + δvmaxv2)ξ1(1000vp1ϕcr1 + [ω0]x1 + ic1

+ (n + 1)

� f
log2

[

n2
(
Lmax

lk

)2(
vmax

vk

)2( imax

ik

)(
Rmax

Rk

)]

+ 2δsmaxSch1
(v2 + vk + δvmaxv2)

+ lk + �lk
(v2 + vk + δvmaxv2)

}
= 0. (5)

Transforming the formulas, the final result synthesis of the optimal algorithm
based on the deterministic mathematical model coordinate system for automatic
control of train traffic, in which we denote the braking characteristics of trains by ʂ ,
will be as follows:

wherein
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(6)

2 Result

The dynamics of the convergence of trains is illustrated in Fig. 1, which shows the
following curves: OD—travel time of the tail of the train T1, and AT BC—the travel
time of the head of the T2 train. Let us first assume that up to the breaking point T,
the T2 train moves with a constant approach speed vas. Then, the line MN, parallel
to AT and spaced from it at a distance of the stopping distance from the speed vas of
the train T2, will represent the movement of the breaking point along the l-axis as a
function of time. From the moment, the T2 train switches to the braking mode, the
movement of the breaking point stops (line NB). TheOL curve depicts themovement

Fig. 1 Dynamics of the convergence of trains
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of the point of aiming braking of the tail of the train T1 as a function of time. The
equation for this curve will look like this:

tx = tp + tτ = a1t2yx
2

+ v2
yx

2b1
= a1

2

(
1 + a1

b1

)
t2yx = c1t

2
yx . (7)

In formula (8), the following designations are accepted: a1 average acceleration
of the train T1, and b1—average deceleration of the most intensive type of braking
for the T1 train;

at that

c1 = a1
2

(
1 + a1

b1

)
. (8)

The resulting expression (8) is the equation of a parabola with apex at the origin.
Taking into account the requirements of traffic safety, the sliding curve of the

braking point of the T2 train should not cross the sliding curve of the aimed braking
point. The extreme case, the most difficult to approach, is the moment when MN
comes into contact with OL.

The minimum interval is determined by the moment of critical approach and is
equal to the times of its components:

Ti = tyxcr + tapproach + tτ + tparking, (9)

where tyxcr is the departure time of the T1 train from the moment of starting to the
moment of its critical location: tapproach is time of approach of T2 train with speed
V as until complete stop; tτ is the braking time of the T2 train with a speed Vp until
a complete stop; and tparking is time of the train stay at the stopping platform.

Hence,

dlx
dt

= 2c1tyxcr = vt , (10)

from where

tyxcr = vt

2c1
= vt

a1
(
1 + a1

b1

) . (11)

Braking time of the train T2

tτ = vt

b2
, (12)
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where b2 is the average deceleration of the service braking of the T2 train, taking
into account the preparation time. Substituting expressions (10), (11), and (12) into
expression (14), we obtain

Ti = 2

4c1
vt + lt

vt
+ vt

b2
+ tsτ . (13)

Or after transformations

Ti =
[
2a1

(
1 + a1

b1

)
+ b2

]
v2
t + 2a1b2tcτ

(
1 + a1

b1

)
vt + 2a1b2lt

(
1 + a1

b1

)

2a1b2
(
1 + a1

b1

)
vt

. (14)

3 Conclusion

The expressions obtainedmake it possible to take into account all the factors affecting
the value of the passing interval. Since any system of interval regulation has the
inertia and discreteness of measuring the location and speeds of approaching trains,
the minimum interval value that the regulation system can practically implement will
be determined by the proposed expressions.
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PSO and Firefly Algorithm Applied
to EV-Based Hybrid Renewable Energy
System for Load Frequency Control
Considering Time-delay Effect

Hiramani Shukla and Siddhant Gudhe

Abstract The amalgamation of renewable sources into the preexisting grid system
gives rise to stability, frequency deviation or power mismatch issues. Electrical vehi-
cles (EVs) can supply power to the grid to solve these issues. EV is an energy
storage system that is applied as a load and also as a source. To achieve high power
quality, the management of automatic generation control (AGC) at the generation
side is used. The system under investigation including thermal dish Stirling solar
system (TDSSS) is used which emphasized the utilization of renewable into AGC.
Along with TDSSS, distributed generators (DG) are also used consisting renewable
sources like photovoltaic, aqua electrolyzes, fuel cell, wind, and diesel In this paper,
two area system have been studied. Area 1 includes TDSSS with EV integration,
and Area 2 has DG with EV penetration. An aggregate model of EV is used in
both areas. The system is analyzed for step load and random load disruptions. To
control the frequency, a proportional–integral–derivative controller with a derivative
filer (PIDF) is used. Particle swarm optimization (PSO) and firefly algorithm (FF-A)
optimization techniques are implemented to find the control variables, and these two
techniques are compared. The time-delay effect is also taken into consideration, and
the system under study is demonstrated in MATLAB/Simulink environment. The
simulation results show that FA has low oscillation, very small settling time and
have a considerable improvement in delay margin.

Keywords Load frequency control · Electric Vehicles · PID controller ·
Time-delay · PSO · Firefly algorithm

1 Introduction

Renewable energy systems have been integrating with the grid at a rapid rate with
the advancements in power electronics technology. Electric vehicles (EV) as an
energy storage system is used as a backup for the small-grid system. The penetration
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of EV along with the renewable sources possess more stability concerns. Electric
vehicles in a large quantity connected to the grid affect the system stability, power,
and frequency. EV can not only act as a load but also as an energy storage system.
The variation of supply frequency and its stability along with its automatic control
when the load varies is called automatic load frequency control (ALFC).

Stirling engine is the hot gas engine that runs on the heat energy collected at the
solar dish. This system is called a thermal dish Stirling solar system (TDSSS). Such
a system has been studied in the literature for multi-area multi-source systems [1–3].

PID controller along with derivative filter (PIDF) has been applied for a multi-
area system for TDSSS using PSO [3]. Particle swarm optimization (PSO) is the
most applied optimization method for the calculation of control parameters for
the controller. Firefly algorithm (FF-A) optimization techniques have been proven
efficient for the ALFC. In fact, FA outperforms PSO in all aspects of the control
system.

A new model of EV has been proposed in [4]. The same aggregate model of EV
is used along with the conventional sources [5]. But the renewable sources have not
been discussed. The paper does not discuss the effect of random load disruption
(RLD). The same EV model is used along with variable load deviation [6]. Model
predictive control (MPC) controllers have been proposed to control frequency along
with random loading [7]. A similar aggregate model with the conventional sources is
also mentioned in [8]. But RLD discussion is lacking. Conventional energy sources
have been discussed in [9]. Wind-energy-produced fluctuations in frequency have
been mitigated with the help of EV [10]. The FF-A has been successfully imple-
mented for the thermal power system [11], but the integration of EV and time-delay
effects has not been considered.

The proposedmodel in the paper contains TDSSS andDGwith renewable sources
with the aggregatedmodels ofEV is under study. Section 2 describes the systemunder
study, Section 3 discusses PSO and FF-A. Simulation Performance and conclusion
are discussed in Sects. 4 and 5.

2 System Under Investigation

For the analysis of the systemusing controllers, two-area systemmodel is considered.
Two controllers are used, and their variables are calculated by using optimization
technique. The electric vehicle model is introduced in both areas, and the analysis is
completed. The system undergoes step load as well as random load variation. The
time-delay effect is also taken into account.
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2.1 time-delay Effect

Large-scale integration of conventional and renewable energy sources increase the
inertia of the overall system along with low-frequency variation. There are delays
in the power system which are not intentional, but the delay is provided to receive
signals at the control unit. For the large power system, time-delays are usually not
considered. This time-delay is usually taken into account for isolated smart grids.
While considering the time-delay factor, the calculation of the time-delay margin is
beyond the scope of this paper. A delayed linear system is marginally stable with all
the roots lying on the left side of the s-plane. There is an infinite number of roots
or time-delays available for the same system. Various methodologies are used in the
literature to calculate the time-delay margin [12].

2.2 Model of Overall System

The overall system model consists of two area systems. The block diagram of the
overall system under study is given in Fig. 1. Area 1 includes TDSSS with EV
integration, and Area 2 has distributed generator (DG) with EV penetration. An
aggregate model of EV is used in both areas. DG contains photovoltaic (PV), aqua
electrolyzer (AE), fuel cell (FC), wind turbine system (WTS), and diesel engine
generator (DEG). Both the areas are applied with a time-delay for communication
with the command center. Both step load disruption (SLD) and random load disrup-
tion (RLD) are applied and tested in both areas. The system is studied for the change
in frequency in both the areas and the change in tie-line power.

Fig. 1 Block diagram of the overall system under investigation
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Fig. 2 Block diagram of TDSSS

2.3 Model of Thermal Dish Stirling Solar System (TDSSS)

The block diagram of TDSSS contains a solar-powered Stirling engine collector
including a solar disc, hot gas engine, and electric generator which is used to generate
electricity from the solar energy shown in Fig. 2. Incident sunrays are reflected by
the disc to the receiver which is situated at the focus of the disc. Stirling engine is
a hot gas engine that runs on the heat energy collected at the solar dish. The block
diagram contains the insolation blocked coupled with the transfer function and the
time-delay block. Insolation is the quantity of solar radiation for a certain area. This
system is multiplied by controller parameters and penetrated the system. To obtain
the dynamic performance of AGC using TDSSS, a time-delay of 1 s is provided.
TDSSS has a gain of KTDSSS and time constant TTDSSS of its transfer function.

2.4 Model of Electric Vehicle (EV)

The aggregatedmodel of EV gives the generalizedmodel for the frequency control of
the overall systemwhich is shown in Fig. 3. The changed frequency is passed through
the dead-band which limits the change in frequency within the particular band which
is nearly +10 MHz and −10 MHz of the rated frequency. NEV is the number of EVs
connected. For the analysis purpose, all the EVs connected are assumed to be of the
same battery rating. The battery charger is denoted by the transfer function of first
order with a small-time constant TEV. The upper limit and lower limit of the battery
reserve are represented by (1) and (2). Charging power is directly proportional to
the droop coefficient RAG and is dependent upon the participation factor KEV. The
participation of every EV for frequency control is said to be a participation factor of
that particular EV [13].
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Fig. 3 Block diagram of an aggregated model of EV
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�Pmax
AG = +[�PEVi/NEV] (1)

�Pmin
AG = −

[
�PEVi

/
NEV

]
(2)

where �Pmax
AG is the maximum power output for a particular group of EV and �Pmin

AG
is the minimum power output for the same group of EVs. NEV is the total number
of EV which is assumed to be 1800 number of EV for Area 1 and 1600 number for
Area 2 for the system under study.

2.5 Model of Distributed Generator (DG)

The term distributed generation (DG) is described as the generation of electricity
for use on site instead of transmitting power over the electric grid. The model of
DGm is shown in Fig. 4. The system is arranged in such a way that 60% PV power
is directly supplying to the power system, and remaining 40% is input to the AE.
Transfer function of the PV system contains KPV and TPV which are gain and time
constant of the PV system. AE utilizes fraction of power (says 40%) from the PV
system to make hydrogen (H2) through water electrolysis using electricity, which is
input to the FC. FC consumes H2 to produce electricity. Transfer function of AE and
FC has KAE and KFC terms which are gains, and TAE and TFC are time constant of
the AE and FC, respectively.

WTS and DEG are also used in DG. WTS converts kinetic energy to mechanical
which leads to produce electrical energy through induction generator. The relation
between wind power (PWP) and wind velocity (VW) is PWP ∝ V 3

W. The first-order
transfer function pf WTS has KWTS which is the gain, and TWTS is time constant

Fig. 4 Block diagram of
model of DG
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of the WTS. DEG uses liquid fuels as the primary fuel which works based on air
compression. The transfer function of DEG contains KDEG is the gain, and TDEG is
time constant of the WTS.

2.6 Controller Design

Equation of PIDF controller is given by G(s)PID = KPk + KIk
s + KDk · sN

s+N . By
optimally tuning the control variables proportional gain KPk , integral gain KIk , and
derivative gain KDk the performance is improved for the kth area. N is the coefficient
filter for the controller. KPk controls the overshoots, rise time, and steady-state error
with minimum effect on settling time. KIkaffects the overshoots and rise time, but
effect on settling time is still negligible. KDk is used to control settling time along
with overshoot. The cost function to compare PSO and FF-A is shown in Eq. (3)

J =
∫ T

0

(
� f 2area−1 + � f 2area−2 + �P2

tie

)
dt (3)

3 Particle Swarm Optimization (PSO) and Firefly
Algorithm Flowchart

The PSO technique is applied to extract the various controllers’ parameters. The PSO
parameters considered are: learning rates c1 = c2 = 1.496, damping factor (ωdamp)
= 0.729, inertia weight (ω)= 1, population size (n)= 10, and iterations (iter)= 100.

I = Ioe
−γ r (4)

For FF-A, the motion of a firefly I is allured to other and enchanted firefly j [13,
14] is determined by Eq. (5)

xk+1
i = xki + βoe

−γ r2ij(xkj − xki ) + αεki (5)

where α = randomization parameter and vector of random numbers is given by εki .
For FF-A optimization used in this study, tuned parameters: fireflies number =

10, total iterations = 100, β = 0.2, α = 0.5, and γ = 0.5 (Figs. 5 and 6).
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Fig. 5 Flowchart of particle swarm optimization

4 Simulation Performance

Simulation is performed in three parts. In the first part, the comparison of PID
controller parameters using PSO and FF-A. In the second part, simulation results
are shown for different loading, and in the last part, the system is tested for the
time-delay. All the results are verified with the aggregate model of EV connected.
The parameters for the simulation are shown in Table 1. The variable load applied to
the system under investigation is shown in Fig. 7. The loading applied is in per unit
(p.u).

The results for the PSO and FF-A comparison for step loading is shown in Figs. 8,
and 9 shows the random loading disruption comparing PSO and FF-A.

Figure 10 shows the time-delay of 0.52 s applied to the system. At exact 0.52 s,
PSO variables make the system marginally stable. Beyond 1.8 s, PSO gives control
variables for PID which makes the system unstable. So, the time-delay margin for
PSO-based controller is less than 0.52 s. The calculation of time-delay margin has
tedious mathematical calculations depending on the system. The exact time-delay
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Table 1 Simulation parameters for system under investigation

Parameters Values

f (frequency), Bi (damping constant), R
(regulation)

60 Hz, 0.425 pu/Hz, 2.4 Hz/pu

KTDSSS, TTDSSS, RAG, KEV, TEV 1, 5 s, 2.4 Hz/pu, 1, 1 s

KPV, TPV, KAE, TAE, KFC, TFC, KWTS
, TWTS

KDEG
, TDEG

1, 1.8 s, 1/500, 0.5 s, 1/100, 4 s, 1, 1.5 s,
3/1000, 2 s

KPi, TPi, T12, a12 120, 20 s, 0.0867, -1

Fig. 7 Variable load applied to the system under study
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Fig. 8 Comparison of PSO and FF-A (SLD) a frequency fluctuations in area 1, b frequency
fluctuations in area 2, c tie-line power variation
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Fig. 9 Comparison of PSO and FF-A (RLD) a frequency fluctuations in area 1, b frequency
fluctuations in area 2, c tie-line power variation
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Fig. 10 Comparison of PSO and FF-A for time-delay margin of 0.52 s a frequency fluctuations in
area 1, b frequency fluctuations in area 2, c tie-line power variation
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margin is not shown as delay in simulation is based on Pade approximation [12].
Figure 11 gives the convergence curve for PSO and FF-A. Figure 12 shows the pie
chart for the cost function for Eq. (3).

Tables 2 and 3 show the controller limitations found from both techniques. Table
4 shows the magnitude of peak overshoot, undershoot as well as settling time for
PSO and FF-A for PIDF controller, respectively.

Fig. 11 Convergence curve for PSO and FF-A

Fig. 12 Pie chart for the
cost function of Eq. (3)

[]

[]

COMPARISION OF COST FUNCTION (J) FOR
FF -A AND PSO

FF-A PSO

Table 2 PIDF control
variables using PSO

Parameters (PSO) KP , KI , KD, N

Area 1 0.2271, 0.4409, 0.2614, 31.4114

Area 2 0.3569, 0.7162, 0.1684, 20.9199
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Table 3 PIDF control variables using FF-A

Parameters (FF-A) KP , KI , KD, N

Area 1 1, 0.6303, 0.9989, 75.67

Area 2 0.9566, 0.6485, 0.2436, 96.71

Table 4 Comparison of simulation result parameters using PSO and FF-A

Parameters �f (Hz) �f (Hz) �P (pu)

PSO Peak overshoot (ms) 6.6 6.3 0.2

Peak undershoot (ms) 19.6 13.4 6.6

Settling time (s) 16.4 18.3 17.2

FF-A Peak overshoot (ms) 1.9 1.4 –

Peak undershoot (ms) 11.8 6 3.8

Settling time (s) 10.2 10.8 10.4

5 Conclusion and Discussion

In this paper, a system having two areas is used to compare PSO and FF-A optimiza-
tion techniques using the PIDF controller. Area 1 has TDSSS, and Area 2 contains
DG. Aggregated model of EV is penetrated in both the areas. The simulation results
show that FF-A control variables outperform PSO for settling time and oscillations.
Both the techniques are tested for under step load and random load disruption. time-
delay effects are considered, and the time-delay margin is approximated. For the
system under study, the delay margin for FF-A obtained is 0.52 s, but the system
becomes marginally stable at 0.52 s for PSO. More stability margin indicates that
the system is robust and reliable. Also, the verification of FF-A superiority can be
concluded from peak overshoot, undershoot as well as settling time. Peak overshoot
for FF-A is considerably improved compared to PSO. The cost function using FF-A
is lesser than PSO. The low value of the convergence curve and cost function gives
optimized controller parameters. Therefore, it is easily concluded that FF-A gives
very optimized parameters compared to the PSO algorithm.

Simulation results can be generalized for the multi-area multi-source system. In
future research, the different controllers can be tested using both techniques. For the
calculation of the time-delay margins, different methodologies for the large-scale
power system can be explored.
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Incorporation of HVDC
into Thermal-Gas-EV System for LFC
Considering Time Delay Effect

Hiramani Shukla and Siddhant Gudhe

Abstract Electrical vehicle (EV) as an energy storage element plays a key role
in stability, frequency deviation or power mismatch issues. HVDC links are acting
as DC capacitors and its electrostatic energy is used as an energy storage device.
To achieve high power quality, the management of automatic generation control
(AGC) at the generation side is used. Along with the preexisting energy sources
like thermal and gas, EV and HVDC are penetrated the system for load frequency
control (LFC). The system under investigation includes thermal and gas with EV
in both areas with HVDC link is connected between two areas. Area 1 includes
thermal with EV integration and Area 2 has a gas system with EV penetration. An
aggregate model of EV is used in both areas. The system is analyzed for step load
and random load disruptions. To control the frequency, proportional-integral (PI)
controller proportional-integral-derivative (PID) controller is used. Firefly algorithm
(FF-A) optimization techniques are implemented to find the control variables. The
time delay effect is also taken into consideration and the system under study is
demonstrated in MATLAB/Simulink environment. The simulation results show that
FA has low oscillation, very small settling time and have a huge improvement in
delay margin.

Keywords Load frequency control · Electric vehicles · PID controller · HVDC
link · Time delay · Firefly algorithm

1 Introduction

Electric vehicles (EVs) have also been increasing at an exponential rate. The penetra-
tion of EV alongwith the renewable sources possessmore stability concerns. Electric
vehicles in a large quantity connected to the grid affect the system frequency, power
and stability. If such fleets of EV charging and discharging is not managed, which
may lead to power quality issues and also the transformer may overload. There is
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rapid technological advancement in the battery. EVbattery is used to drive the traction
motor via inverter control. Therefore, the driving range for EVs depends on the stored
energy of the battery. Efficient control of the EV is essential for efficiency improve-
ment. Themodel developed for the analysis contains the conventional energy sources
which include thermal and gas turbines. Gas turbine transfer function contains the
effects of speed governor, valve position, combustion, fuel compressor and turbine.
The thermal transfer function considers the effects of the steam turbine.

HVDC link connection makes system hybrid containing DC and AC energy
sources. HVDC links have power electronics converters with considerable inertia.
AGC is coordinated with the various system devices which include HVDC and
FACTS devices. The effect of FACTS devices on LFC is beyond the scope of this
paper. This paper focuses on the importance of HVDC electrostatic energy used for
the frequency control of the system. HVDC integration for the multi-area system has
been carried out byRakhshani et al. [1] by solving the virtual inertia issue. The imple-
mentation of thermal and gas alongwith EV is studied byDebbarma et al. [2] without
time delay effect consideration. The FF-A has been successfully implemented for
the thermal power system by Jagatheesan et al. [3], but the integration of EV and
time delay effects have not been considered. AGC of multi-area gas turbine and the
thermal system has been carried out by Saikia et al. [4] with integral (I) controller
and by Patel et al. [5] with PI controller. Implementation using PI controller has
been also conducted by Bhadoria et al. [6] using the firefly algorithm (FF-A). A new
model of EV has been proposed by Izadkhast et al. [7]. The same aggregate model
of EV is used along with the conventional sources by Debbarma et al. [2]. The effect
of the time delay on the load frequency control has been very beautifully studied by
Macana et al. [8] and Hua et al. [9]. The decentralized optimal EV control approach
is introduced by Kariminejad et al. [10]. The low value of the convergence curve and
cost function gives optimized controller parameters [10].

The proposed model in the paper contains thermal and gas with the aggregated
model of EV. Also, the interconnection of the HVDC link between Area 1 and Area
2 is under study. Section 2 describes the system under study, Sect. 3 discusses FF-A.
Simulation performance and conclusion are discussed in Sects. 4 and 5.

2 System Under Investigation

For the analysis of the system using controllers, two area systemmodel is considered.
Two controllers are used and their variables are calculated by using optimization
technique. The electric vehicle model is introduced in both areas and the analysis is
completed. The system undergoes through step load as well as random load variation.
The time delay effect is also taken into account.
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2.1 Time Delay Effect

Large scale integration of conventional and renewable energy sources increases the
inertia of the overall system and alongwith low-frequency variation. There are delays
in the power system which are not intentional, but the delay is provided to receive
signals at the control unit. For the large power system, time delays are usually not
considered. This time delay is usually taken into account for isolated smart grids.
While considering the time delay factor, the calculation of the time delay margin is
beyond the scope of this paper. Various methodologies are used in the literature to
calculate the time delay margin [8].

2.2 Model of Overall System

The overall system model consists of two area systems. The block diagram of the
overall system under study is given in Fig. 1. Area 1 includes a gas turbine with EV
integration and Area 2 has a gas turbine with EV penetration. An aggregate model
of EV is used in both areas. Gas turbine contains governor, compressor, combustion
and turbine. HVDC link as an energy storage device is connected between both
areas. Both the areas are applied with a time delay for communication with the
command center. Both step load disruption (SLD) and random load disruption (RLD)

Fig. 1 Block diagram of the overall system under investigation
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Fig. 2 Block diagram of aggregated model of EV

are applied and tested in both areas. The system is studied for the change in frequency
in both the areas and the change in tie-line power.

2.3 Model of Electric Vehicle (EV)

The aggregatedmodel of EV gives the generalizedmodel for the frequency control of
the overall systemwhich is shown in Fig. 3. The changed frequency is passed through
the dead-band which limits the change in frequency within the particular band which
is nearly+10 MHz and−10 MHz of the rated frequency. NEV is the number of EVs
connected. For the analysis purpose, all the EVs connected are assumed to be of the
same battery rating. The battery charger is denoted by the transfer function of first
order with a small-time constant TEV. The upper limit and lower limit of the battery
reserve is represented by Eqs. (1) and (2). Charging power is directly proportional to
the droop coefficient RAG. Also is dependent upon the participation factor KEV. The
participation of every EV for frequency control is said to be a participation factor of
that particular EV [2].

�Pmax
AG = +

[
�PEVi

/
NEV

]
(1)

�Pmin
AG =−

[
�PEVi

/
NEV

]
(2)

where �Pmax
AG is the maximum power output for a particular group of EV and�Pmin

AG
is the minimum power output for the same group of EVs. NEV is the total number
of EV which is assumed to be 1800 number of EV for Area 1 and 1600 number for
Area 2 for the system under study (Fig. 2).

2.4 Controller Design

The PI controller and PID controller equations are given by G(s)PI = KPk + KIk/s
and G(s)PID = KPk + KIk/s+ KDk · s, respectively. By optimally tuning the control
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Fig. 3 Flowchart of firefly
algorithm

Start

Yes

No

max

Determine algorithm's parameters
and ite  number

Select the firefly population 
according to illuminated one

max

Check, if
itr = itr

Update the position 
of dimmed one

Update the position of 
the illuminated one

   Finish the procress and give 
optimal solutions to the controller

variables proportional gain KPk, integral gain KIk and derivative gain KDk the perfor-
mance is improved for the kth area. KPk controls the overshoots, rise time and steady-
state error with minimum effect on settling time. KIk affects the overshoots and rise
time, but effect on settling time is still negligible. KDk is used to control settling time
along with overshoot. The cost function to compare the systems with and without
HVDC is shown in Eq. (3)

J =
∫ T

0

(
� f 2area−1 + � f 2area−2 + �P2

tie

)
dt (3)

3 Firefly Algorithm (FF-A) Flowchart

FF-A is applied to extract the various controllers’ parameters.

I = Ioe
−γ r (4)

For FF-A, the motion of a firefly i is allured to other and enchanted firefly j (15)
is determined by Eq. (6)
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xk+1
i = xki + βoe

−γ r2ij (xkj − xki ) + αεki (5)

where α = Randomization parameter and vector of random numbers is given by εki .
For FF-A optimization used in this study, tuned parameters: fireflies number =

10, total iterations = 100, β = 0.2, α = 0.5 and γ = 0.5.

4 Simulation Performance

Simulation is performed in three parts. In the first part, the system is simulated using
HVDC and without HVDC with PI and PID controller using FF-A. In the second
part, simulation results are shown for RPD and are tested for the time delay. All the
results are verified with the aggregate model of EV connected. The parameters for
the simulation are shown in Table 1. The variable load applied to the system under
investigation is shown in Fig. 4.

The results for with and without HVDC link for step loading disruption (SLD) is
shown in Figs. 5 and 6. shows the random loading disruption (RLD) results with and
without application of HVDC link with time delay effect of 1 s. Results are verified
using PI and PID controllers.

Table 1 Simulation parameters for system under investigation

Parameters Values

f (frequency), Bi (damping constant), R (regulation) 60 Hz, 0.425 pu/Hz, 2.4 Hz/pu

Bg (valve position), Cg (valve position), Xg (least time
constant), Yg (lag time constant), T cr (combustion reaction
time delay), T c (fuel time delay), T tg (compressor discharge
time constant)

0.05, 1, 0.6 s, 1 s, 0.01, 0.23, 0.2 s

Kg, Tg, K t, T t, KHVDC, THVDC 1, 0.3 s, 1, 0.08 s, 1, 0.2 s

T12, a12 0.0867, −1

Fig. 4 Variable load applied to the system under study
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Fig. 5 SLD with and without HVDC link
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Fig. 6 RLD with and without HVDC link

At exact 1 s, FF-A variables make the system marginally stable. Beyond 1 s,
FF-A gives control variables for PID which makes the system unstable. So, the time
delay margin FF-A-based controller is less than 1 s. The calculation of time delay
margin has tedious mathematical calculations depending on the system. The exact
time delaymargin is not shown as delay in simulation is based on Pade approximation
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Table 2 PID control variables with HVDC link

Parameters (FF-A) KP, K I, KD

Area 1 1, 0.9987, 0.9523

Area 2 0.9987, 0.9646, 0.1691

Table 3 PI and PID control variables without HVDC link

Parameters (FF-A) KP, K I; KP, K I, KD

Area 1 0.746, 0.125; 0.0158, 1, 0.528

Area 2 0.0114, 0.0848; 0.1154, 0.4773, 0.0512

[8]. Figure 7 gives the convergence curve for PI and PID controller with HVDC link
using Eq. (3).

Tables 2 and 3 shows the controller limitations found from both techniques. Table
4 shows the magnitude of peak overshoot, undershoot as well as settling time using
PID controller without and with HVDC link, respectively (Fig. 7).

Table 4 Comparison of simulation result parameters for PID controller

Parameters �f 1 (Hz) �f 2 (Hz) �Ptie (pu)

Without HVDC Peak overshoot (ms) 3.45 6.5 2.7

Peak undershoot (ms) 15.5 23 1.45

Settling time (s) 10.2 11.5 13.2

With HVDC Peak overshoot (ms) 0.018 – –

Peak undershoot (ms) 4.52 1.4 0.92

Settling time (s) 7.9 6.3 13.1

Fig. 7 Convergence curve with and without HVDC link
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5 Conclusion and Discussion

In this paper, a system having two areas is used to compare system stability using
the HVDC link. Area 1 has thermal and Area 2 contains gas turbine. Aggregated
model of EV is penetrated in both areas. The simulation results show that the HVDC
link with the PID controller outperforms the system without the HVDC link in terms
of settling time and oscillations. Time delay effects are considered and the time
delay margin is approximated. Even delayed system using HVDC link shows good
performance as compared to the system not having HVDC link. For the system under
study, the delay margin obtained is 1 s, but the system becomes marginally stable at 1
without an HVDC link. More stability margin indicates that the system is robust and
reliable. Also, the verification of HVDC system superiority can be concluded from
peak overshoot, undershoot as well as settling time. Cost function using HVDC is
lesser than without an HVDC system. Therefore, it is concluded that a system having
an HVDC link gives the optimized parameters.

Simulation results can be generalized for the multi-area multi-source system. In
future research, the different controllers can be tested using both techniques. For the
calculation of the time delay margins, different methodologies for the large scale
power system can be explored.
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Design of a Second Order System
with Additional Actuating Signal
for Desired Output

Bipa Datta, Arnab Das, Rajesh Dey, and Achintya Das

Abstract Due to the systemnonlinearities, the expected response of a control system
could not be achieved. The control function used by the controller is adaptive in
nature, in order to deal with the significant changes of the parameters of the system
due to environment or due to internal system disturbances. This adaptive control
mechanism is dependent upon the value of adaptation gain. For higher order systems,
the available range of adaptation gain becomes very less. A second order control
mechanism, on the basis of the application of the MIT rule, is used in the paper.
In order to achieve the desired response from the control system, introduction of a
proposed compensating signal which is in addition to the normal actuating signal.
This additional signal is applied to the controller and output response of system is
maintained unaltered, even though there are changes in the system itself, input noise,
ambiance or others likely to occur in any actual real life system. This signal, which
may be called the additional actuating signal (AAS), helps in controlling output in
the control system, without disturbing the standard actuating signal and the systems
working environment. This technique would be useful in systems where the system
parameters including the inputs cannot be fully controlled, like in an autonomous or
independent control system or a physiological control system. Simulation is done in
Simulink and MATLAB software.

Keywords Additional actuating signal (AAS) ·MIT rule · Adaptation gain ·
MRAC · Expected outcome
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1 Introduction

In the case of real world systems, although they behave as linear when operating
near a certain operating regions, under certain assumptions, but they are essentially
nonlinear in nature at least when considered over broad operating range. A control
system [1–3] is essentially a cluster of connected components that can be made to
achieve an expected output while in the effect of external disturbances. The ‘expected
outcome’ could be the trailing of a specified dynamic trajectory, in which case the
control system acts as a servomechanism.

The growing interest in nonlinear control systems is due to the development of
linear control systems, study of hard nonlinearities, design simplicity and the need to
deal with system model uncertainties [4, 5]. Nonlinear strategies improve insignifi-
cant approaches by taking into accounts the active forces, which vary in proportion to
the square of the speed. A simple nonlinear controller [6, 7] can reasonably balance
the nonlinear forces thus achieving higher speeds in a sufficient working zone. Also,
hard nonlinearities inherent in a control system, viz. backlash, dead-zones, Coulomb
friction, hysteresis, stiction and saturation [8, 9] do not permit a real world system
to achieve a linear approximation.

After taking into account, these nonlinearities, nonlinear approaches appropriately
compensate these to achieve expected outcome [10, 11]. Due to sudden or slow
change in the parameter values, real systems often exhibit uncertainties in the model
parameters [12]. A nonlinear controller through strength or flexibility can handle
the consequences due to system uncertainties. Also, the systems that are not linearly
controllable may be controllable in a nonlinear [13, 14] way.

For the paper, MRAC under the MIT rule is used for achieving the adaptive [15]
response. In most of the system environments, it is unavoidable for the existence of
definite types of non-linearity in control [16] system. A static non-linearity system is
where there exists a nonlinear relation between output and input, but there does not
exist a differential equation. Whereas a dynamic non-linearity, has the output and
input related through a nonlinear differential equation [16, 17].

2 Simulated Model

The system performance is described by a reference model, and the controller is such
intended, so as to compel the system to perform closely to the reference model. The
reference output is compared to the output of the plant, and the resultant error is
utilized to regulate the controller [18], as shown in Fig. 1.

Reference Model: It reflects the ideal response of the control system in expected
response of a control system. For this paper, the reference model used is an under
damped second order system.
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Fig. 1 Simulated model with AAS to maintain desired response

Controller: In this paper, the adjustable parameters A1and A2 are used to change
the control algorithm of the adaptive law. The adaptation gain values in turn controls
these parameters.

AAS: The introduction of an additional actuating signal (AAS) is proposed, in
addition to thenormal actuating signal, to control and stabilize the system for compen-
sating the system to achieve the benchmark performance [13, 19]. This technique
may find use in autonomous and independent process control systems and physio-
logical control system, where the inputs and other system parameters cannot be fully
controlled [19, 20]. Again, to an extent, the optimization hypothesis can be used to
explain control strategies in a number of actual processes.

3 Discussion

Performance assessment of control system has been widely worked on. It is well
known that the response of a system is likely to be deviated from desired one due
to various reasons, like inherent parametric variations of the system, any changes
occurring within the system due to arrival of any unwanted signal as may be due to
noise, ambiance, etc. Other than the MIT rule, the design techniques in Lyapunov
theory and MRAC system. In any practical system, MIT rule is used to apply the
MRAC theory. In the MIT rule, the loss or cost function, is shown as

Z(A) = e2/
2 (1)
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where output error, denoted as e, is the difference of the plant output and the output
of the reference model, and ‘A’ is the adaptable.

The cost functionwasminimized by adjusting the variable ‘A’. Hence, it is rational
to modify the variable ‘A’ in the direction of the negative gradient of Z that is:

dA/
dt = −ς∂Z/

∂A (2)

= −ςe∂e
/
∂A (3)

where the adaptive gain of the controller is represented by ς , a positive quantity.
The ∂e/∂A, a partial derivative term, is known as the sensitivity derivative of the

system.
Sign-sign algorithm:

dA/
dt = −ς sign

(
∂e/

∂A

)
sign e (4)

Or it can be selected as:

dA/
dt = −ς

(
∂e/

∂A

)
sign e (5)

where

sign e =
⎧
⎨

⎩

0, for e = 0
−1, e < 0
1, for e < 0

The option of adaptation gain is found to be critical in some applications and its
value is dependent on the signal levels. So the rule might be changed as follows:

dA/
dt = −ς ξe (6)

where ξ = ∂e/∂A

dA/
dt = −ςξ e/(

β + ξ T ξ
) (7)

When ξTξ is small, to avoid division by zero, β > 0 is introduced. The rules as defined
by Eqs. (1), (2) and (3) have been used in this paper for developing the control law.



Design of a Second Order System with Additional Actuating … 499

4 Mathematical Analysis

In this work, MRAC usingMIT rule [12], has been applied to a second order system.
A second order under damped system gives an attribute with oscillations and this
feature is close to the first order system. A second order under damped system has
been used as a plant in this paper, which has a large settling time and high overshoot
[13]. The performance of this system is to be improved by using adaptive control
scheme. The second order system may be described by:

d2YP
/
dt2 = − j

(
dYP

/
dt

)
− kYP + k A2 (8)

Let j = 6 and k = 400.

Where the plant output (under damped second order system) YP and the output of
the controller A2 has been used.

The transfer function can be written as:

YP(s)
/
A2(s) = 680/(

s2 + 6s + 400
) (9)

Likewise, the reference model can be described by:

d2YR
/
dt2 = − jrdYR

/
dt − krYR + krS (10)

Take jr = 6 and kr = 12.

Where the reference input (unit step input) is S and the referencemodel output (under
damped second order system) is YR. The transfer function can be written as:

YR(s)/
S(s) = 16/(

s2 + 6s + 12
) (11)

The aim is to assess the error signal, which is the variation between the reference
output (YR) and the actual output (YP), by applying MRAC, to refine the overall
output. The controller may be shown as:

A2(t) = A1S(t) − A2YP(t) (12)

The selected controller parameters as follows:

A1 = kr
/
k and A2 = ( jr − j)/

k (13)

The formula with MIT rule controller parameters can be described by:

dA1
/
dt = −ς e ∂e/

∂A1
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= −ς e [kS/(p + jr)]

= −α e
[
jrS

/
p + kr

]
(14)

dA2
/
dt = −α e

[
jrYP

/
(p + jr)

]
(15)

where error e = YP − YR and adaptation gain α = ς k/jr.

5 Simulation and Result

The simulation model as shown in Fig. 1 is simulated in SIMULINK andMATLAB.
The performance track for different values of adaptation gain α are as shown in
Figs. 2, 3, 4, 5, 6, 7, 8 and 9. It can be seen that the plant output YP is oscillatory
in nature. In each case, it may be noticed from the figures that control parameters
merge to a constant value. For different values of adaptation gain, the variation of
AAS signal and error signal with time are shown in Figs. 10 and 11.

Fig. 2 Performance tracking for reference signal, S (t) = 1, adaption gain α = 1.5
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Fig. 3 Performance tracking for reference signal, S (t) = 1, adaption gain α = 2.0

Fig. 4 Performance tracking for reference signal, S (t) = 1, adaption gain α = 2.5
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Fig. 5 Performance tracking for reference signal, S (t) = 1, adaption gain α = 3.0

Fig. 6 Performance tracking for reference signal, S (t) = 1, adaption gain α = 3.5
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Fig. 7 Performance tracking for reference signal, S (t) = 1, adaption gain α = 4.0

Fig. 8 Performance tracking for reference signal, S (t) = 1, adaption gain α = 4.5
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Fig. 9 Performance tracking for reference signal, S (t) = 1, adaption gain α = 1.5, 2.0, 2.5, 3.0,
3.5, 4.0, 4.5

Fig. 10 Tracking AAS for reference signal, S (t)= 1, adaption gain α = 1.5, 2.0, 2.5, 3.0, 3.5, 4.0,
4.5



Design of a Second Order System with Additional Actuating … 505

Fig. 11 Tracking error signal for reference signal, S (t) = 1, adaption gain α = 1.5, 2.0, 2.5, 3.0,
3.5, 4.0, 4.5

6 Conclusion

This paper focuses on study the control systems ability tomaintain expected outcome
of a control system despite there being various changes in input or in the system. In
the case of almost all real life examples of control systems, the system is inherent
to disturbances which are nonlinear in nature. This problem aggravates more so,
in the case of autonomous or independent systems, where the inputs to the system
cannot be fully controlled. The introduction of an additional actuating signal (AAS)
in addition to the normal actuating signal, helps in controlling output in the control
system, without affecting the standard actuating signal and its working environment.
It is clear from the results that the adaptive controllers are effective in handling the
frequent parameter variations and environmental changes. The controller parameters
were adjusted by changing the adaptation gain of the system, to get a preferred
closed-loop performance of the system. As the output of the plant follows the output
of the reference model, we can see from Fig. 11, the tracking error settles to zero. In
Figs. 3, 4 and 5, it can been seen that corresponding to the value of adaptation gain
the settling time is considerably reduced. System performance becomes poor beyond
the range of adaptation gain (2 < α < 3). This technique can be useful in any process
control system, including nonlinear ones for maintaining the expected performance
of the system. With the introduction of this additional actuating signal (AAS), it is
expected to be suitable for control and compensation of a nonlinear system also.
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Design Approach for Online Parameter
Estimators for Unknown Two-Parameter
First-Order Scalar Plant

Arnab Das, Bipa Datta, Rajesh Dey, and Achintya Das

Abstract In practice, all the systems posses’ some type of nonlinear dynamics
for the intentional and inherent imperfection or properties of the system. Due to
different dynamics, a nonlinear system exhibits some nonlinear phenomena, which
are inevitable in any process. An approximate behavior of the nonlinear system
can provide by the linearized system. But, often linearized models are inadequate
or insufficient for analyzing the overall system behavior. To achieve the desired
response, system parameter estimation is very much important in the face of external
disturbances. For a specific value of initial conditions, structural model identification
depends on the system’s dynamical beaver, output, and input. The online parameter
identification process is proposed in this paper for continuous-time plants to char-
acterize the input required for structural identification. Generalization of nonlinear
observability and incorporating extended lie is considered for structural identifia-
bility derivation. Themethodology evaluates structural identifiability for time-variant
system inputs, and moreover, it can be used to limit the input profile that is required
to design an expected system. MATLAB ‘SIMULINK’ software tools for model
simulation and analysis are more effective for the proposed work.

Keywords Control systems · Online parameter identification · Parameter
estimation · and Adaptation law

1 Introduction

To analyze dynamic system performance, the study of system trajectory performance
is important. However, for any kind of practical or dynamic system, e.g., electrical,
mechanical, electronic, or another, it is quite difficult to access or measured all
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information whose are used for identifying the actual estimated value [1–3]. So, for
any control theory or a data processing system, successful parameters identifica-
tion algorithms selection, in addition to trajectory estimation proceed of unmeasured
state-space variables, play important roles [1–7]. So presently, the nonlinear systems
modeling is an important research domain for researchers. An effective approach
for nonlinear systems modeling the MRAC by Tsakalis et al. [3]. On another side,
Narendra et al. planned [4] a steady adaptable system for dynamic systems. K. J.
Astrom discusses the adaptation mechanism which follows the reference model
output for analysis point of view [5]. A control system with adaptive-based feed-
back is proposed by Bobstov et al. [6]. For best execution and precision, one can
utilize an adaptive control with suitable techniques to design a control plant [1–
7]. MRAC is an instantaneous adaptable mechanism with some adapts controller
parameters and changing elements to modify, to get desired response.

This paper discusses an adaptation mechanism applying the MRAC model by a
typical adjustable adaptive controller. Presents design methodology consider a refer-
ence model for the proposed first-order system. The controller parameter enhances
the system response by following the reference model. So, no alternation will occur
in output response due to the reason for any disturbance, i.e., it will maintain desired
output.

2 Discussion and Analysis

The abovementioned process is recognized as the closed-loop system,where by using
a feedback mechanism as a reference linear time-invariant controller, a nonlinear
system or plant is closed. The proposed paper approaches first by theoretical study
and then analysis byMATLAB simulation for a controller-based two-parameter case
first-order nonlinear systemmodel.We considered the Lyapunov function for system
stability analysis. Online parameter identification-based proposed work follows by
the three procedure steps:

First Step: Signify a practical system or plant in the ‘static’ parametric model
(SPM) form, i.e.,

z = θ∗T ∅,

where zε�,∅ε�n are accessible by measurement signals, and the vector contain
θ∗ε�n is with all the unknown parameters.

Second Step: Estimates θ of θ∗ by proper estimation model. The difference
between the estimation values is the estimation error, i.e., represented by the esti-
mated parameters θ(t), and the parametric models output response where the esti-
mated parameters θ(t) define how much distorted from the unknown parameters
θ∗ on the basis of some reference signal vector where by the adaptive law, online
generates θ(t) is a function of the estimation error, represented as the follows:
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θ̇ = H(t)ε,

where H(t) and ε are the time-varying measurement-based gain vector and the
estimation error, respectively. Different adaptive laws with different ε and H(t) may
be designed by Lyapunov-type stability arguments and optimization techniques.

Third Step: Proposed to identify parameters and set up conditions to ensure that
with time, θ(t) converges to θ∗. In parametric model, the input of the plant is defined
as the signal vector∅(t) because it can observe ormeasure and the adaptive lawwhich
holds reasonable data with reference to the unknown parameters can be constrained
by the observed or measured signals.

Now, we consider a two-parameter case first-order plant model, for signifying by
the three design steps:

dy
dt = −ay + bu
y = b

s+a u

}
, (1)

where a and b are two unknown constants, and assume that y, ẏ, u are obtainable by
the measurement process. By creating a suitable online estimator, we can identify
the unknown parameters a and b for the two-parameter case first-order plant model.

First Step: Approach for Parametric Model:
We can express (1) in the SPM form, as y, ẏ are available, so

z = θ∗T ∅,

where ∅ and z are accessible for measurement and related as:

z = ẏ, θ∗ = [b, a]T ,∅ = [u, − y]T .

Second Step: Parameter Identification (PI) Algorithm:
Representation of estimation model as

ẑ = θT∅,

where at time t, θ(t) is the estimate of θ∗.
Now, estimation error represent as

ε = z − ẑ

m2
s

= z − θT∅
m2

s

, (2)

where ms is the normalizing signal such that ∅
ms

∈ L∞. Simply, choice for ms is

m2
s = 1 + α∅T∅ for any α > 0.
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Adaptive Law: To minimize the cost, we use the gradient method

J (θ) = ε2m2
s

2
=

(
z − θT∅)2

2m2
s

= (z − θ1∅1 − θ2∅2)
2

2m2
s

,

where ∅1 = u,∅2 = −− − y, and set

θ̇ = −�∇ J,

where

∇ J =
[

∂ J

∂θ1
,

∂ J

∂θ2

]T

,

where adaptive gain, � = �T > 0, and θ1, θ2 are the elements of θ = [θ1, θ2]T .
Since

∂ J

∂θ1
= −

(
z − θT∅)

m2
s

∅1 = −ε∅1,

∂ J

∂θ2
= −

(
z − θT∅)

m2
s

∅2 = −ε∅2,

we have

θ̇ = �εφ, θ(0) = θ0, (3)

which define as the adaptive law for uploading θ(t) initiating from some initial
condition θ(0) = θ0.

Third Step: Stability Analysis and Parameter Convergence:
Now, the parameter error θ̃ = θ − θ∗ is calculated from (2) and (3) by noting that

ε = z − θT∅
m2

s

= θ∗T
φ − θTφ

m2
s

= − θ̃Tφ

m2
s

= −φT θ̃

m2
s

(4)

and ˙̃
θ = θ̇ , i.e.,

˙̃
θ = �φε = −�

φφT

m2
s

θ̃ . (5)
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So from (5), the stability of the equilibrium θ̃e = 0 will actually depend on
the properties of the time-varying matrix −�

φφT

m2
s
, i.e., consecutively depends on

the properties of φ. Now, assume that a > 0, i.e., the plant is stable. If we select
m2

s = 1, � = γ I for some γ > 0 and a constant input u = c0 > 0, then at steady
state y = c1 � c0b

a �= 0 and φ = [c0,−c1]T , giving

−�
φφT

m2
s

= −γ

[
c20 −c0c1

−c0c1 c21

]
� A,

i.e.,

˙̃
θ = Aθ̃ ,

where constant matrix, A with eigenvalues 0 and −γ
(
c20 + c21

)
, which characterize

that the equilibrium θe = 0 system is only slightly stable. That is θ̃ bounded but does
not essentially converge to 0 as t → ∞. So, plant input, u, will be chosen in such
a way that at the equilibrium θ̃e = 0 the system will be guaranteed as exponential
stable for certain properties of φ. Represent as

φ = H(s)u,

where H(s) = [
1,− b

s+a

]T
for this example. For the equilibrium θ̃e = 0 of (5),

the appropriate choice of u can guarantee that implies exponential stability. For the
equilibrium point, position exponential stability happens by θ(t) converges to θ∗
exponentially fast. So, a stable input u = c0 > 0 doesn’t ensure exponential stability
for the two-parameter case.

3 MATLAB Simulation Results

In this paper, a closed-loop control system proposed to control an unknown two-
parameter first-order plant and simulated by MATLAB (Simulink) software. By
comparing with (1), the first-order unstable plant is represented as:

dyp
dt

= −ap yp + bpu

where u and yp are defined as the system input and output, respectively, bp and ap are
the unknown system or plant parameters. Consider, the unknown plant parameter,
ap = 3 and bp = 3.9.
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Fig. 1 Structure diagram for model reference adaptive controller

dyp
dt

= −3yp + 3.9u

Now, a reference model can contrasted with (1), where ym and r are the reference
model output and input, respectively, and the plant reference parameter, am = 5 and
bm = 5:

dym
dt

= −amym + bmr

dym
dt

= −5ym + 5r

The block diagram for an adaptive controller and adjustment mechanism-based
control system is shown in Fig. 1.

For estimates, the unknown system parameter, with the help of the estimation
model, the controller can develop an estimation error which is essential to confine
the adaptive law. A step signal can consider as a reference signal or set point. We
consider the control law as u = âr r + ây yp, where âr and ây are variable feedback
gain used for generating adaptation law. So, parameter estimation can be monitor by
considering âr and ây .

The simulated results, which are based on MATLAB, involve tracking errors
between a two-parameter case of a first-order uncertain plant, and a reference
model and continuous-time-domain response. From an observation point of view,
the comparative time-domain response diagram is shown (see in Fig. 2). Figure 3
shows a defined comparative study for varying the adaption gain or reference signal.
We can study the transient response of the system and observe system response by
illustrating in Case 1, Case 2, and Case 3, respectively. Whereby, increasing the
adaption gain value, overall response can be improved.

Case 1:
Initially consider the adaption gain, γ = 0.1, reference signal, u(t) = 4, and

consider yp(0) = ym(0) = 0.
Case 2:
Let the adaption gain, γ = 0.5, reference signal, u(t) = 4 and consider yp(0) =

ym(0) = 0.
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Fig. 2 a System performance and b system parameter estimation. c System performance and d
system parameter estimation. e Tracking performance and f parameter estimation

Case 3:
Let the reference signal, u(t) = 4, adaption gain, γ = 2.5, and consider yp(0) =

ym(0) = 0.
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Fig. 3 a System performance for different step or reference signal, u(t) and constant adaption
gain,γ = 0.5 (where, yp(1) for u(t) = 12.5; yp(2) for u(t) = 7.5; yp(3) for u(t) = 2.5; and yp(4)
for u(t) = −2.5.) and b system parameter estimation for different step signal, u(t) and constant
adaption gain,γ = 0.5 (where, arˆ(1) and ayˆ(1) for u(t) = 12.5; arˆ(2) and ayˆ(2) for u(t) = 7.5;
arˆ(3) and ayˆ(3) for u(t) = 2.5; and arˆ(4) and ayˆ(4) for u(t) = −2.5.). c System tracking errors
(E) for different reference signal, u(t) and constant adaption gain, γ = 0.5 between plant and
reference model (where, E(1) for u(t) = 12.5; E(2) for u(t) = 7.5; E(2) for u(t) = 2.5; and E(3)
for u(t) = −2.5.) and d system tracking errors (E) constant reference signal, u(t) = 2.5 and for
various adaption gain, γ between plant and reference model (where, E(1) for γ = 2; E(2) for γ = 1;
E(3) for γ = 0.5 and E(4) for γ = 0.1).

4 Conclusion

We have considered a MRAC-based proposed system for stability analysis by
Lyapunov approach, which can be appropriate for an unknown two-parameter case
of first-order nonlinear systems in this paper. The adaptive law has to choose in
such a way that both the speed of adaptation θ̇ and the parameter estimate θ(t) are
bounded. And by this way, the estimation error ε can decreases with time. However,
the parameter estimate θ(t) will get nearer to θ∗ with time only for a few specific
conditions on the vector ∅(t). That particular vector ∅(t) is specified as the regress
or vector. For different adaptations gain, some specific numerical recreations can
improve the planned control strategy.

It can observe by MATLAB simulated results for the proposed system that the
simultaneous increasing of adaption gain value for a constant reference input can
improve on the transient response. The gradient of the loss criterion relating to
the estimated variables provides an improved system performance. Though, by this
approach, system stability or convergence is not ensured.
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The proposedMRACsystemcan be appropriate under upper normbounded condi-
tions for systemuncertainties. This implies that for the equilibrium θe = 0, the system
will be onlymarginally stable, i.e., does not necessarily θ̃ = 0 as t → ∞ for bounded
values of θ̃ where the appropriate choice of u is one of the important properties of
φ, or it can guarantee the equilibrium θ̃e = 0 is exponentially stable. So, from the
simulation result study, we can also conclude that for the unknown two-parameter
first-order system, which does not assurance exponential stability for a constant input
u = c0 > 0. But, to a certain extent, these also make a sense that unknown parame-
ters are maybe the reason for nonlinearity, e.g., inherent or purposefully introduced
in the system, can be exponential stable and by proposed control law response will
follow the reference signal.
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Performance Assessment of Hybrid
Triple-Tied BIPV Array Configurations
for Maximising Power Output Under
Patterns of Partial Shading

Debayan Sarkar and Pradip Kumar Sadhu

Abstract Building integrated photovoltaic (BIPV) installations in modern build-
ings necessitate a large BIPV array (LBiAr) for both off-grid and on-grid system
applications. The problem of LBiAr is partial shading (PS) that reduces consid-
erable power output (PO), which happens due to various reasons. To mitigate PS
and to maximise PO of LBiAr, one of the effective solutions is the arrangement of
fixed BIPV array configurations (BIPV-ArCns). This research paper proposes four
different 5×6fixedhybrid (Hbr) triple-tied (TrTd)BIPVarray configurations (BIPV-
ArCns), such as series–parallel triple-tied (Hbr-SePl TrTd), bridge-linked triple-tied
(Hbr-BdLk TrTd), honey-combed triple-tied (Hbr-HnCb TrTd), and ladder triple-
tied (Hbr-Ld TrTd) to improve the PO. The design, simulation and analysis of the
proposed Hbr TrTd BIPV-ArCns under four diverse patterns of PS are effectively
executed in Matlab/Simulink. Finally, the evaluation of performance for the Hbr
TrTd BIPV-ArCns is compared and judged in respect of global maximum-power
(Gl-MxPo), mismatch-loss (MsLo), fill-factor (FlFc) and efficiency (Efcy).

Keywords Large BIPV array (LBiAr) · Partial shading (PS) · Power output (PO) ·
BIPV array configurations (BIPV-ArCns) · Hybrid (Hbr) · Triple-tied (TrTd)

1 Introduction

Presently, building integrated photovoltaic (BIPV)-based solar power generation
systems are becoming extensively popular amongst photovoltaic (PV)-based tech-
nologies [1]. The essential components of BIPV systems are BIPV modules. The
BIPV modules are incorporated mainly in building structures such as (rooftops,
facades, skylights, balconies, windows, etc.) [2]. The power rating (PRt) of an indi-
vidual BIPV module is significantly less. Hence, the BIPV modules are intercon-
nected to form a large BIPV array (LBiAr) with sufficient power output (PO) that
can be utilised for both off-grid and on-grid system applications. The problem of
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LBiAr is partial shading (PS) that reduces considerable PO, which happens due to
various reasons (neighbouring or same building, building structure, trees, clouds,
electric pole, bird droppings, dust, etc.) [3]. To mitigate PS and to maximise PO of
LBiAr, one of the effective solutions is the arrangement of fixed BIPV array configu-
rations (BIPV-ArCns) or PV array configurations (PV-ArCns) [4]. Different conven-
tional (Convnl) fixed PV-ArCns are available in the literature. The Convnl PV-ArCns
include series–parallel (SePl), bridge-linked (BdLk), honey-combed (HnCb), ladder
(Ld), triple-tied (TrTd) and total-cross-tied (TtCrTd) [5–8]. Almost all researchers
proved that TtCrTd is the best PV-ArCn in terms ofmaximumPOduring PS, but it has
some disadvantages like the requirement of extensive wiring resulting inmore wiring
cost [8]. To overcome this problem, TrTd PV-ArCn is proposed by [9]. TrTd PV-
ArCn is the second-best amongst the Convnl PV-ArCns. The other Convnl PV-ArCns
like SePl, BdLk, HnCb and Ld gives less PO compared to TrTd and TtCrTd in condi-
tions of PS. Hence, to maximise the PO as well as reducing the wiring cost, hybrid
(Hbr) triple-tied (TrTd) BIPV array configurations (BIPV-ArCns) are proposed. The
main contributions of this research paper are design, simulation and analysis of four
different 5×6fixedhybrid (Hbr) triple-tied (TrTd)BIPVarray configurations (BIPV-
ArCns), such as series–parallel triple-tied (Hbr-SePl TrTd), bridge-linked triple-tied
(Hbr-BdLk TrTd), honey-combed triple-tied (Hbr-HnCb TrTd), and ladder triple-
tied (Hbr-Ld TrTd) to improve the PO under four diverse patterns of PS. Finally, the
evaluation of performance for the Hbr TrTd BIPV-ArCns is compared and judged
in respect of global maximum-power (Gl-MxPo), mismatch-loss (MsLo), fill-factor
(FlFc) and efficiency (Efcy).

2 Modelling of 5 × 6 Hybrid Triple-Tied BIPV Array
Configurations

In this research paper, 54 W Sun Energy tile (poly-crystalline BIPV module) with
model number BIPV054-T86 [10] is utilised for modelling the proposed 5 × 6
fixed Hybrid (Hbr) Triple-Tied (TrTd) BIPV array configurations (BIPV-ArCns).
The electrical specifications of 54 W BIPV modules are (Ppeak = 53.976 W, V peak

= 6.92 V, Ipeak = 7.8 A, V opckt = 8.87 V and Ishckt = 8.22 A). The mechanical
specifications of 54 W BIPV modules are (L = 1160 mm, W = 336 mm and A =
0.39m2). Modelling and explanation of four different proposed 5× 6 fixed Hbr TrTd
BIPV-ArCns are performed in this section. The large BIPV array (LBiAr) comprises
thirty (5 × 6 = 30) number of 54 W Sun Energy tile BIPV modules. The thirty
different 54 W BIPV modules are arranged in a 5× 6 structure of a matrix with five
rows and six columns. The Hbr TrTd BIPV-ArCns that are modelled and explained
include series–parallel triple-tied (Hbr-SePl TrTd), bridge-linked triple-tied (Hbr-
BdLkTrTd), honey-combed triple-tied (Hbr-HnCbTrTd) and ladder triple-tied (Hbr-
Ld TrTd). The diagram of connection for four different Hbr TrTd BIPV-ArCns is
showcased in Fig. 1.
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(a). Series-Parallel Triple-Tied
(Hbr-SePl TrTd)

(b). Bridge-Linked Triple-Tied
(Hbr-BdLk TrTd)

(c). Honey-Combed Triple-Tied
(Hbr-HnCb TrTd)

(d). Ladder Triple-Tied (Hbr-Ld TrTd)

Fig. 1 Diagram of connection for four different Hbr TrTd BIPV-ArCns

The diagram of the connection for 5 × 6 fixed Hbr-SePl TrTd BIPV-ArCn is
showcased in Fig. 1a. From Fig. 1a, it is prominent that the Hbr-SePl TrTd BIPV-
ArCn is designed andmodelled bymerging the conventional (Convnl) SePl and TrTd
BIPV-ArCns. The diagram of the connection for 5× 6 fixed Hbr-BdLk TrTd BIPV-
ArCn is showcased in Fig. 1b. From Fig. 1b, it is prominent that the Hbr-BdLk TrTd
BIPV-ArCn is designed and modelled by merging the conventional (Convnl) BdLk
and TrTd BIPV-ArCns. The diagram of the connection for 5 × 6 fixed Hbr-HnCb
TrTd BIPV-ArCn is showcased in Fig. 1c. From Fig. 1c, it is prominent that the
Hbr-HnCb TrTd BIPV-ArCn is designed and modelled by merging the conventional
(Convnl) HnCb andTrTdBIPV-ArCns. The diagramof the connection for 5× 6 fixed
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Hbr-Ld TrTd BIPV-ArCn is showcased in Fig. 1d. From Fig. 1d, it is prominent that
the Hbr-Ld TrTd BIPV-ArCn is designed and modelled by merging the conventional
(Convnl) Ld and TrTd BIPV-ArCns.

3 Analysis of Proposed Hybrid BIPV Array in Patterns
of Partial Shading

Modelling of Hbr TrTd BIPV-ArCns is completed; now, the succeeding objec-
tive is the performance assessment of the proposed BIPV-ArCns under patterns
of partial shading (PS). Hence, for simulation in Matlab/Simulink, four diverse
patterns of partial shading (PS) are modelled with four different solar irradiation
levels {250 W/m2 (violet), 450 W/m2 (blue), 650 W/m2 (green) and 1000 W/m2

(white)} as portrayed in Fig. 2.
The schematic of Ptrn1:ESSd is displayed in Fig. 2a. From Fig. 2a, it is prominent

that the PS pattern signifies the form of capital letter E in the BIPV-ArCn. The
simulation of the proposedBIPV-ArCns under Ptrn1:ESSd is performed, and theP–V
graph is achieved. TheP–V graph of proposedHbrTrTdBIPV-ArCns for Ptrn1:ESSd
is given in Fig. 3a. F-shaped shading (Ptrn2:FSSd) is the second pattern amongst
the four diverse patterns of partial shading (PS). The schematic of Ptrn2:FSSd is
displayed in Fig. 2b. From Fig. 2b, it is prominent that the PS pattern signifies the
form of capital letter F in the BIPV-ArCn. The simulation of the proposed BIPV-
ArCns under Ptrn2:FSSd is performed, and the P–V graph is achieved. The P–V
graph of proposed Hbr TrTd BIPV-ArCns for Ptrn2:FSSd is given in Fig. 3b. The
schematic of Ptrn3:HSSd is displayed in Fig. 2c. From Fig. 2c, it is prominent that
the PS pattern signifies the form of capital letter H in the BIPV-ArCn. The simulation
of the proposed BIPV-ArCns under Ptrn3:HSSd is performed, and the P–V graph
is achieved. The P–V graph of proposed Hbr TrTd BIPV-ArCns for Ptrn3:HSSd is
given in Fig. 3c. The schematic of Ptrn4:ISSd is displayed in Fig. 2d. From Fig. 2d, it
is prominent that the PS pattern signifies the form of the capital letter I in the BIPV-
ArCn. The simulation of the proposed BIPV-ArCns under Ptrn4:ISSd is performed,
and the P–V graph is achieved. The P–V graph of proposed Hbr TrTd BIPV-ArCns
for Ptrn4:ISSd is given in Fig. 3d.

4 Performance Assessment Results and Discussions

The performance of Hbr-SePl TrTd, Hbr-BdLk TrTd, Hbr-HnCb TrTd and Hbr-Ld
TrTd BIPV-ArCns is assessed in this section in respect of global maximum-power
(Gl-MxPo), mismatch-loss (MsLo), fill-factor (FlFc) and efficiency (Efcy). Perfor-
mance assessment is required to select the best BIPV-ArCn amongst the proposed
Hbr BIPV-ArCns for maximising the power output (PO) under conditions of partial



Performance Assessment of Hybrid Triple-Tied BIPV Array … 521

(a). Pattern 1: E-Shaped Shading
 (Ptrn1:ESSd)

(b). Pattern 2: F-Shaped Shading
(Ptrn2:FSSd)

(c). Pattern 3: H- (d). Pattern 4: I-Shaped Shading
 (Ptrn3:HSSd)

Shaped Shading
 (Ptrn4:ISSd)

Fig. 2 Four diverse patterns of partial shading (PS)

shading (PS). Mismatch-loss (MsLo) % is computed by Eq. (1), as conveyed below.

PMsLo(%) = PM_Unfm − PM_Gl,MxPo

PM_Unfm
× 100 (1)

Here, MsLo is implied by (PMsLo); maximum power (MP) developed by BIPV
modules under uniform irradiation (UI) is implied by (PM_Unfm); and global
maximum-power (Gl-MxPo) under partial shading (PS) is implied by (PM_Gl,MxPo).
The Gl-MxPo (W) andMsLo (%) for four different proposed Hbr TrTd BIPV-ArCns
under four diverse patterns of PS are exhibited in Fig. 4a, b. Fill-factor (FlFc) % is
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(a). P-V graph under Ptrn1:ESSd (b). P-V graph under Ptrn2:FSSd

(c). P-V graph under Ptrn3:HSSd (d). P-V graph under Ptrn4:ISSd

Fig. 3 P–V graph of proposed Hbr TrTd BIPV-ArCns

computed by Eq. (2), as conveyed below.

FlFc(%) = PM_Gl,MxPo

VOp_Ckt × ISh_Ckt
× 100 (2)

Here, global maximum-power (Gl-MxPo) under partial shading (PS) is implied
by (PM_Gl,MxPo); open (Op) circuit (Ckt) voltage is implied by (VOp_Ckt); and short
(Sh) circuit (Ckt) current is implied by (ISh_Ckt). The FlFc (%) for four different
proposed Hbr TrTd BIPV-ArCns under four diverse patterns of PS are exhibited in
Fig. 4c. Efficiency (Efcy) % is computed by Eq. (3), as conveyed below.

Efcy(%) = PM_Gl,MxPo

I RBiMd × ABiMd
× 100 (3)

Here, global maximum-power (Gl-MxPo) under partial shading (PS) is implied
by (PM_Gl,MxPo); solar irradiation received by the BIPV module per m2 is implied by
(IRBiMd); and area of the BIPV module in m2 is implied by (ABiMd). The Efcy (%)
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(a). Global Maximum-Power (Gl-MxPo) (b). Mismatch-Loss (MsLo)

  
(c). Fill-Factor (FlFc) (d). Efficiency (Efcy)

Fig. 4 Performance of four different proposed Hbr TrTd BIPV-ArCns under four diverse patterns
of PS

for four different proposed Hbr TrTd BIPV-ArCns under four diverse patterns of PS
are exhibited in Fig. 4d.

Table 1 provides the performance assessment results for eight different conven-
tional and proposed Hbr TrTd BIPV-ArCns under four diverse patterns of PS. From
Table 1, it is noticed that power is maximised in hybrid configurations as compared
to conventional configurations. Under Ptrn1:ESSd; the performance of Hbr-BdLk
TrTd and Hbr-HnCb TrTd is average, while the performance of Hbr-SePl TrTd is
poor. Under Ptrn2:FSSd; the performance of Hbr-SePl TrTd and Hbr-BdLk TrTd is
average, while the performance of Hbr-HnCb TrTd is poor. Under Ptrn3:HSSd; the
performance of Hbr-HnCb TrTd and Hbr-BdLk TrTd is average, while the perfor-
mance of Hbr-Ld TrTd is poor. Under Ptrn4:ISSd; all the BIPV-ArCns gives almost
similar results.

5 Conclusion

This research paper proposes four different 5 × 6 fixed hybrid (Hbr) triple-tied
(TrTd)BIPVarray configurations (BIPV-ArCns) for both off-grid and on-grid system
applications. The proposed BIPV-ArCns maximise the power output (PO) as well
as reduces the wiring cost (by decreasing the wiring requirement) of a large BIPV
array (LBiAr). The performances of the proposed BIPV-ArCns are assessed under
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Table 1 Performance assessment results for eight different conventional and proposed Hbr TrTd
BIPV-ArCns under four diverse patterns of PS

Patterns of PS Conventional and proposed
Hbr
BIPV-ArCns

Performance assessment results

Gl-MxPo (W) MsLo (%) FlFc (%) Efcy (%)

Ptrn1:ESSd SePl 792.107 34.712 36.243 8.862

BdLk 796.673 33.891 37.892 8.991

HnCb 804.742 32.167 38.432 9.126

Ld 812.714 31.234 39.721 9.372

Hbr-SePl TrTd 817.018 30.655 41.583 9.676

Hbr-BdLk TrTd 835.955 29.048 42.541 9.900

Hbr-HnCb TrTd 830.305 29.527 42.257 9.833

Hbr-Ld TrTd 912.204 22.576 46.402 10.803

Ptrn2:FSSd SePl 904.678 29.567 44.678 9.834

BdLk 912.056 28.452 43.234 9.906

HnCb 916.142 28.124 42.986 10.124

Ld 952.987 25.356 47.687 10.208

Hbr-SePl TrTd 1017.490 20.506 49.840 11.054

Hbr-BdLk TrTd 940.609 26.512 46.048 10.219

Hbr-HnCb TrTd 931.778 27.202 45.626 10.123

Hbr-Ld TrTd 1053.501 17.692 51.596 11.446

Ptrn3:HSSd SePl 1032.786 15.987 53.556 10.843

BdLk 1042.574 15.465 54.876 11.542

HnCb 1048.453 14.879 54.672 11.765

Ld 1052.567 14.342 54.783 11.945

Hbr-SePl TrTd 1076.167 11.919 58.530 12.264

Hbr-BdLk TrTd 1067.132 12.659 58.001 12.161

Hbr-HnCb TrTd 1072.074 12.254 58.295 12.217

Hbr-Ld TrTd 1062.124 13.068 57.709 12.103

Ptrn4:ISSd SePl 753.989 27.967 39.656 9.345

BdLk 754.621 27.763 39.564 9.568

HnCb 756.973 27.432 40.125 9.724

Ld 757.982 27.134 41.653 9.983

Hbr-SePl TrTd 789.282 25.214 41.566 10.431

Hbr-BdLk TrTd 789.297 25.212 41.564 10.432

Hbr-HnCb TrTd 789.282 25.214 41.565 10.431

Hbr-Ld TrTd 789.181 25.223 41.517 10.430
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four diverse patterns of partial shading (PS). The Hbr-Ld TrTd BIPV-ArCn gives
the best performance, while the Hbr-SePl TrTd BIPV-ArCn gives poor performance.
In one pattern case, Hbr-SePl TrTd BIPV-ArCn gives the best performance, while
Hbr-Ld TrTd BIPV-ArCn gives poor performance. Hence, in the majority of cases,
Hbr-Ld TrTd is the best BIPV-ArCn while Hbr-SePl TrTd is the poor BIPV-ArCn.
The performance of Hbr-BdLk TrTd and Hbr-HnCb TrTd BIPV-ArCns is average.
Critical analysis in more extreme cases of PS patterns is necessary that will serve as
future work.
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Electricity Generation Using Soil
and Living PKL Tree

Salman Rahman Rasel, K. A. Khan, and Sumanta Bhattacharyya

Abstract Zn/Cu electrodes-based electrochemical cell has been designed and devel-
oped using soil of a pot and living Bryophillum pinnatum tree for cultivation of
electricity. V oc, Isc, Pmax, and rin have been studied. Firstly, Zn plate was placed in
the soil of the pot, and Cu plate was placed onto the living PKL tree. Secondly, Cu
plate was placed in the soil of the pot, and Zn plate was placed onto the living PKL
tree. Different soil pots and different living PKL trees have been used for getting
V oc, Isc, Pmax, and rin of the electrochemical cell. It is shown that the performance
of the second condition is better than the first condition. This work is very new and
innovative. This work can help to light the LED bulb.

Keywords Soil · Living PKL · Zn/Cu electrodes · Electrochemical cell · Internal
resistance

1 Introduction

It has been conducted research on living PKL trees using Zn/Cu-based electrodes
before this research work [1–6]. This has also been conducted—voltage cultivation
from fresh leaves [7–12]. But this has not ever been done—Zn/Cu electrodes-based
electrochemical cell using soil of a pot and living PKL tree for electricity cultivation
[13–19]. It is mentioned that the PKL tree grows itself in the same soil pot, where Zn
and Cu plates have been immersed it to the soil [20–24]. Electricity can be produced
during the PKL gardening surrounding the house or home or terrace. Any person can
cultivate electricity by this research work [25, 26]. Even a handicapped person can
cultivate electricity through this research work. It will help the people to cultivate
electricity when the traditional fuels like oil, gas, and coal will be finished within
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Table 1 Length and surface area of Cu and Zn electrodes for two cases

Name of the plate Condition of the plate Length (cm) Breadth (cm) Area (cm2)

Zn Zn plate immersed in the
soil of the pot

4.50 4.40 19.80

Zn Zn plate occupied length
embedded by the PKL

8.50 4.40 37.40

Cu Cu plate immersed in the
soil of the pot

7.80 5.80 45.24

Cu Cu plate occupied length
embedded by the PKL

11.00 5.80 63.80

twenty-first century [27]. The open-circuit voltage was 1.01 V for Cu/Zn electrodes-
based electrochemical cell using soil of a pot and living PKL tree, whereas it was
0.99 V for Zn/Cu electrodes-based electrochemical cell using soil of a pot and living
PKL tree.

Objectives:

(i) To generate electricity using soil and living PKL tree.
(ii) To study the internal resistance of this system.

2 Methodology

2.1 Materials Used for This Research Work

The specifications for both Zn and Cu plates are given by the following and has been
summarized in Table 1:

For Zn Plate: Zn plate immersed in the soil of the pot = 4.50 cm, breadth of the
Zn plate = 4.40 cm, area of the Zn plate = 19.80 cm2, Zn plate occupied length
embedded by the PKL = 11.0 cm, breadth of the Zn plate = 4.40 cm, and area of
the Zn plate embedded by the PKL = 48.40 cm2.

For Cu Plate: Cu plate immersed in the soil of the pot = 7.8 cm, breadth of the Cu
plate= 5.8 cm, area of the Cu plate= 45.25 cm2, Cu plate occupied length embedded
by the PKL = 8.5 cm, breadth of the Cu plate = 5.8 cm, and area of the Cu plate
embedded by the PKL = 49.3 cm2.

Table 1 shows the length and surface area of Cu and Zn electrodes for two cases.
The first case is Zn and Cu plates immersed in the soil of the pot, and the second
case is Zn and Cu plate occupied length embedded by the PKL.

It is shown from Fig. 1 that the voltage measurement for Zn in soil and Cu is
above leaf, and it is also shown from Fig. 2 that the voltage measurement for Cu in
soil and Zn is above leaf. The living PKL tree lives on the soil of the pot. The leaf
of the living tree and the soil of that tree makes an electrochemical cell. The soil of
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Embedded part of a Cu Plate with leaf

Immersed part of a Zn Plate into the soil of the pot

Fig. 1 Experimental setup Zn in soil and Cu is on leaf

the pot and the leaf works together as an electrolyte. Zn and Cu plates work as an
electrolytes. The two different mediums—soil and living leaf—are in the same pot
and apart by 0.6 m. The electrochemical cell was made by a single Cu plate and a
single Zn plate. A part of the Cu plate and Zn plate was immersed in the soil of the
pot and was embedded with the leaf. It has been used plastic clip for tightening the
embedded living PKL leaf (Table 2).

3 Results and Discussion

It is shown that (in Fig. 3) V oc versus T.D. (h) for Cu plate is embedded with leaf
and Zn plate is in the soil. It is mentioned that the observation was for 13 h. The
surface area of the Cu plate embedded with leaf is 63.80 cm2 and the surface of the
Zn plate is in the soil is 19.80 cm2. From this observation, it can be concluded that
the self-discharge characteristics for such type of soil–leaf electrochemical cell is
viable and feasible compare to other electrochemical cells/battery system (Table 3).

It is shown (Fig. 4) that the variation of Isc with the variation of T.D. (h) for
Cu plate is embedded with leaf and Zn plate is in the soil. It is mentioned that the
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Immersed part of a Cu Plate into the soil of the pot

Embedded part of a Zn Plate is embedded with leaf

Fig. 2 Experimental setup Cu in soil and Zn is on leaf

Table 2 Data collection forVoc, Isc, internal resistance (rin), andPmax duringCu plate is embedded
with leaf and Zn plate is in the soil

T.D. (h) Voc (V) Isc(A) Pmax = Voc * Isc(W) rin = Voc/Isc (�)

00 1.00 0.002 0.205 487.80

01 1.00 0.002 0.205 487.80

02 1.00 0.002 0.205 487.80

03 1.00 0.002 0.205 487.80

04 1.00 0.002 0.205 487.80

05 1.00 0.002 0.205 487.80

06 1.00 0.002 0.205 487.80

07 1.01 0.002 0.206 495.10

08 1.01 0.002 0.206 495.10

09 1.01 0.002 0.206 495.10

10 1.01 0.002 0.206 495.10

11 1.01 0.002 0.206 495.10

12 1.01 0.002 0.206 495.10

13 1.01 0.002 0.206 495.10
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Fig. 3 Voc—T.D. graph during Cu plate is embedded with leaf and Zn plate is in the soil

Table 3 Data collection for Voc, Isc, internal resistance (Rin), and Pmax during Cu plate into the
soil and Zn plate is embedded with leaf

T.D. (h) Voc(V) Isc (A) Pmax = Voc * Isc (W) Rin = Voc/Isc (�)

00 0.75 0.006 0.45 126.48

01 0.75 0.006 0.48 116.28

02 0.75 0.006 0.46 121.56

03 0.75 0.006 0.48 117.37

04 0.75 0.006 0.46 121.95

05 0.75 0.006 0.47 118.86

06 0.75 0.006 0.46 122.35

07 0.74 0.007 0.49 112.29

08 0.74 0.006 0.46 118.21

09 0.74 0.006 0.48 115.26

10 0.74 0.007 0.48 113.85

11 0.74 0.006 0.48 114.20

12 0.74 0.007 0.48 113.50

13 0.74 0.007 0.48 113.67

Fig. 4 Isc—T.D. (h) graph
during Cu plate is embedded
with leaf and Zn plate is in
the soil
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observation was for 13 h. It shows that the variation of Isc = 0 for 13 h. The surface
area of the Cu plate embedded with leaf is 63.80 cm2, and the surface of the Zn plate
is in the soil = 19.80 cm2.
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Fig. 5 Pmax—T.D. graph during Cu plate is embedded with leaf and Zn plate is in the soil
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Fig. 6 Rin—T.D. (h) curve during Cu plate is embedded with leaf and Zn plate is in the soil

It is mentioned that the observation was for 13 h. It is shown that the difference
of maximum power is 0.01 W for 13 h. The surface area of the Cu plate embedded
with leaf is 63.80 cm2, and the surface of the Zn plate is in the soil is 19.80 cm2.
From this observation, it can be concluded that the self-discharge characteristics for
such type of soil–leaf electrochemical cell is viable and feasible compared to other
electrochemical cells/battery system.

Figure 7 shows the open-circuit voltage versus time duration for Cu plate in the
soil and Zn plate is embedded with PKL leaf. It is mentioned that the observation
was for 13 h. It shows that the difference of open V oc is almost 0.01 V for 13 h. The
surface area of the copper plate immersed in the soil was 45.24 cm2, and the surface
of the Zn plate embedded with leaf was 37.40 cm2. Finally, it is concluded that the
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Fig. 7 Voc—T.D. graph during Cu plate immersed in the soil and Zn plate is embedded with leaf
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Fig. 8 Isc—T.D. (h) curve
during Cu plate into the soil
and Zn plate is embedded
with leaf
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discharge characteristics of the soil–leaf electrochemical cell is better than the other
electrochemical cell comparison to other electrochemical cell.

It is shown from (Fig. 8) that the graph of short Isc versus the T.D. (h) for Cu plate
into the soil, and Zn plate is embedded with leaf. It is mentioned that the observation
was for 13 h. It is shown that the variation of Isc is 0.001 A for 13 h. The surface
area of the Cu plate immersed in the soil was 45.24 cm2, and the surface of the Zn
plate embedded with leaf was 37.40 cm2. It is shown that the Isc was greater for Cu
plate in the soil, and Zn plate is embedded with leaf than for Zn plate into the soil,
and Cu plate is embedded with leaf comparison with Figs. 4 and 8.

It is shown from Fig. 9 that the change of Pmax versus T.D. (hr) for Cu plate in
the soil, and Zn plate is embedded with leaf. It is mentioned that the observation was
for 13 h. It is shown that the variation of maximum power is 0.03 W for 13 h. The
variation of maximum power was not constant, but it was fluctuated up to 13 h from
starting. The surface area of the Cu plate immersed in the soil was 45.24 cm2, and
the surface of the Zn plate embedded with leaf was 37.40 cm2.

Figure 10 shows the variation of internal resistance with the variation of time
duration for Cu plate into the soil, and Zn plate is embedded with leaf. It is mentioned
that the observation was for 13 h. It shows the variation ofRin is 14.19� for 13 h. The
variation of internal resistance was not constant but it decreases, and it was fluctuated
up to 13 h from starting. The surface area of the Cu plate immersed in the soil was
45.24 cm2, and the surface of the Zn plate embedded with leaf was 37.40 cm2.

Fig. 9 Pmax—T.D. (time
duration) curve during Cu
plate into the soil and Zn
plate is embedded with leaf
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Fig. 10 Rin—T.D. (h) curve during Cu plate into the soil and Zn plate is embedded with leaf

4 Conclusions

It is found that for the Zn plate was placed in the soil of the pot and the Cu plate was
embedded on to the living PKL tree, the maximum and minimum V oc, Isc, Pmax, and
internal resistance (rin) were 1.01 V and 1.00 V, 0.002 and 0.002 A, 0.206 W and
0.205W„ and 495.5� and 487.5�, respectively. It is also found that for the Cu plate
was placed in the soil of the pot and the Zn plate was embedded on to the living PKL
tree, the maximum and minimum V oc, Isc, Pmax, and internal resistance (rin) were
0.75 V and 0.74 V, 0.007 A and 0.006 A, 0.49 W and 0.45 W, and 126 � and 112 �,
respectively. By comparing the above two conditions, it can be concluded that when
the Cu plate was placed in the soil of the pot, and the Zn plate was embedded on to
the living PKL tree is better than the Zn plate was placed in the soil of the pot and
the Cu plate was embedded on to the living PKL tree.
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Comparative Studies of VL, IL, and PL
from Different Vegetative and Fruits
Electrochemical Cells

Kamrul Alam Khan, Md. Sayed Hossain , Salman Rahman Rasel,
and Sumanta Bhattacharyya

Abstract The experiment is carried out to study the electrical energy harvested from
the four types of living plant extracts like PKL, pandan leaf, red spinach, and green
chili based on electrochemical cells and to utilize the generated electricity for lighting
systems. Plant extracts were used as electrolytes where Zn andCu plates were used as
a cathode and anode in this investigation. This researchwork aims to find out themore
sustainable energy source by comparing the sources of PKL, pandan leaf, red spinach,
and green chili extracts. Here, six electrochemical cells were used and connected in
a series combination. LED bulb was used as a load. From experiments, three circuit
parameters (load voltage, load current, and load power) have been compared for
the PKL, pandan leaf, red spinach and green chili electrochemical cells such as (i)
the maximum and minimum load voltages are 5.52 V, 3.75 V, 3.74 V, and 3.73 V,
respectively; and 5.18 V, 3.73 V, 3.72 V and 3.69 V, respectively; (ii) the maximum
and minimum load currents are 760 mA, 10.10 mA, 7.50 mA, and 0.60 mA; and
440 mA, 9.40 mA, 7.10 mA, and 0.30 mA, respectively, and (iii) the maximum and
minimum load powers are 420mW, 26.26mW, 18.00mWand 0.90mW, respectively,
and 230 mW, 24.94 mW, 16.04 mW, and 0.45 mW, respectively. Electrochemistry is
responsible for electricity generation. Finally, it is concluded that the electrochemical
cell for the PKL extract is better than the other cells. This work is innovative.

Keywords Plant energy harvest · Comparative studies · Electrochemical cell ·
VL · IL and PL
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1 Introduction

The fossil fuels are the mineral resources, and they will be finished due to the
increased usages of these fossil fuels in near future [1–5]. Since it will become
extinct after some period and then, the more sustainable form of different sources
of energy like solar, wind, geothermal, biogas, biomass, water, wave, tidal, and
ocean thermal energy conversion (OTEC) energy will be needed. Furthermore, the
burning of fossil fuels is not environment-friendly and eco-friendly also [6]. The
world became polluted over the past centuries due to the use of fossil fuels like oil,
gas, and coal [7, 8]. The main cause of greenhouse effect is the use of fossil fuels
[9–13]. Several studies have been conducted to determine the amount of electrical
potential generated by living plants [14]. A PKL electric converter has been designed
and fabricated for using different electric appliances like LED lamp, radio, TV, fan
whichwas invented in the Physics department of JagannathUniversity of Bangladesh
[15–18]. This technology is based on a natural process that can save the plants and
environment all over the world [19, 20].

2 Methodology

2.1 Materials Used for This Research Work

Six unit cells are used for this research work. Copper is used as the cathode, and
zinc is used as the anode. The electrodes are summerset into the cell and connected
in a series combination to flow the electrons to generate electricity. Experiments
have been done at room temperature (about 25 °C), and the average humidity was
about 66%. The composition of electrolytes is 60% extracts of PKL, pandan leaf, red
spinach, and green chili, 5% CuSO4 and 35% H2O. The circuit diagram is shown in
Fig. 1.

Figure 1 showed the six electrochemical cells for PKL, pandan leaf, red spinach,
and green chili electrochemical cells. Zinc and copper plates are used as electrodes.
Zn and Cu plates are connected in series combinations to flow electrons. This flow of
electrons produces electricity. PKL, pandan leaf, red spinach, and green chili extract
works as an electrolyte. Electrochemistry is responsible for electricity generation for
PKL, pandan leaf, red spinach, and green chili electrochemical cells.

It is shown the PKL extracts preparation in Fig. 2. The PKL was blended by a
blender machine. It is also shown that the bi-product was solid wastage.

Figure 3 shows the PKL unit cell for electricity generation. The Zn and Cu plates
were immersed into the PKL electrolyte.

Figure 4 shows the cycle from the production of pandan leaf extraction to the
electricity generation. It is also seen that the LED bulb is illuminated as final product
using pandan leaf electrochemical cell.
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Fig. 1 Experimental setup of an LED bulb lighting system using PKL, pandan leaf, red spinach,
and green chili electrochemical cell

Fig. 2 PKL extracts preparation

Figure 5 shows the workflow of the red spinach electricity generation system.
It is also seen that the LED bulb is illuminated as final product using red spinach
electrochemical cell.

Figure 6 shows the graphical abstract of the green chili electricity generation
system. It is also seen that the LED bulb is illuminated as final product using green
chili electrochemical cell.
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Fig. 3 PKL unit cell

Fig. 4 Graphical abstract of the pandan leaf electricity

2.2 Chemical Reactions

The oxidation has occurred at anode (Zn-plate), and reduction has occurred at cathode
(Cu-plate). This creates a movement of electrons flow from anode (Zn-plate) to the
cathode (Cu-plate) which generates current in the circuit. The total cell reaction is
given by the following:

Zn + Cu2+ + H+ → Zn2+ + Cu + H2 ↑ (1)

Here, Cu2+ = Reactant ions, H+ = Reactant ions, and Zn2+ = Product ions.
The loss of electron occurs at anode, and the gain of electrons occurs at cathode.

Furthermore, the metal at anode dissolved, and the metal at cathode grows.
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Fig. 5 Graphical abstract of the Red spinach electricity

Fig. 6 Graphical abstract of the green chili electricity

2.3 Energy Source

The energy for the PKL, pandan leaf, red spinach, and green chili electrochemical
cells comes from the chemical change in anode (Zn-plate) when it dissolves in PKL,
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pandan leaf, red spinach, and green chili extract. The anode (Zn-plate) is oxidized
inside the electrochemical cell. It has been also exchanged some electrons with the
organic acid for electricity generation. As the cell does not require any externalmeans
to harvest the green energy, therefore, this kind of cell is worked as primary cell.

2.4 Flow of Electrons

From the chemical reactions, it is found that electrons always flow from the anode
(Zn-plate) to the cathode (Zn-plate). The cell potential at standard state condition
(Eo

cell) indicates that electron flows from the more −ve half reaction to the more +
ve half reaction.

3 Results and Discussion

Acomparative study has been carried out using four different plant extracts like PKL,
pandan leaf, red spinach, and green chili. Graphical results have been discussed in
the following.

It is shown (in Fig. 7) that the VL harvested from PKL, pandan leaf, red spinach,
and green chili extract over time. It is seen that the load voltage was maximum
(5.52 V) for PKL, and it reached to 5.18 V after 120 h. It is found that for all cases
except PKL, the harvested load voltage was almost stable up to 120 h. From Fig. 7, it
is also observed that the change of load voltages with time for pandan leaf, R spinach,
and green chili electrochemical cells was less than the load voltage of the cell.

Figure 8 shows the change of load current versus time duration for PKL, pandan
leaf, red spinach, and green chili extract electrochemical cells. It is shown that that
the load current (760 mA) was maximum for PKL. It shows that the change of load
current with time for pandan leaf, red spinach, and green chili electrochemical cells
was less than the IL of PKL cell.

Figure 9 shows the change of load power with the variation of time duration for
PKL, pandan leaf, Red spinach, and green chili extract electrochemical Cell. It is
shown that that the load power (420 mW) was maximum for PKL. It shows that
the change of load power with time for pandan leaf, red spinach, and green chili
electrochemical cells was less than the load power of electrochemical cell based on
PKL.

From the above all comparative study, it is found that the VL, IL, and hence
PL were higher for the PKL extract than pandan leaf, red spinach, and green chili
electrochemical cells.
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Fig. 7 VL versus T.D. (h) curve

Fig. 8 Load current versus time duration curve
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Fig. 9 Load power versus time duration curve

4 Conclusions

Electricity generation using different types of fruits and vegetables like PKL, pandan
leaf, red spinach, and green chili extract has been discussed. Vegetative and fruits
store chemical energy in their leaves and fruits in the form of chemical bonds.
When electrodes are immersed into the electrolytes, ions move toward the elec-
trodes which produce electricity. Finally, it is found that PKL is better than the
other pandan leaf, red spinach, and green chili extract-based electrochemical cells.
This work is beneficial to reduce the use of conventional energy sources, and it can
reduce the greenhouse gasses released during power generation. This research area
on harvesting green energy can play an instrumental role in developing a system for
electronic/electrical appliances and create a new horizon in green energy research
for scientific communities through electrochemical cells.
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Fractional Order Modified AWPI Based
DC-DC Converter Controlled SEDC
Motor

Rimi Paul

Abstract In this paper, a fractional ordermodifiedAntiWindup (AW) proportional–
integral (PI) scheme is designed to generate the switching gate pulse of buck converter
to control the speed of separately excited DC (SEDC) motor for low speed appli-
cations. Input saturation is a constraint on all real-time motors. Furthermore, for
DC-DC power converters, the duty cycle is the natural control input. Therefore, to
keep off the wind up phenomena, the output of a new modified fractional order
back calculation-based AW scheme with PI controller is compared to the repetitive
sawtooth waveform for switching pulse generation in closed loop speed tracking
system. Here, fractional tuning gain of integrator contributes additional flexibility.
To ameliorate the steady state error as well as tracking speed performance compared
to the AWPI and fractional order AWPI controller, this new controller is formu-
lated by taking the difference between AW tracking time constant and proportional
gain connected to the output capacitor voltage signal. It can be observed that the
new controller, with its two configurable parameters, outperforms in terms of speed
tracking. Also, it can minimize the integral time absolute error (ITAE) and integral
squared error (ISE). In presence of noise, both fractional order controllers perform
well compared to the integer order controller by showing their potency for speed
tracking as well as disturbance rejection.

Keywords Fractional order modified AWPI controller · DC-DC Buck converter ·
SEDC motor

1 Introduction

A DC-DC converter, an electromechanical device, turns the unregulated DC input
into a controlled DC output at a preferred voltage level by adjusting the duty ratio
for different DC motor drive applications such as fuel cell vehicles [1], in PV system
[4], battery operated system [6], etc. DC-DC buck converter [2–4] is addressed by
employing an anti windup PI approach in [3]. Here, a perturbed buck converter is
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designed using a Lyapunov based constructive approach for output feedback stabi-
lization. Valenzuela [4] introduced a Lyapunov based PI with back calculation AW
controller for input saturation. To optimize the performance during saturation and
to restrict inductor current within a specific range, an anti windup strategy is used
in [5–8]. Because of the superior performance, dependability, and changeable speed
control, direct current (DC) motors play a large part in modern industrial drives
such as battery operated [17] vehicles, electric trains, and so on [9]. Researchers
have used a variety of control measures [9, 10] for controlling the motor’s speed
to avert machine damage, slow rise time and high overshoot. Khubalkar et al. used
an embedded platform to construct the digital fractional order proportional integral
derivative (FOPID) controller for speed control of buck converter fed DC motor
[11]. In simulation environment of the buck converter driven DC motor in [12], two
feedback control techniques (LQR and PI controller) are constructed and tested. A
solar panel [13] is linked to the DC-DC converter’s input for controlling speed of
separately excited DCmotor [15, 16] for getting below rated speed [13, 14]. To drive
the gate pulse of DC-DC converter fed DC motor’s speed control in closed loop
approach, PI controller is compared with repetitive sawtooth waveform to generate
pulse width modulation [18]. However, traditional controllers have constraints in
optimizing between contradicting objectives such as fast reaction, small overshoots,
and zero steady state errors as well as being insensitive to load-torque disturbances
[10]. To obtain more precise and robust control performances, the fractional order
(FO) [19] PID controller [20] is also studied in speed control of DC motor [10, 11,
15]. In practice, it is often observed that the performance of a PID controller [4] or
FOPID controller [8, 9, 15] can be severely restricted due to the saturation of the
actuators [7, 8], converter driven DC motor drives [11, 15, 18]. Therefore, consider-
ation of actuator saturation is necessary to avoid poor performance of the controller
and the instability [11]. Here, an effective methodology for speed control of buck
converter driven SEDC motor model is taken and a fractional order modified anti
windup PI controller is designed and compared to the repetitive wave to generate
PWM signal for the converter. The performance of this new controller is compared
with FO-AWPI and IO-AWPI controller. This paper has been articulated as follows:
in the next Sect. 2, the description of converter with SEDC motor is demonstrated.
The tuning parameter of derivative gain is kept zero. A fractional order modified
AWPI controller is manifested in Sect. 3. Section 4 delineates the performance study
and the comparison of the three controllers.

2 Converter Design for Separately Excited DC (SEDC)
Motor

One of the main performance features for industrial applications in electric drives
systems is an efficient dynamic speed command tracking response [18]. A separately
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Table 1 Parameters of plant with converter

Plant with converter Specifications

SEDC motor 5 hp, 240 v, 1750 rpm; Armature resistance (ra) = 0.78�, inductance
(La) = 0.0161 H, Field armature mutual inductance (Laf) = 1.234 H,
Inertia (J) = 0.05 Kg-m2, Viscous friction coefficient (Bm) =
0.01 N-m-S, coulomb friction torque = 0

DC-DC Buck converter Input voltage (VHv) = 500 V, Output voltage (VLv) = 120 V-160 V,
switching frequency = 16 kHz, 0.5%voltage-ripple ratio on the
capacitors

excited DC motor (SEDC) is utilized as a plant in simulation instead of permanent-
magnetDCmotors due to constrained ratings such as fewhorsepower and amaximum
speed constraint. This paper addresses armature voltage control approach to obtain
the speed below rated speed of the SEDC motor using DC-DC Buck converter. The
parameters of the plant (SEDC motor) with the converter are shown in Table 1.

The speed (ωm) in rpm can be controlled [18] using (1)

ωm = 1

kaϕ f

(
Vt − Ra

T
Tem

)
(1)

Here, ka =Armature constant;ϕf =Constant field flux inWeber; Vt =Buck converter
output in volt; Tem = Electromagnetic Torque in N-m.

3 Fractional Order Modified AWPI Controller

The FO-PI controller with anti windup technique [8] is introduced here to ameliorate
the controller performance by addressing the problem of actuator saturation [4, 8],
i.e. a long time is required to reach the output in steady state [5]. However, inclusion
of the fractional parameter in this method, the integral action for zero actuating
signals is not fixed. In addition, by choosing the right fractional parameter value, it
is possible to get a faster time response and better denoising. The AWPI controller
[8] output signal is

u(t) = Kpe(t) + (KI + TI (usat − u))

∫
e(t)d(t) (2)

In this AW scheme, controlling the tracking constant (TI), the integral value can
be reduced during integral saturation. Here, modified back calculation-based anti

windup scheme [8] is used and 1
TI
is chosen as half of

√
Kp

Ki
. In the proposed fractional

order AW strategy, integer order integrator in Eq. (2) is substituted by a fractional
order integrator to obtain switching frequency of the gate terminal of buck converter.
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Here, the Riemann–Liouville definition of fractional integration is employed [19].
To generate FO-AWPI control output (ufc(t)), Eq. (2) is modified:

ufc(t) = KPe(t) + (Ki + Ti(usat − u))Dμ ∫ e(t)d(t) (3)

where KP and KI are proportional and integral gain value. Here, μ ∈ �;� < 0. Dμ

can be written as D−μ. The term fractional integration D−μ e(t) [19] is defined as

D−μe(t) = 1

�(μ)

∫ t

0
(t − τ)μ−1e(τ )dτ (4)

Here, control laws are taken as (i) overshoot should be less than 20%; (ii) 2%
settling time. Based on this control law, the FO-AWPI scheme for SEDC motor
control furnishes large steady state error (ess) though it can reduce the settling time
and percentage (%) overshoot for tracking speed performance compared to the IO-
AWPI controller. But in both cases, ess is much higher. In this paper [20], a new
integer order PID control scheme is proposed to control the gate pulse of the boost
converter. Motivated from the given idea in [20], this new PID control structure was
incorporated initially with a FO-AWPI controller for buck converter-based SEDC
motor control. But implementing this scheme for FO controller does not help to
reduce the steady state error. Therefore, a modified scheme is introduced with a
FO-AWPI controller. The output voltage of capacitor is fed back and the modified
control (umfAW(t)) signal is shown below:

umfAW(t) = KPe(t) + (Ki + TI(usat − u) − KP1 ∗ Vc)D
μ

∫
e(t)d(t) (5)

Here, the feedback capacitor voltage is multiplied with proportional gain KP1

only. Initially, the term (KP1 ∗ Vc) was added to the tracking time constant (TI).
If KP1 increases, the integration of three added gain values increase the overshoot
and settling time with reduction of steady state error. But low value of KP1 provides
longer time to settle. Therefore, the control signal in Eq. (5) is designed to improve
the tracking performance. Here, Z-N tuning method is utilized for KP and Ki value.
These values are kept constant for all control structures. Formodified fractional order
AWPI controller, KP1 value is used by taking KP

TI
and regulated to study its perfor-

mance. Fractional order modified AWPI controller is implemented using MATLAB
SIMULINK which is shown in Fig. 1.

4 Experimental Result

Here, a SEDCmotor is controlled by aDC-DC step down converter or buck converter
whose input DC voltage is 120 V. The motor is considered for low speed application
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Fig. 1 Fractional order modified AWPI controller for buck converter controlled SEDC motor

with 2% pulsating torque at 600 rpm. Here, 300 V NiMH battery is considered and a
battery source is used as input of the converter in the MATLAB SIMULINK block.
The design specifications are shown in Table 1. From Table 1 data, for 5 hp motor
with converter, the calculations are shown below:

2% basis permissible pulsating torque = 0.4069 N-m;

Rated torque = 20.3427 N-m.

The fundamental current to produce 2% pulsating torque = 0.3272 A;
Tomeet the fundamental current, the required switching frequency is 15.826 kHz.

Therefore, in constant torque region, pulse width modulation (PWM) technique with

switching frequency
(
fs = 1

Ts

)
of 16 kHz is applied to the buck converter. Here,

closed loop feedback speed control of SEDC motor is designed to keep constant the
speed during any load disturbances.

Here, duty cycle is D = TOn
Ts
; TOn = On time of the pulse in ms; Ts = Switching

time. During TON, inductor current is calculated.

�IL = 1

fsL
(Vs − Vo)D = 49.7067Amp

The average inductor current (ILavg) or output current= 31.0667Amp. For contin-
uous inductor current operation, minimum inductance 72.425 µH is considered.
Here, in an open loop mode, the motor provides sluggish output speed response.

To generate the switching pulse to trigger the power switch, PI controller with
anti windup strategy is used and compared to the sawtooth signal in [4, 5, 8]. Here,
to enhance the performance of AWPI controller, integer order integral controller is
replaced by fractional parameter. The additional tuning knobprovides extra flexibility
without disturbing the proportional and integral gain value in presence of noise [19].
This fractional order AWPI controller is then modified by connecting the gain KP1

to add an extra tuning knob to achieve more flexibility as well as to improve tracking
performance and denoising performance without disturbing the other three tuning
knobs with or without noisy system. The MATLAB SIMULINK block with new
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Table 2 Performances of
controllers

Specifications AWPI
controller

FO-AWPI
controller

FO modified
AWPI
controller

% Maximum
overshoot

2.2347 1.2876 0.8887

Rise time in s 0.0607 0.0632 0.0641

Settling time in s 0.0819 0.0725 0.0668

Peak time in s 0.0778 0.0789 0.0789

Steady state
error

2.2480 2.2798 0.1049

% Initial
undershoot
(%IU)

2.5780 2.5760 2.5761

control scheme-based converter controlled motor shown in Fig. 1 is used to control
the speed in 600 r.p.m. The performances of three controllers, i.e. IO-AWPI, FO-
AWPI, and fractional order modified AWPI controller are shown in Table 2. The
output speed responses are shown in Fig. 2. From Table 2, it is seen that by keeping
the gain values KP, Ki, TI, andμ constant and by varying only KP1 value, the tracking
performances of new controller such as percentage maximum overshoot (%MO),
settling time (Ts), and steady state error (ess) are reduced. In comparison with IO
and FO controller, it is found from Table 2 that fractional parameter helps to improve
tracking performance by reducing %MO, Ts, and %IU. But it leaves a higher ess
value for the FO-AWPI controller-based motor speed tracking case. New modified
controller improves tracking performance but it increases rise time which indicates
slightly sluggish response compared to other two controllers.

Fig. 2 The output speed tracking response of three controllers based buck converter controlled
SEDC motor
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Fig. 3 Performance indices of three controllers

Here, the performance of the error signal, i.e. ISEor e2 and ITAEor timemultiplied
e1 is also measured and compared for three controllers shown in Fig. 3. It is observed
that the new controller minimizes both ISE and ITAE. Also, both FO controllers
perform well by minimizing integral time squared error (ITSE) compared to the
integer one in this case.

To showcase the efficacy of the new controller in presence of noise, the band
limited white noise with noise power 0.0005W/Hz is taken. Compared to the perfor-
mances of IO version shown in Table 3, FO-AWPI controller reduces rise time and
steady state error. It also improves disturbance rejection performance, i.e. increases
signal to noise ratio (SNR) by lowering mean squared error (MSE) [19]. In this case,
IO controller slightly reduces %MO and settling time (Ts). Due to one extra knob,
new controller yields better reduction of%MOand Ts compared to others. Therefore,
by adjusting two flexible parameters of fractional order modified AWPI controller,
both tracking and denoising performances can be ameliorated compared to the IO-
AWPI controller-based converter controlled motor speed tracking system. It is also
observed that both FO and new controller reduce the ISE and ITAE compared to
integer order controller. The similar tracking and denoising performances are also
observed for the magnitude of 0.001 W/Hz process noise with higher sampling rate
case.

Table 3 Performances of
controllers in presence of
noise

Specifications AWPI
controller

FO-AWPI
controller

FO modified
AWPI
controller

% Maximum
overshoot

8.6333 8.8845 8.0734

Rise time in s 0.1156 0.1153 0.1163

Settling time in s 0.2657 0.2689 0.2586

Steady state
error

13.2391 12.2657 14.0928

SNR in dB 13.6192 13.79 13.74
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5 Conclusion

This paper introduces a new fractional order modified AWPI controller for switching
pulse generation of buck converter controlled SEDC motor for low speed applica-
tions. The new controller’s performance is measured and compared in closed loop
mode to that of the FO-AWPI and IO-AWPI controllers. Because of its extra tuning
value, this new controller furnishes lower maximum overshoot, settling time, and
steady state error than the FO and IO versions. In addition, for noisy case, when
compared to an IO controller, both FO and modified FO controllers perform well
in terms of tracking the reference speed and improving denoising performance, i.e.
increasing SNR and lowering MSE.
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A Non-Linear Modeling Towards the
Pade Approximated Electric Ventricular
Assist Device Using Describing Function
Technique

Tanmoy Singha, Soumyendu Bhattacharjee, Rudra Sankar Dhar,
Arindam Biswas, and Joydeep Dutta

Abstract One of the most remarkable menaces that attract attention in this “.com”
era is cardiac surgery. To prevent this, the electric ventricular assist device (EVAD)
has widely been put into practice, especially during the execution of the cardiac
surgery. Previous research works present function with the exponential time delay,
but this function haswidely been accepted as it has proved to be helpful in creating not
just polynomial form but exponential forms as well through the “Pade approximation
method.” This paper aims to unveil a nonlinear analysis through the EVAD system
by considering dead zone combined with saturated nonlinearity, which has resulted
in the creation of a converging stable limit cycle through analysis. Ultimately, by the
application of the Lyapunov stability theorem on the proposed nonlinear model, it is
vivid that due to the semi-definite energy function, Sylvester’s criteria are used, and
proper energy function for our proposed design has also been calculated.

Keywords Electric ventricular assist device (EVAD) · Non-linearity · Lyapnuov
stability

1 Introduction

In 1964, prosthetic research was initially started at the national level. The specific
part of the human physique comprising with heart, veins, capillaries and arteries, the
components of the desktop responsible (circulation of fluids, blood) for short-term,
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Fig. 1 Standard model approach for EVAD

is used in end-stage coronary heart failure [1]. EVAD is a device that mostly aids
the medical clinical activities and is usually used for the mobility and compression
of liquid and particularly for those who have feeble hearts. Battery-operated electric
ventricular assist device that is implanted by the body is depicted by Fig. 1.

In the previous years, EVDAwasmostly used as a device or technique for objective
therapy, especially with patients in the end stage of heart failure.

2 Linear Control Model Analogy of EVAD System

Primarily, with the help of EVDA, two predominant jobs are executed. It powers
the pusher plate by adjusting the motor voltage. It fulfills the demand of the body
cardiac system by modifying the flow of blood circulation. As per the EVAD beat
rate, the flow of blood is accordingly adjustedwith the aid of the blood drift controller
[2, 3].Figure 2 describes the control system-based analogy of EVAD system. Gc(s)
represents the controller transfer function which is connected in series to improve
the response.

Gp(s) Σ

Controller

Gc(s)

Motor, Pump & Blood 

Sac

G(s)=e
-sT

+

-

R(s)

Desired Flow Rate

Y(s)

Blood Flow Rate

V(s)

Motor Voltage

Fig. 2 Linear control system-based model of EVAD
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3 PADE Approximation Technique Toward EVAD System

Electric ventricular assist device transfer function is depicted as G(s) = e−sτ . In
the field of engineering of control system, the frequency responses study should be
assessed as a logical transfer function, or we can say it is a rational transfer function.
In Control system engineering, the frequency response analysis of as a time delay
function must be approximated in a form of the rational transfer function, otherwise
the improvement of the system response will be a difficult task for a researcher. The
method that is most widely utilized and applied that has now been adapted is Pade
approximation. This function helps for approximation over a defined region inside
its arena in order to minimize errors. On [a, b], the rational approximation is f (x).
The most general wide accepted useful practice is the Pade Approximation. This
function helps to approximate over a small region of its domain to reduce the errors
as low as possible. The rational approximation of f (x) on [a, b] is quotient of two
different polynomials pu(x) and qv(x) which are having degree u and v, usually Su, v
(x).

Su,v(x) = pu(x)

qv(x)
for a ≤ x ≤ b (1)

Using computational algorithm, a rational approximation can easily be produced
which has a small error on [a, b] than an ordinary approximated polynomial [4, 5].
At x = 0, the functions f (x) and f (x) have to be continuous, according to the Padé
approximation approach. If (m + n) is true, and only if (m + n) is true, in terms of
f (s) and Su, v (x), power series expansions are equal; the rational function Sm, n (x) of
factors of S as u x v is also known as Padé approximantion of the function f (s). The
following Padé approximant can be used to approximate the function f (s).

Su,v(x) = pu(x)

qv(x)
= a0 + a1s + a2s2 + · · · + an−1sv−1

b0 + b1s + b2s2 + · · · + bn−1sv−1 + sv
(2)

The set of relation can be established as given below:

a0 = b0c0 (3)

a1 = b0c1 + b1c0 (4)

an−1 = b0cn−1 + b1cn−2 + · · · + bn−1c0 (5)

Once the co-efficient c j , j = 0, 1, 2 . . . is found and c j = (−1) j a j+2,1, the total
model can be represented as follows:
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G(s) = d0 + d1s + d2s2 + · · · + dn−1sv−1

e0 + e1s + e2s2 + · · · + en−1sn−1 + ensv
(6)

The deviations from the logical approximation of the delay function e(−s), as well
as the truncated errors within a finite series expansion, are steadily reduced using
this approximation method. The function e(−s) can be written in the following way.

e−τ s ≈
u+v∑

i=0

(−1)i
(τ s)i

i ! =
∑u

i=0 pi (τ s)
i

∑v
i=0 qi (τ s)

i (7)

The polynomial approximations must be built in such a way that the transfer
function e−τ s is easy to accomplish, robust, and optimal. The polynomials for S (u,
v) (x) from Eq. (7) can be estimated as follows:

e−τ s = 1 − k1s + k2s2 − k3s3 + · · · ± knsv

1 + k1s + k2s2 + k3s3 + · · · + knsv
(8)

The order of the approximation is represented by v, and the components k i are
functions of v. The values collated for K i for v = 1 and v = 2 have been given in
Table 2.

The second order Padé approximation (v = 2) is used in Eq. (8), and Hpade(s) has
been formulated with the purpose of obtaining a simple and optimal transfer function
choice:

Hpade(s) = 1 − k1s + k2s2

1 + k1s + k2s2
= 1 − τ

2 s + τ 2

12 s
2

1 + τ
2 s + τ 2

12 s
2

= τ 2s2 − 6τ s + 12

τ 2s2 + 6τ s + 12
(9)

As shown in Table 3, numerous values of settling time have been recorded and
tabulated.

Table 2 Values of k for the
order of v

When v = 1 When v = 2

k1 = τ
2 k1 = τ

2 , k2 = τ 2

12

Table 3 Settling time with
different τ value

τ Settling time (s)

2 3.11

1.5 2.34

1 1.56

0.6 0.934

0.2 0.311

0.1 0.156
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Fig. 3 Representing the root locus of EVAD system

From the above table it is clear that when τ = 0.1, the approximated system has
the least settling time of 0.156 second for different Settling Time. So,

Gpade(s) = 0.01S2 − 0.6S + 12

0.01S2 + 0.6S + 12
(10)

The above equation represents the Padé estimated transfer function for EVAD
system in linear control system-based approach. The root locus and Bode plot of the
system are given in Figs. 3 and 4, respectively.

From Figs. 3 and 4, it can be observed that the Pade approximatedmodel of EVAD
system considering transportation delay is stable in time domain. Now, in the next
section, we will analyze the system and check the stability considering all types of
nonlinearity present in the proposed system.

4 Designing of PID Controller Using Tuning Process
for Beneficial Performance of EVAD System

Ziegler Nichols tuning rule generally refers to the tuning method for the basic PID
controller. A computational approach helps to find out optimal sets of parameter
values of PIDcontrollers.Kp is the proportionate gain. These variables are the integral
timeT and the derivative timeT d together are expressed through the transfer function.
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Fig. 4 Representing the bode plot

Gc(s) = Kp

(
1 + 1

Tis
+ Tds

)
(11)

Initially, T i = ∞ and T d = 0 are set by the usage of proportional control action
only, whereas there is a tendency of kp The value of kp should be increased until it
reaches the critical value Kcr, when the output tends to show sustained oscillations.
The abovementioned parameters are reported in Table 4 according to the directed
formula.

Now, PID controller is fine-tuned and designed for EVAD system as per the
Ziegler–Nichols rules for Eq. (11) displays:

= 0.6Kcr

(
1 + 1

0.5Pcrs
+ 0.125Pcrs

)
(12)

If the frequency of sustained oscillation is ωcr, the R–H criterion is used to
determine the value of the critical gain Kcr; then, the system can be said to have
a mathematical model, where 2π

ωcr
= Pcr.

Table 4 Considered setting
PID values for Z–N tuning

Type of controller Kp T i Td

P 0.5 Kcr 0 0

PI 0.45 Kcr 1/1.2 Pcr 0

PID 0.6 Kcr 0.5 Pcr 0.125 Pcr
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The open-loop transfer function (approximated) for EVAD system considering
least settling time and without tuning is referred to as the Eq. (12) is given below.

Gpade(s) = s2 − 60s + 1200

s2 + 60s + 1200
(13)

In closed-loop transfer function in Ziegler–Nichols tuning method, with tuning is
exhibited as follows:

G(s) = KP

s3 + 60s2 + 1200s + KP
(14)

[Setting T i = T d = 0] Now, a Routh stability criterion is the primary section
which determines the value kp, and the device becomes slightly stable as a result of
the kp. The characteristics of the polynomial for the closed loop can be represented
as follows:

s3 + 60s2 + 1200s + KP = 0.
The Routh table has been formed and given below.

s3 1 1200
s2 60 KP

s1 [60×(1200)−kp)]
60 0

s0 KP 0

In order to get the value of critical gain (Kcr) of the system, the s1 row is to be
made to zero. Thus, 72000−60KP

60 ≥ 0.
From the above condition, the value of has been calculated as Kp = 1200. Hence,

Kp =Kcr = critical gain= 1200. Thus, maintaining thatKP equal toKcr, the attribute
equation is stated as.

The R–H array can be used to write the auxiliary equation as.

60s2 + Kp = 0 (15)

Using the value of Kp = 1200, we get s2 = −60/1200 = −0.05 in Eq. (18).
By inserting s = j, the equation can also be substituted with the value of s. As a

result,

ω = 0.23 is the equation (16)

This value of ω is called ωcr or critical frequency for PID controller.
Now, calculating Pcr = 2π

ωcr
= 2π

0.23 = 27. We may also calculate the values of Kp,
using the Z–N tuning rule. T i, T d using the values of Kcr and Pcr.

KP = 0.6Kcr = 720 (17)
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Fig. 5 The PID-tuned EDAV system’s response with τ = 0.1

Ti = 0.5Pcr = 13.5 (18)

Td = 0.125Pcr = 6.75 (19)

As the value of Kp, T i, T d, the transfer function of the PID controller was also
calculated using the equations from Eqs. (18) and (19).

Gc(s) = 1200

(
1 + 1

0.15s
+ 0.07s

)
(20)

The simulation result of EVAD system considering tuning is given below in Fig. 5.
IIt is observed after studying the response of Fig. 5, steady state error has been

minimized and stability criterion of the system that after tuning, i.e., the system
practically gives all of the required performance and stability, owing to the closed-
loop design or the 2nd order tuned by the EVAD system.

5 Type of Nonlinearity Present in EVAD System

To trace a nonlinear system’s function approach, it is important to define it as the
ratio of amplitudes (both complex and real parts) plus the phase angle between
the fundamental harmonic components in the output to input sinusoid. Sinusoidal
description function [6] is another name for it. V (X, ω) = Y1

X ∠� is the mathematical
expression. The phase shift � inside the sinusoidal component that is fundamental
component at output is depicted in the diagram below.
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Fig. 6 Overall
nonlinearity’s input–output
properties

The combination of dead zone and saturation, according to the results obtained
above, is the nonlinearity present in heart muscle.

Figure 6 represents the input verses output features of overall nonlinearity,whereas
Figs. 7 and 8 show the input and output waveform individually in the diagram below.

Let us consider x = Xm sinωt , then the corresponding output is given by the
expression y = 0, for 0 ≤ ωt ≤ θ1, = K .

(
Xm − M

2

)
, for θ1 ≤ ωt ≤ θ2, =

0, for(π − θ1) ≤ θ1,

A1 = 2

π

⎡

⎣
θ2∫

θ1

k

(
Xm . sinωt − M

2

)
cosωtd(ωt)

+
π−θ2∫

θ2

k

(
s − M

2

)
cosωtd(ωt)

Fig. 7 Input waveform
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Fig. 8 Output waveform

+
π−θ1∫

π−θ2

k

(
Xm . sinωt − M

2

)
cosωtd(ωt)

⎤

⎦ (21)

A1 = 0 (22)

After this, in order to calculate the value of B1, we must follow the necessary
steps:

B1 = 2K

π

[
Xm .θ2 − X.θ1 − Xm

2
sin 2θ2

+ Xm

2
sin 2θ1 + 2N cos θ2 − M cos θ1

]
(23)

As input is x = Xm . sin ωt , and at ωt = θ1, amplitude isM2 .M = 2Xm sin θ1.
So, sin θ1 = M

2Xm
.

Similarly at ωt = θ2, amplitude is s. So N = X sin θ2. So, sin θ2 = N
Xm

. Putting
these values

B1 = K Xm

π
[2(θ2 − θ1) − sin 2θ1 + sin 2θ2] (24)

Hence, mathematical expression of describing function for the nonlinearity is
expressed by

V (Xm, ω) =
√
A2
1 + B2

1

X
∠ tan−1 A1

B1

= B1

X
∠0 (25)
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= 1 − 2

π
[2(θ2 − θ1) − sin 2θ1 + sin 2θ2] for N > Xm >

M

2
(26)

The required description function for the suggested nonlinear architecture is
shown in Eq. (26).

6 Approach for Analyzing of Nonlinearity with the Use
of Describing Function and Simulation Result

We can keep track of all the different types of nonlinearity in the EVAD system by
putting them all in one block that represents the output attributes of the non-input
linearity, with the representing function already evaluated in the prior section, and
all the different types of linearity’s in another block. Through the use of a block
diagram, the following figure depicts the system with all of its linearity’s and many
nonlinearity’s (Fig. 9).

Now, the polar plot of the transfer function of EVAD system is simulation showing
in MATLAB and explained in Fig. 10.

Fig. 9 Represents the type of nonlinearity along with linear section

Fig. 10 Represents the polar plot of EVAD system
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Fig. 11 Represents the polar plot describing function of EVAD system

The frequency is changed in theMATLAB simulation according to the description
function shown in Fig. 11, and it is obvious that a robust limit cycle is constructed
for the suggested nonlinear EVAD system configuration based on simulation results.
As a result, it is reasonable to infer that the design will work in practice, opening the
way for implementation.

7 Lyapnuov Stability

In order to execute this, Lyapnuov’s direct method is applied on our preferred
nonlinear Pade approximated EVAD system to find the system stability. External
input is regarded to be zero for an autonomous system [6]. Thedead zone is considered
based on transportation delay. It has been observed that for T = 0.1 the system passes
the approximate value, the shortest time for settling 0.156 s.Gpade(s) = S2−60S+1200

S2+60S+1200 .
The state equations are given by

ẋ1 = −60x1 − 1200x2 (27)

ẋ2 = x1 (28)

where x1 and x2 represent the different states of the system. In case of our proposed
model, the energy function is considered to be v(t) = ax21 + bx22 . Taking the
derivative,

v̇(t) = δv

δx1
: ẋ1 + δv

δx2
.ẋ2 (29)
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Using Eqs. (34) and (35),

v̇(t) = −120ax21 − (2400ax1x2) + 2b (30)

Now, for a = 1, b = 1200, our energy function for EVAD system will be v(t) =
x21 + 1200x22 . As a result, Eq. (30) can be expressed as follows:

−v̇(t) = 1200x21 (31)

Equation (31) represents clearly that the time derivative is negative for our energy
function which indicate the stability of the system. Though Eq. (31) is a positive
quantity, yet, it is a semi-definite function as the function is totally independent of x1.
To find the trajectory, Jacobian of the function has been calculated and given below.
Equations (30) and (31) are considered to be the function “f ” and “g,” respectively.

J =
∣∣∣∣∣

δ f
δx1

δ f
δx2

δg
δx1

δg
δx2

∣∣∣∣∣ =
∣∣∣∣
−60 −1200
1 0

∣∣∣∣ (32)

The characteristics equation |λI − A| = 0 is solved to find the roots λ1 and λ2

which gives

λ2 + 60λ − 1200 = 0 (33)

So, λ1 = −30 + j60 and λ2 = −30 − j60 shows the system worked in an
asymptotically steady manner.

In our approached design, a proper energy function has also been calculated using
Sylvester’s criteria as the system’s energy function shows negative semi-definiteness.
Le V (x) = XT .P.X, i is a energy function where “X” is the state vector, and “P”
represents a two-dimensional matrix. By considering the derivative of the above-
mentioned energy function with respect to time, verification of the stability of the
proposed system can be given as below:

V̇ (X) = XT
(
AT .P + P.A

)
X (34)

Solving Eqs. (33)–(36), the values of P11, P22, P21, P12 are evaluated.

P11 = 1

40
, P22 = 90 and P21 = P12 = 1.

Hence, P =
∣∣∣∣

1
40 1
1 90

∣∣∣∣ > 0, which indicates P is positive definite, and as a result,

V (x) is also positive definite. According to Sylvester’s criteria,

V (X) = XT .P.X = 1

40
x21 + 2x1x2 + 90x22 (35)
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Equation (35) represents the proper energy function that are used in our proposed
nonlinear design of EVAD system.

8 Conclusion

The transfer function of an electric ventricular assist device (EVAD) is turned into
a useful polynomial function using the Pade approximation approach in this work,
and then, a nonlinear analysis of the model is shown because the EVAD system is
not linear but rather nonlinear. The system exhibits nonlinearity as a result of the
dead zone and saturation. The descriptive function technique is used to analyze the
nonlinearities. We are using descriptive function method which is used to determine
the nonlinearity’s. After significant research and observation, a convergent limit cycle
has been established, which is stable. The application of Lyapunov stability to our
proposed nonlinear model reveals that the technique is actually asymptomatically
stable in the form of Lyapunov since it has a semi-definite energy function. Finally,
using Sylvester’s criteria the proper energy function for our proposed design has also
been calculated which will be very much useful for future research work.
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MVO-Optimized Linear Quadratic
Regulator for Automatic Voltage
Controller System

Vineet Kumar, Veena Sharma, R. Naresh, and V. Kumar

Abstract The automatic voltage regulator (AVR) is regarded as a critical compo-
nent of an electrical power network, and its proper operation is essential for the
network’s efficient and protected process. The focus of this research is on devel-
oping an inexpensive and reliable control mechanism for AVR systems. As a result,
the multi-verse optimizer (MVO)-based linear quadratic regulator (LQR) scheme
has been explored and realized using MATLAB 2018a software, with the tran-
sient response stipulations equated to standard PID and two-degree of freedom
(2-dof) PID control provisions. The robustness of the proposed methodology has
also been explored in terms of parameter fluctuations caused due to external factors.
The obtained results have demonstrated that the proposed LQR-MVO-linked AVR
system has yielded better transient resolution as well as robustness when compared
with existing methodologies.

Keywords Linear quadratic controller · Optimal controller ·Multi-verse
algorithm · Robust controller

1 Introduction

TheAVR is required in any energy production network around theworld to ensure the
voltage constancy all through their functioning zone. Voltage steadiness is disrupted
for a variety of reasons, including fluctuating load demand, terminal disturbances,
reactive power demand and supply mismatches, and so on. To enable uninterrupted
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power apportionment with steadfast and innocuous practice, any energy-producing
network must operate at a predefined value of terminal voltage. Voltage variations
that exceed specified tolerated limitations can cause substantial destruction to appa-
ratus on both the user and supplier sides, compromising the power system network’s
reliability and security [1].

Traditionally, AVR structures used an amplifier to standardize the rotor field exci-
tation of synchronous generators’ rotor, but in order to achievemore specific and rapid
reaction, a separate control tool is required. The functions of traditional controllers
like PI and PID controllers have been developed by considerable research on AVR
control over the last few decades [2]. Later on, the researchers experimented with
several PID controller and its other modifications (FOPID, PID-N) [3]. According
to the literature study, analytical gain factor setting tactics suffer from several bottle-
necks such as poor transient performance, inability to address system’s changing
parameter uncertainty, model configuration complexities cannot be handled with the
inclusion of the particle swarm optimization, an innovative tactic of fine-tuning PID
gains had been investigated initially in [4]. In the sphere of voltage regulation issues,
the PSO technique is the highly investigated meta-heuristic optimization procedure.
The researchers also attempted to improve the quality of the AVR system’s time
domain response by using a PID controller that was tweaked using a variety of
meta-heuristic approaches [5]. Based on the findings of the literature review, optimal
control methods such as LQR can improve the operational efficiency of AVR. As a
result, additional research is required in this region. The major contribution of this
work is given as:

1. An AVR system has been contemplated in this work, and it is regulated with
the advantage of LQR controller.

2. In a novel attempt, the cost function parameters of LQR have been tweaked with
the backing of multi-verse optimization (MVO) approach.

3. The LQR-MVO method’s efficacy was assessed in terminologies of transient
response specification, and it was equated to meta-heuristically restrained
traditional methods of controller design.

2 System Considered

A straightforward AVR structure with controller composition and four essential
elements, amplifier, exciter, generator, and sensor, has been explored in this study.
A first-order transfer function was also used to represent these components.

The parameters of AVR system are provided in reference [6]. Since this study
involves state feedback controller, it is necessary to acquire state-space modelling
of this particular system given in Fig. 1. The required state-space model for this
fourth-order system has been provided in this section.
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Fig. 1 Schematic for AVR model

.

X (t) =

⎡
⎢⎢⎣

0 1 0 0
0 0 1 0
0 0 0 1

−27500 −3775 −1388 −113.5

⎤
⎥⎥⎦X (t)+

⎡
⎢⎢⎣

1
0
0
0

⎤
⎥⎥⎦u(t) and ,

Y (t) = [
0 0 250 −3375

]
X (t)

3 Linear Quadratic Regulator

For state feedback control design, the LQR approach is the most prevalent control
approach (Fig. 2). To find the best controller input, the LQR technique uses a linear
or linearized plant model and a quadratic performance criteria [7]. The LQR control
design is straightforward and easy to formulate. The fundamental goal ofLQRcontrol
design is to determine the value of control action that allows the system’s states
to be driven from an initial to a final state while meeting a set of performance
criteria. The ideal state feedback gain matrix (K) will be used to determine the
value of LQR control action, and the best state feedback gain is achieved by solving
the algebraic matrix Riccati equation (AMRE). The basic Lagrangian principle of

Fig. 2 Simplified pictorial interpretation of LQR
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addressing constrained optimization problems has been used to derive DMRE, where
the state-space version of the structure is regarded as the constriction. The general
objective function is defined as follows [7].

Cost Function (J ) =
t f∫

t0

[xt (t)Q(t)x(t)+ ut (t)R(t)u(t)]dt

Here, x(t) is the state trajectory, and u(t) is the input vector [8]. The cost function
weight matrices Q(t) and R(t) can be tweaked to get the LQ controller to perform as
needed [7]. These weights, in technical terms, describe the degree of freedom asso-
ciated with a specific state or input. Assume that if a given input’s weight is high,
the designer is attempting to minimize the cost function (or stabilize the system)
with a limited amount of that input. With any input, a lower weight indicates that
the input can be varied from its nominal value. Typically, these matrices are chosen
for design purposes using a trial-and-error method, and the proper tuning of these
weight matrices is very important for optimal calculation of control input (u). There-
fore, multi-verse optimization algorithm has been selected to properly tune the cost
function weights of the LQR controller design. In this study, the diagonal matrix has
been considered for simplicity, and off-diagonal elements of Q(t) will be considered
as zero [9].

4 Multi-verse Optimization Algorithm

MVO is a meta-heuristic technique inspired by the nature that strikes a good balance
between the exploration and exploitation phases. As a result, the chances of a solution
becoming trapped in local optimum are much reduced (Fig. 3). This allows the
operator to obtain an ideal solution in the fewest number of iterations possible, as
well as a quality resolution in a solitary run. The MVO algorithm has very limited
factors to stipulate, and henceforth, it has also diminished algorithm intricacy [6,
10–12].

The MVO algorithm is divided into three holes. Every single resolution is
compared to a universe, and each alterable component in the result is linked to
an item in that universe. In addition, we assign an inflation rate to each resolution
that is proportionate to the solution’s capability.

5 Results and Discussion

After running the simulation in MATLAB/Simulink, a variety of scenarios were
considered in order to evaluate the suggested methodology’s performance.
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Fig. 3 Algorithmic steps followed by MVO algorithm

5.1 General Assessment Case

Under this case, theMVO algorithm has been employed to optimally tune the param-
eters of LQR cost function. After using these optimized cost function weights, the
LQRmethod has been implemented to find best possible controller for AVR arrange-
ment in concern. Here, the diagonal elements of Q(t) matrix (q1, q2, q3, and q4),
along with a single element of R(t) matrix (r1), have been tuned using MVO algo-
rithm. To evaluate the performance of LQR controlled system, the transient response
plot has been obtained and is compared with the response from existing PID and
2-dof PID controlled systems. Table 1 presents the MVO-tuned augmented parame-
ters of PID, 2-dof PID, and LQR controllers. And the expression for integral squared
error (ISE) for this problem is given as:

ISE =
∫

(VReference − Vt )
2dt

From Fig. 4, it may be observed that the suggested MVO-based LQR controller
postulates enhanced transient functioning as compared to the conventional methods.
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Table 1 Numerical values of classical and LQ regulators’ gain factors

Controller Parameters tweaked after employing MVO Fitness value (ISE)

PID Kp = 0.6256; Kd = 0.0622; K i = 0.3086 0.3259

2-dof PID Kp = 0.6975; Kd = 0.0832; K i = 0.3071; b = 0.9984; c =
0.2865

0.3036

LQR q1 = 0.0011; q2 = 0.0083; q3 = 1.1812; q4 = 1.6873; r1 =
4.4647

0.2739
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Fig. 4 Transient response plots of the AVR system controlled usingMVO-tuned LQR and classical
controllers

Table 2 Specifications for
transient reaction acquired
from the standardized AVR

Controller RT (s) ST (s) PO (%)

PID 0.405 2.215 23.9

2-dof PID 0.378 2.07 20.8

LQR 0.357 1.783

Table 2 compares the transient response specifications obtained from different
controllers and establishes that the proposed method (LQR-MVO) gives better
settling time (ST), rise time (RT), and peak overshoot (PO) asmatched to the classical
control means.

5.2 Sensitivity Analysis

For this case study, the system parameter values of LQR-MVO-controlled AVR
prototype have been deviated from their rated value and the subsequent response has
been recorded while keeping the same control system parameters.
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Fig. 5 Transient graphs of terminal voltage after adjusting the exciter time constant

Table 3 Performance
assessment after enumerating
uncertainty

Change in Te (%) Settling time (s) Overshoot (%)

−50 4.17 21.5

−25 4.70 10.9

+25 5.02 22.1

+50 6.12

After considering plots in Fig. 5, it can be validated that the obtained transient
characteristic plots for parameter variation case are stable in nature. Also, Table
3 has confirmed that the LQR-MVO-controlled AVR system delivers good quality
dynamical effect even when system boundaries are disturbed from their fundamental
standards.

6 Conclusion

In this manuscript, an optimal control strategy (LQR) has been discussed and imple-
mented for the efficacy enhancement of AVR system in the power system network.
The linear quadratic regulator strategy has been embedded with multi-verse opti-
mization approach which has allowed the users to optimally tune the LQR cost func-
tion weights. The proposed LQR-MVO methodology has provided better transient
results when equated together with the existing traditional controllers. Moreover, the
proposed algorithm has provided good robustness against the parameter sensitivity
casewhen system parameterswere perturbed from their original value. The presented
work can be expanded after considering the generator field circuit dynamics in the
AVR system modelling.
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An Observation of Energy Density
for PKL, Aloe Vera, Myrobalan, Lemon,
and Tomato Electrochemical Cell

Md. Abdul Wadud, Kamrul Alam Khan, Md. Sayed Hossain ,
Salman Rahman Rasel, and Sumanta Bhattacharyya

Abstract It has been discussed about an observation of energy density of a PKL,
aloe vera, myrobalan, lemon, and tomato electrochemical cell. The PKL, aloe vera,
myrobalan, lemon, and tomato electrochemical cells are the primary cell. It can
generate the electrical power from chemical reaction. Everywhere of every country
needs electricity for their development. It is now proved that world needs renewable
energy sources to safeguard the future earth. It can be used 24 h unlike solar energy.
The each of the electro chemical cells were fabricated 2 half cells. It is obtained
that the energy density of PKL electrochemical cell is the best among all other
electrochemical cells.

Keywords Electrochemical cell · Leaves · Vegetative · Fruits · Energy density ·
Electrodes · Electrolytes

1 Introduction

Green technology is the most important technology for nowadays [1]. It is mini-
mized the adverse effects of the environment [2]. It is using as a safeguard of the
future earth. For any development, electricity is the utmost important for our daily
life [3–5]. Renewable energy is also called alternative energy. When non-renewable
energy sources is not possible to provide electricity, then renewable energy will
provide electricity. Because renewable energy does not have a limited source. It can
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be generated again and again and will never run out. For the growing development
of any country, it is needed the uninterrupted electricity generation system [6–8]. In
Bangladesh, around 79% electricity comes from the gas-based power system [9–12].
The renewable energy sources are the ecofriendly [9–13]. To keep it in mind, the
energy density of the PKL, aloe vera, myrobalan, lemon, and tomato electrochemical
cell has been studied in this research experiment.

2 Materials and Methodology

2.1 Methodology

It is shown in Fig. 1a, the experimental technique of basic chemical reactions to
generate electricity. Copper is called cathode or it is also called collector electrode.
The zinc electrode is called sacrificial electrode. When is dissolved into the leaves
extract, then Zn2+ flows from zinc plate to copper plate as an ionic wind. Figure 1b,
and c are for PKL and aloe vera cell, respectively.

Figure 2a shows an experimental set up for myrobalan cell. Figure 2b shows an
experimental set up for lemon cell, and Fig. 2c shows an experimental set up for
tomato cell.

Fig. 1 a Experimental technique of chemical reaction. b An experimental set up for PKL cell. c
An experimental set up for aloe vera cell

Fig. 2 a An experimental set up for myrobalan cell. b An experimental set up for lemon cell. c An
experimental set up for tomato cell
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2.2 Chemical Reactions

The oxidation has occurred at anode (Zn-plate), and reduction has occurred at cathode
(Cu-plate). This creates a movement of electrons flow from anode (Zn-plate) to the
cathode (Cu-plate) which generates current in the circuit. The total cell reaction is
given by the following

Zn + Cu2+ + H+ → Zn2+ + Cu + H2 ↑ (1)

Here, Cu2+ = Reactant ions, H+ = Reactant ions, and Zn2+ = Product ions.
The loss of electron occurs at anode, and the gain of electrons occurs at cathode.

Furthermore, the metal at anode dissolved and the metal at cathode grows.

2.3 Flow of Electrons

From the chemical reactions, it is found that electrons always flow from the anode
(Zn-plate) to the cathode (Zn-plate). In other words, it can be said that electrons
always flow from the oxidation half-cell to the reduction half-cell. The cell potential
at standard state condition (Eocell) indicates that electron flows from the more −ve
half-reaction to the more +ve half-reaction.

2.4 Electrochemistry

Zinc (anode) is oxidized:

Zn(s) → Zn2+(aq) + 2e− (2)

(Standard electrode potential −0.7618 V).
Copper (cathode) is reduced:

Cu2+(aq) + 2e− → Cu(s) (3)

(Standard electrode potential +0.340 V).
Hydrogen (cathode) is reduced:

H+
(aq) + 2e− → H2 ↑ (4)

(Standard electrode potential +0.340 V).
The net reaction is
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Zn(s) + Cu2+(aq) → Zn2+(aq) + Cu(s) (5)

(Open-circuit voltage 1.1018 V).

3 Results and Discussion

Figure 3 shows the curve of energy density (WH/Kg) for PKL cell with T.D.
(min).This finds that energy density for PKL cell is 6.995 × 10–3 WH/Kg, and
the minimum energy density for PKL cell is 0 WH/Kg. Therefore, the distinction
of energy density = 6.995 × 10–3 WH/Kg. It is also shown that energy density
increases linearly for 150 min and then it remains same for 570 min. Then, this
increases linearly for 1050 min and then after, this increases slowly for 1950 min.
Again, this follows zig-zag pattern and lastly, this has decreed exponentially till
23,491 min.

Figure 4 shows the curve of energy density (Wh/Kg) for aloe vera cell with T.D.
(min). This shows that the higher energy density for aloe vera cell is 3.3 × 10–3

WH/Kg, and the minimum energy density for aloe vera cell is 0 WH/Kg. Therefore,
the distinction of energy density = 3.3 × 10–3 Wh/Kg.

Figure 5 shows the curve of energy density (WH/Kg) for arum leaf cell with T.D.
(min). This found that the energy density for arum leaf cell= 8.49× 10–3 Wh/Kg and
theminimum energy density for arum leaf cell= 0Wh/Kg. Therefore, the distinction
of energy density = 8.49 × 10–3 Wh/Kg.

Figure 6 shows the curve of energy density (Wh/Kg) for lemon cell with T.D.
(min). This found that the large energy density for lemon cell is 4.56× 10–3 WH/Kg,

Fig. 3 Energy density (WH/Kg) for PKL cell with time duration (min)

Fig. 4 Energy density (WH/Kg) for aloe vera cell with time duration (min)
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Fig. 5 Energy density (WH/Kg) for arum leaf cell with time duration (min)

Fig. 6 Energy density (WH/Kg) for lemon cell with time duration (min)

and the minimum energy density for lemon cell is 0 WH/Kg. Therefore, the distinc-
tion of energy density is 4.56 × 10–3 WH/Kg. It is also shown that energy density
increases for 20,550 min and this has decreased for 23,490 min.

Figure 7 shows the curve of energy density (WH/Kg) for myrobalan cell with
T.D. (min). This found the specific energy density for myrobalan cell is 2.65 ×
10–2 WH/Kg and, the minimum energy density for myrobalan cell is 0 WH/Kg.
Therefore, the distinction of energy density is 2.65 × 10–2 Wh/Kg. This found that
energy density has increased in a zig-zag way for 3270 min, and thereafter, this has
decreased for 23,490 min.

Figure 8 shows the curve of energy density (WH/Kg) for tomato cell with T.D.
(min). This has found that the large specific energy density for tomato cell is 4.01 ×
10–3 Wh/Kg, and the minimum specific energy density for tomato cell is 0 Wh/Kg.
Therefore, the distinction of energy density = 4.01 × 10–3 Wh/Kg.

Figure 9 shows the curve of energy density (WH/Kg) for PKL cell with time of
the day (26.08.2017). It is shown that the maximum energy density for PKL cell
with time of the day (26.08.2017) is 2.9 × 10–3 WH/Kg, and the minimum energy
density for PKL cell with time of the day (26.08.2017) is 0WH/Kg. So the difference

Fig. 7 Energy density (WH/Kg) for myrobalan cell with time duration (min)
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Fig. 8 Energy density (WH/Kg) for tomato cell with time duration (min)

Fig. 9 Energy density (WH/Kg) for PKL cell with time of the day (26.08.2017)

between the maximum and minimum energy density is 2.9 × 10–3 WH/Kg. It is also
shown that energy density increases linearly up to 7:30 PM, and then, it maintains
almost constant pattern up to 11:00 PM.

Figure 10 shows the curve of energy density (Wh/Kg) for PKL cell with time of
the day (27.08.2017). It is shown that the maximum energy density for PKL cell with
time of the day (27.08.2017) is 5.1× 10–3 WH/Kg, and the minimum energy density
for PKL cell with time of the day (27.08.2017) is 4.35 × 10–3 WH/Kg. Therefore,
the distinction of energy density = 0.75 × 10–3 Wh/Kg. It is also shown that energy
density decreases linearly up to 8:00 AM, and then, it increases gradually up to 9:00
PM. Finally, it started to decrease up to 10:00 PM.

Figure 11 shows the curve of energy density (WH/Kg) for PKL cell with time
of the day (28.08.2017). It is shown that the maximum specific energy density for
PKL cell with time of the day (28.08.2017) is 6.3 × 10–3 WH/Kg, and the minimum
energy density for PKL cell with time of the day (28.08.2017) is 4.4 × 10–3 WH/Kg.

Fig. 10 Energy density (WH/Kg) for PKL cell with time of the day (27.08.2017)
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Fig. 11 Energy density (WH/Kg) for PKL cell with time of the day (28.08.2017)

Fig. 12 Energy density (WH/Kg) for PKL cell with time of the day (29.08.2017)

Therefore, the distinction of energy density = 1.9 × 10–3 WH/Kg. It is also shown
that specific energy density decreases exponentially up to 11:00 PM.

Figure 12 shows the curve of energy density (WH/Kg) for PKL cell with time
of the day (29.08.2017). It is shown that the maximum specific energy density for
PKL cell with time of the day (29.08.2017) is 5.08× 10–3 WH/Kg, and the minimum
energy density for PKL cell with time of the day (29.08.2017) is 4.89× 10–3 Wh/Kg.
Therefore, the distinction of energy density = 0.19 × 10–3 Wh/Kg.

Figure 13 shows the curve of energy density (WH/Kg) for PKL cell with time
of the day (30.08.2017). It is shown that the maximum energy density for PKL cell
with time of the day (30.08.2017) is 5.56 × 10–3 WH/Kg, and the minimum energy
density for PKL cell with time of the day (30.08.2017) is 5.54 × 10–3 WH/Kg. So
the difference between the maximum and minimum specific energy density is 0.02
× 10–3 WH/Kg.

Figure 14 shows the curve of energy density (Wh/Kg) for aloe vera cell with
time of the day (26.08.2017). It is shown that the maximum energy density for aloe

Fig. 13 Energy density (WH/Kg) for PKL cell with time of the day (30.08.2017)
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Fig. 14 Energy density (Wh/Kg) for aloe vera cell with time of the day (26.08.2017)

Fig. 15 Energy density (Wh/Kg) for aloe vera cell with time of the day (27.08.2017)

vera cell with time of the day (26.08.2017) is 5.1 × 10–4 WH/Kg, and the minimum
specific energy density for aloe vera cell with time of the day (26.08.2017) is 0.792
× 10–4 Wh/Kg. Therefore, the distinction of energy density = 4.308 × 10–4 Wh/Kg.
It is also shown that energy density increases gradually up to 10:30 PM and then
decreases up to 11:00 PM.

Figure 15 shows the curve of energy density (Wh/Kg) for aloe vera cell with time
of the day (27.08.2017). It is shown that the maximum energy density for aloe vera
cell with time of the day (27.08.2017) is 1.25 × 10–3 Wh/Kg, and the minimum
energy density for aloe vera cell with time of the day (27.08.2017) is 0.75 × 10–3

Wh/Kg. Therefore, the distinction of energy density = 0.5 × 10–3 Wh/Kg. It is also
shown that energy density increases slowly up to 10:00 PM from its starting.

Figure 16 shows the curve of energy density (Wh/Kg) for aloe vera cell with time
of the day (28.08.2017). It is shown that the maximum energy density for aloe vera
cell with time of the day (28.08.2017) is 1.85 × 10–3 Wh/Kg, and the minimum
energy density for aloe vera cell with time of the day (28.08.2017) is 1.81 × 10–3

Wh/Kg. Therefore, the distinction of energy density = 0.04 × 10–3 Wh/Kg.

Fig. 16 Energy density (Wh/Kg) for aloe vera cell with time of the day (28.08.2017)
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Fig. 17 Energy density (WH/Kg) for aloe vera cell with time of the day (29.08.2017)

Fig. 18 Energy density (Wh/Kg) for aloe vera cell with time of the day (30.08.2017)

Figure 17 shows the curve of energy density (WH/Kg) for aloe vera cell with time
of the day (29.08.2017). It is shown that the maximum energy density for aloe vera
cell with time of the day (29.08.2017) is 2.35 × 10–3 WH/Kg, and the minimum
energy density for aloe vera cell with time of the day (29.08.2017) is 2.28 × 10–3

WH/Kg. Therefore, the distinction of energy density is 0.07 × 10–3 WH/Kg.
Figure 18 shows the curve of energy density (Wh/Kg) for aloe vera cell with time

of the day (30.08.2017). It is shown that the maximum energy density for aloe vera
cell with time of the day (30.08.2017) is 2.41 × 10–3 Wh/Kg, and the minimum
energy density for aloe vera cell with time of the day (30.08.2017) is 2.32 × 10–3

Wh/Kg. Therefore, the distinction of energy density= 0.09× 10–3 Wh/Kg. It is also
shown that energy density decreases linearly up to 11:00 PM from its starting.

Figure 19 shows the curve of energy density (Wh/Kg) for arum leaf cell with
time of the day (26.08.2017). It is shown that the maximum energy density for arum
leaf cell with time of the day (26.08.2017) is 5.86 × 10–3 Wh/Kg, and the minimum
energy density for arum leaf cell with time of the day (26.08.2017) is 0 Wh/Kg.
Therefore, the distinction of energy density = 5.86 × 10–3 Wh/Kg. It is also shown

Fig. 19 Energy density (Wh/Kg) for arum leaf cell with time of the day (26.08.2017)
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Fig. 20 Energy density (WH/Kg) for arum leaf cell with time of the day (27.08.2017)

that energy density increases gradually up to 9:00 PM, and then, it decreases up to
11:00 PM.

Figure 20 shows the curve of energy density (WH/Kg) for arum leaf cell with
time of the day (27.08.2017). It is shown that the maximum energy density for arum
leaf cell with time of the day (27.08.2017) is 4.06 × 10–3 WH/Kg, and the minimum
energy density for arum leaf cell with time of the day (27.08.2017) is 1.53 × 10–3

WH/Kg. Therefore, the distinction of energy density is 2.53× 10–3 Wh/Kg. It is also
shown that energy density increases gradually up to 10:00 PM from its starting.

Figure 21 shows the curve of energy density (WH/Kg) for arum leaf cell with
time of the day (28.08.2017). It is shown that the maximum energy density for arum
leaf cell with time of the day (28.08.2017) is 6.13 × 10–3 WH/Kg, and the minimum
energy density for arum leaf cell with time of the day (28.08.2017) is 5.33 × 10–3

WH/Kg. Therefore, the distinction of energy density = 0.8 × 10–3 WH/Kg. It is
also shown that energy density increases linearly up to 7:00 PM from, and then, it
decreases up to 9:00 PM and finally increasing linearly up to 11:00 PM.

Figure 22 shows the curve of energy density (Wh/Kg) for arum leaf cell with
time of the day (29.08.2017). It is shown that the maximum energy density for arum

Fig. 21 Energy density (WH/Kg) for arum leaf cell with time of the day (28.08.2017)

Fig. 22 Energy density (Wh/Kg) for arum leaf cell with time of the day (29.08.2017)
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Fig. 23 Energy density (Wh/Kg) for arum leaf cell with time of the day (30.08.2017)

leaf cell with time of the day (29.08.2017) is 7.78 × 10–3 Wh/Kg, and the minimum
energy density for arum leaf cell with time of the day (29.08.2017) is 7.53 × 10–3

Wh/Kg. Therefore, the distinction of energy density = 0.25 × 10–3 Wh/Kg. It is
also shown that energy density increases linearly up to 6:00 PM from, and then, it
decreases up to 7:00 PM and finally increasing linearly up to 11:00 PM.

Figure 23 shows the curve of energy density (Wh/Kg) for arum leaf cell with
time of the day (30.08.2017). It is shown that the maximum energy density for arum
leaf cell with time of the day (30.08.2017) is 8.49 × 10–3 Wh/Kg, and the minimum
energy density for arum leaf cell with time of the day (30.08.2017) is 8.11 × 10–3

Wh/Kg. Therefore, the distinction of energy density= 0.38× 10–3 Wh/Kg. It is also
shown that energy density decreases linearly up to 11:00 PM from its starting.

Figure 24 shows the curve of energy density (Wh/Kg) for lemon cell with time
of the day (26.08.2017). It is shown that the maximum energy density for lemon
cell with time of the day (26.08.2017) is 1.08 × 10–3 Wh/Kg, and the minimum
energy density for lemon cell with time of the day (26.08.2017) is 0 Wh/Kg. So
the difference between the maximum and minimum energy density is 1.08 × 10–3

Wh/Kg. It is also shown that energy density increases linearly up to 11:00 PM, but
it decreases at few points like 2:30 PM and 4:30 PM.

Figure 25 shows the curve of energy density (Wh/Kg) for lemon cell with time of
the day (27.08.2017). It is shown that the maximum energy density for lemon cell
with time of the day (27.08.2017) is 2.20 × 10–3 Wh/Kg, and the minimum energy
density for lemon cell with time of the day (27.08.2017) is 1.63 × 10–3 Wh/Kg.
Therefore, the distinction of energy density = 0.57 × 10–3 Wh/Kg. It is also shown
that specific energy density increases slowly up to 11:00 PM from its starting.

Figure 26 shows the curve of energy density (WH/Kg) for lemon cell with time
of the day (28.08.2017). It is shown that the maximum energy density for lemon cell

Fig. 24 Energy density (Wh/Kg) for lemon cell with time of the day (26.08.2017)
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Fig. 25 Energy density (Wh/Kg) for lemon cell with time of the day (27.08.2017)

Fig. 26 Energy density (WH/Kg) for lemon cell with time of the day (28.08.2017)

with time of the day (28.08.2017) is 2.65 × 10–3 WH/Kg, and the minimum energy
density for lemon cell with time of the day (28.08.2017) is 2.27 × 10–3 WH/Kg.
Therefore, the distinction of energy density = 0.38 × 10–3 WH/Kg. It is also shown
that energy density decreases linearly up to 11:00 PM from its starting.

Figure 27 shows the curve of energy density (Wh/Kg) for lemon cell with time
of the day (29.08.2017). It is shown that the maximum energy density for lemon
cell with time of the day (29.08.2017) is 2.45 × 10–3 Wh/Kg, and the minimum
specific energy density for lemon cell with time of the day (29.08.2017) is 2.22 ×
10–3 Wh/Kg. So the difference between the maximum and minimum energy density
is 0.23 × 10–3 Wh/Kg. It is also shown that energy density decreases linearly up to
11:00 PM from its starting.

Figure 28 shows the curve of energy density (WH/Kg) for lemon cell with time
of the day (30.08.2017). It is shown that the maximum energy density for lemon
cell with time of the day (30.08.2017) is 2.34 × 10–3 WH/Kg, and the minimum
specific energy density for lemon cell with time of the day (30.08.2017) is 2.29 ×
10–3 WH/Kg. Therefore, the distinction of energy density = 0.05 × 10–3 WH/Kg. It
is also shown that energy density decreases linearly up to 11:00 PM from its starting.

Fig. 27 Energy density (Wh/Kg) for lemon cell with time of the day (29.08.2017)
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Fig. 28 Energy density (WH/Kg) for lemon cell with time of the day (30.08.2017)

Fig. 29 Energy density (WH/Kg) for myrobalan cell with time of the day (26.08.2017)

Figure 29 shows the curve of energy density (WH/Kg) for myrobalan cell with
time of the day (26.08.2017). It is shown that the maximum energy density for
myrobalan cell with time of the day (26.08.2017) is 6.31 × 10–3 WH/Kg, and the
minimum energy density for myrobalan cell with time of the day (26.08.2017) is 0
WH/Kg. Therefore, the distinction of energy density = 6.31 × 10–3 WH/Kg. It is
also shown that energy density increases up to 5:00 PM, then it decreases up to 8:00
PM. Then, again, it increases linearly up to 9:00 PM then it decreases up to 11:00
PM.

Figure 30 shows the curve of energy density (WH/Kg) for myrobalan cell with
time of the day (27.08.2017). It is shown that the maximum energy density for
myrobalan cell with time of the day (27.08.2017) is 2.34 × 10–2 WH/Kg, and the
minimum energy density for myrobalan cell with time of the day (27.08.2017) is
0.53 × 10–2 WH/Kg. Therefore, the distinction of energy density = 1.81 × 10–2

WH/Kg. It is also seen that energy density decreases linearly up to 2:00 PM, then
it increases up to 7:00 PM. Then, again, it decreases linearly up to 8:00 PM then it
increases up to 10:00 PM.

Fig. 30 Energy density (WH/Kg) for myrobalan cell with time of the day (27.08.2017)
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Fig. 31 Energy density (WH/Kg) for myrobalan cell with time of the day (28.08.2017)

Figure 31 shows the curve of energy density (WH/Kg) for myrobalan cell with
time of the day (28.08.2017). It is shown that the maximum energy density for
myrobalan cell with time of the day (28.08.2017) is 2.65 × 10–2 WH/Kg, and the
minimum energy density for myrobalan cell with time of the day (28.08.2017) is
1.38 × 10–2 WH/Kg. Therefore, the distinction of energy density = 1.27 × 10–2

WH/Kg. It is also shown that energy density decreases linearly up to 7:00 PM, then
it increases up to 8:00 PM. Finally, it decreases linearly up to 11:00 PM.

Figure 32 shows the curve of energy density (WH/Kg) for myrobalan cell with
time of the day (29.08.2017). It is shown that the maximum energy density for
myrobalan cell with time of the day (29.08.2017) is 2.28 × 10–2 WH/Kg, and the
minimum energy density for myrobalan cell with time of the day (29.08.2017) is
0.97 × 10–2 WH/Kg. Therefore, the distinction of energy density = 1.31 × 10–2

WH/Kg. It is also shown that energy density decreases linearly up to 11:00 PM since
its starting.

Figure 33 shows the curve of energy density (WH/Kg) for myrobalan cell with
time of the day (30.08.2017). It is shown that the maximum energy density for
myrobalan cell with time of the day (30.08.2017) is 1.02 × 10–2 WH/Kg, and the

Fig. 32 Energy density (WH/Kg) for myrobalan cell with time of the day (29.08.2017)

Fig. 33 Energy density (WH/Kg) for myrobalan cell with time of the day (30.08.2017)
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Fig. 34 Energy density (WH/Kg) for tomato cell with time of the day (26.08.2017)

minimum energy density for myrobalan cell with time of the day (30.08.2017) is
0.93 × 10–2 WH/Kg. Therefore, the distinction of energy density = 0.09 × 10–2

WH/Kg. It is also shown that energy density decreases linearly up to 11:00 PM since
its starting.

Figure 34 shows the curve of energy density (WH/Kg) for tomato cell with time
of the day (26.08.2017). It is shown that the maximum energy density for tomato cell
with time of the day (26.08.2017) is 0.89 × 10–3 WH/Kg, and the minimum energy
density for tomato cell with time of the day (26.08.2017) is 0 WH/Kg. Therefore,
the distinction of density= 0.89× 10–3 WH/Kg. It is also shown that energy density
increases linearly up to 6:30 PM, but it decreases at few points like 3:00 PM and
4:30 PM. Then, it follows almost constant pattern up to 11:00 PM.

Figure 35 shows the curve of energy density (WH/Kg) for tomato cell with time
of the day (27.08.2017). It is shown that the maximum energy density for tomato cell
with time of the day (27.08.2017) is 1.66 × 10–3 WH/Kg, and the minimum energy
density for tomato cell with time of the day (27.08.2017) is 1.25 × 10–3 WH/Kg.
Therefore, the distinction of energy density = 0.41 × 10–3 WH/Kg. It is also shown
that energy density increases linearly up to 11:00 PM since its beginning.

Figure 36 shows the curve of energy density (WH/Kg) for tomato cell with time
of the day (28.08.2017). It is shown that the maximum energy density for tomato cell
with time of the day (28.08.2017) is 2.1 × 10–3 WH/Kg, and the minimum energy
density for tomato cell with time of the day (28.08.2017) is 2.05 × 10–3 WH/Kg.
Therefore, the distinction of energy density = 0.05 × 10–3 WH/Kg. It is also shown
that energy density increases linearly up to 11:00 PM since its beginning.

Figure 37 shows the curve of energy density (WH/Kg) for tomato cell with time
of the day (29.08.2017). It is shown that the maximum energy density for tomato cell
with time of the day (29.08.2017) is 2.33 × 10–3 WH/Kg, and the minimum energy

Fig. 35 Energy density (WH/Kg) for tomato cell with time of the day (27.08.2017)
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Fig. 36 Energy density (WH/Kg) for tomato cell with time of the day (28.08.2017)

Fig. 37 Energy density (WH/Kg) for tomato cell with time of the day (29.08.2017)

Fig. 38 Energy density (WH/Kg) for tomato cell with time of the day (30.08.2017)

density for tomato cell with time of the day (29.08.2017) is 2.24 × 10–3 WH/Kg.
Therefore, the distinction of energy density = 0.09 × 10–3 WH/Kg. It is also shown
that energy density decreases linearly up to 10:00 PM since its beginning. Then,
energy density was almost constant up to 11:00 PM.

Figure 38 shows the curve of energy density (WH/Kg) for tomato cell with time
of the day (30.08.2017). It is shown that the maximum energy density for tomato cell
with time of the day (30.08.2017) is 2.80 × 10–3 WH/Kg, and the minimum energy
density for tomato cell with time of the day (30.08.2017) is 2.76 × 10–3 WH/Kg.
Therefore, the distinction of energy density = 0.04 × 10–3 WH/Kg. It is also shown
that energy density decreases linearly up to 11:00 PM since its beginning.

4 Conclusions

Electricity generation using various classes of leaves, vegetables, and fruits has been
discussed. It is concluded that the electrochemical cells were designed and fabricated
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for 2 half cells. The energy density depends on different parameters like concentration
of the juice, temperature of the electrolyte, distance between two plates, etc. From
the experiment, it is observed that the energy density of PKL electrochemical cell is
the best among all other electrochemical cells. The findings of the system showed
that it is possible to generate electricity using different leaves, vegetative, and fruits
extract.
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Review on Various Techniques for Load
Frequency Control in Deregulated Power
Structures

Veena Sharma, Ayushi Dogra, R. Naresh, and Vineet Kumar

Abstract The power system has expanded immensely during the past few years
due to continuous emerging innovations and changing ideas for improvement in the
system stability. Hence, it becomes very necessary to maintain different parameters
of the system as per the norms without disturbing the system. For fulfilling the load
demand of the consumers, most reliably and economically power systems are inter-
connected to each other forming multi-area control systems. Also, the conventional
power system structure is getting replaced by deregulated structures for the better-
ment of the power quality and increasing the competition in the power sector, which
is also immensely impacting the way of how thewhole power sector works. Themain
area impacted due to these changes is load frequency control. This paper highlights
the recent work done on load frequency regulation techniques most recently applied
in a deregulated environment. A brief review of various control methodologies based
on robust control and soft computing control techniques are discussed.

Keywords Deregulated power system · Load frequency control · Automatic
generation control · Integrated power system

1 Introduction

Nowadays, smart grids are being installed in power systems for efficient working. In
an interconnected power system, different types of power plants are being connected
for fulfilling the load demand [1–5]. Due to the interconnection of the power system,
the complexity increases, and it becomes highly prone to tie-line power and frequency
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deviations. The smooth operation of the modern power system is very complex and
depends on the frequency of the system, hence making load frequency control an
essential part of the AGC (automatic generation control). Sudden load change can
give rise to frequency deviation which in turn can effectively disturb the whole
power system. Load frequency control is the most researched part of automatic
generation control, in the last few years; this area has immensely got new techniques
and improvements. Also, due to changing trends in power supply, i.e., deregulation
of the power sector, it becomes an urgent need to make power systems highly robust
against sensitivity toward frequency fluctuations [6–12]. The detailed review on
existing methodologies available for the AGC under deregulation case is necessary
for new researchers to find a proper direction and tools for the thorough research.

This survey briefly describes all the recent methods applied in deregulated power
system (DPS) for load frequency control. Section 2 explains the deregulated supply
system. Section 3 describes some of the soft computing techniques proposed in the
recent past. Section 4 introduces some robust control techniques [13–18]. Section 5
gives highlights onMPCcontroller, and Section 6 is a survey on various combinations
of different techniques. A brief of the techniques surveyed is shown in Table 2, and
some of the observations are concluded by authors on basis of the survey.

2 Deregulation of Power Supply

During the past few years, power sector is going through various changes and one
of which is the deregulation of the power supply. The old way of supplying electric
power to consumers under government policies and norms is getting replaced by
deregulated system. Deregulation is unbundling of the power system component
both vertically and horizontally. New rules are formed for selling the power and its
regulation.Hence, increasing the competition in the power sector and further resulting
in innovations and enhancement in power quality. In India, electricity reforms are
in process and will take much time to grow all over, but it is a big step toward the
transformation of the power sector [19–21].

As shown in Fig. 1, deregulated power sector consists of different unbundled parts.

Fig. 1 Different entities in deregulated power supply
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Table 1 Merits and demerits
of DPS

Advantage Disadvantage

Increased reliability Increase in network congestion

More options for buying
electricity

High complexity

Reduced electricity prices Hedging and risk management

1. GENCO (GENERATION COMPANY)—Generating power and selling.
2. TRANSCO (TRANSMISSION COMPANY)—It transfers power from

GENCO to the delivery point.
3. DISCO (DISTRIBUTION COMPANY)—Power is distributed to customers.
4. RESCO (RETAIL ENERGY SERVICE)—Purchase energy from the

GENCO’s/spot market and sell.
5. ISO (INDEPENDENT SYSTEM OPERATOR)—Entire control of the entire

system is done by this unit.
6. Customers—End receiver of power.

Many countries have already adapted the deregulated power system (DPS) such as
Peru, the USA, England, Columbia, and Argentina. In India, in 2003, Government of
India notified the electricity act.Under this act, accelerating the power system reforms
was the main objective [22–30]. The government of India is taking many initiatives
in this field. Many states have initialized the power sector reforms, starting with the
restructuring of the power system and tariff rationalization. High accountability can
be achieved practically by power sector reform [31–35] (Table 1 and Fig. 2).

Fig. 2 Various techniques of LFC in deregulated environment
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Table 2 Highlight on success of the reviewed techniques

Techniques Advantages Disadvantages

Fuzzy, fuzzy PID controller
with MBA, ANN

Better performance than that of
conventional PID, less error,
less overshoot, and less settling
time

Not suitable for large power
systems

PSO, HCPSO, FFA Dynamic performance of the
system improves

Not tested on real-time basis.
(With effect of time delay,
GRC, and dead band.)

QOHS-PI controller Fast convergence speed
Low computational cost

Limited iterations

PSO based ANFIS High robustness,
Easy implementation

Less flexible
Not practical for real-time
applications

H-infinity control Suitable for large power
system disturbances

Higher-order control

µ-synthesis Effective in disturbance
rejection

Shows low-frequency
regulation under perturbations

H2/H∞ Robust for bilateral contracts,
good performance

Unknown attacks and inputs
cannot be investigated

Variable structures
control/sliding mode control

Low computational cost, good
results shown for model-based
schemes

Not suitable for large power
systems

MPC/DMPC Closed-loop performance is
enhanced

Online optimization needs
expensive computation power

3 Various Soft Computing Techniques for Deregulated
Power System

The changing structure and complexity of the power system are on updating every
single day. Renewable sources when introduced to the interconnected power struc-
ture, a very high-frequency deviations due to load perturbation is experienced due
to the inconsistent nature of RES, creating large blackouts in the system. In these
scenarios, the old LFC may not be successful in the modernized deregulated power
environment [36–42].

Hence, to cope with this problem, the intelligent control scheme along with
soft computing techniques such as an artificial neural network (ANN), fuzzy
logic controllers, genetic algorithm (GA), bacterial foraging optimization algorithm
(BFOA), particle swarm optimization (PSO) algorithm, and firefly algorithm are
explored [5–8].
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3.1 Fuzzy Controllers

Fuzzy logic controllers work on a knowledge-based learning system and can be
successfully applied for LFC in the power system. Fuzzy control is implemented for
load frequency regulation of an isolated interconnected power system for both single
areas and two-area control system by Sambriya and Viveknath [5]. The results are
compared with the PID controller and found better in fuzzy-based LFC system. LFC
for multi-interconnected reheat thermal system is proposed using optimized fuzzy
PID incorporated with mine blast algorithm (MBA) improving the system perfor-
mance by Ahmad Fathy [6]. For better performance in deregulated power system, a
fuzzy PID is studied, and the performance found is better than that of PID and FPID.
Results were found better than that of the classical integral controllers when FLC is
designed using Sugeno andMamdani asmembership functions by Ram et al. [7]. The
author designed FLC-based load frequency control system for a four-area intercon-
nected control system. Comparison with other conventional controllers has shown
improved results. Fuzzy sliding mode controller is integrated with SEMS to improve
the dynamic response of IPS. PID is tuned by the multi-objective optimization algo-
rithm. This design has improved the system rejections and keeps control ranges high
in operating ranges. Robust design to uncertainties in the system is proposed by
Khasraviani [8].

3.2 Artificial Neural Networks

Artificial neural networks are human brain-inspired intelligence controllers. ANN
consists of interconnected processing units called neurons. ANN’s through learning
can perform tasks like pattern recognition and classification. Danwei Qian et al. have
proposed a control scheme using integral sliding mode. RBF networks are utilized to
suppress the nonlinearities in generation rate constraint (GRC). Results have shown
superiority in NN-based I-SMC method, and effects of wind turbines have also been
demonstrated [8]. Kassem has discussed the LFC of two-area interconnected systems
using the neural predictive method. Simulation results show the improvement of
NN-based MPC than that of fuzzy-based MPC [24]. Mosaad proposed a design
based on ANFS, and ANN. GA is being utilized for training of both ANFS and
ANN. Over the full loading range, both controllers are showing great performance
[26]. Design for the deregulated power system is proposed by Heidar Ali Shyantar
et al. by using ANN-based controller (decentralized). Performance evaluated shows
good results during parameter uncertainties. The author defined the LFC problem
when RES is connected to the power system. RBF NNs are designed for decreasing
the system uncertainties. D. K Chaturvedi et al. worked on GNN controllers with
backpropagation time. Application of generalized NN for LFC has been successfully
implemented.
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3.3 Firefly Algorithm

The firefly algorithm (FA) is inspired by nature, i.e., by the flashing of fireflies (social
behavior) in tropical areas. It is metaheuristic; its main advantage is easy implemen-
tation. Chander Sekhar et al. [34] have designed (FA) algorithm optimized FPID
controller (FUZZY PID) along with the derivative filter. This proposed algorithm
has shown good performance under different load perturbations. GDB and GRC are
considered as constraints, and the algorithm is tested on the deregulated environ-
ment. The firefly algorithm is applied for the tuning of the PI controllers for load
frequency regulation of the hybrid system (comprising of the PV system and thermal
generators) by Abd-Elazim et al. [3]. An optimal solution is achieved and can be
successfully applied for the large-scale power system. O. Abeinia et al. has proposed
an FPID-based FA for the deregulated environment. It is found that under different
load conditions, it gives better results than the CPID and PID. An attempt was made
by Dilip Khamari et al. for the designing firefly algorithm-based PID controller, and
results are found better than GSA tuned PID controllers.

4 Robust Control Techniques for Deregulated Power
Structure

Robust load frequency control techniques are the center of attraction nowadays due
to their robustness against uncertainties of the power plant, load perturbation in DPS.

Arlene Davidson et al. [10] proposed a decentralized loop shaping H-infinity
controller for a deregulated non reheat Thermal Power System. Dynamic perfor-
mance is improved concerning disturbance at low frequencies and robustness against
uncertainty at higher frequencies. The author has also proposed an H-infinity event
triggered multi-area power system concerning a three-area control system. He Zhang
et al. [12] have solved H-infinity control and stability analysis by the Lyapunov
method. The method proposed has shown good performance. For reducing the
communication bandwidth network burden an adaptive control scheme is framed.
Combination of a new intelligent agent-based control scheme, using Bayesian
networks is proposed for decentralized AGC by Bevrani et al. [43]. Results are
compared with controllers and improvement is shown. Based on modern control
tools, a robust PI controller is designed for LFC, and a new decentralized technique in
DPS has been utilized by several authors. High robustness is achieved by this combi-
nation. For robustness of load frequency control in DPS, author has also presented
synthesis (singular value) for decentralized AGC. A two-area thermal control system
(deregulated) loop shaping controller is designed by Arlene et al. [10].
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5 Model Predictive Controller

MPC is the advanced control of the process working under a certain set of constraints.
Model predictive controllers are dependent on the dynamic models of the process.

Jizhen Liu et al. [11] proposed an LFC scheme for a hybrid power system
comprising of wind farms and thermal power plants. The model predictive controller
is used for the calculation of optimization parameters. It is being observed that
frequency can be successfully regulated using the MPC-based controller in a hybrid
system. DMPC scheme is being proposed by the author for four areas IPS. When a
wind turbine is introduced to the system, DMPC has shown good results. Results are
compared between centralized and decentralized MPC. Anne Mai Ersdal et al. [20]
analyzed MPC-based load frequency regulation. Improved performance is seen, and
cost reduction is being observed by using MPC-based AGC. Xilin Zhao et al. [21]
have given model predictive-based AGC method for multi-area IPS. Random time
delay and penetration of photovoltaic systems are taken into consideration. Reduc-
tion in negative effects of time delay is seen; results are satisfactory. Problems related
to load change are mitigated by adding MPC by the author. Results are tested on a
real-time basis. MPC is found robust, and optimal values are calculated irrespective
of the load changes. Guo-Qiang-Zeng et al. [23] have designed MPC-based LFC
for IPS with PV generators. Results show superiority in performance than GA-PI,
FA-PI, and PEO-PI.

6 Hybrid Techniques for LFC

Techniques based on combination of both algorithm and controllers are utilized for
getting better version of load frequency regulation system. Most work is based on
these hybrid techniques as robustness of the system against variation in power system
parameters is seen.

Elsisi et al. [14] have proposed a model predictive controlled (MPC) LFC with
the BAT algorithm. This model is successfully implemented for coping up with the
nonlinearities of the system such as GRC and GDB’s. For minimizing the overshoot
and settling time, domain-based function is incorporated. Comparison with GA-
basedPI controllers andBA-basedMPLChas shown improved results.ALUS-TLBO
hybrid algorithm is combined with the PID and fuzzy PID controller for optimiza-
tion of gains. Local unimodal sampling algorithm (LUS) and teaching learning-based
optimization (TLBO) algorithm. This hybrid algorithm has shown improvement in
undershoot, overshoot, and the settling time. For wide variations in system parame-
ters, it has shown robustness. Sukhwinder SinghDhillon et al. [16] have given amodel
tuning the PI parameters with BFOA-PSO technique. Effectiveness of both with and
without DFIG generators is tested on three-area control network. Design has shown
that system performance is stable during the system parameter variations. G Shankar
et al. [29] have proposed a model which uses concept of quasi-oppositional-based
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(QOHSA) learning to accelerate the exploring capacity of harmony search algorithm
(HSA). Results have shown improvement compared to that of metaheuristic tech-
niques. Chandan Kumar Shiva et al. [31] have attempted to work on large overshoots
of hydro–hydropower system. QOHS is applied to optimize the controller gains.
Quality solutions are found by this approach, better results are achieved compared
to MRPS and IMC methods. Table 2 presents merits and demerits of various control
methodologies available in the existing literature.

7 Conclusions

In this paper, different techniques applied for load frequency regulation in the deregu-
lated environment are reviewed. The review has emphasized the importance of latest
control techniques on the deregulated load frequency control in recent scenariowhere
renewable integration has increased.Based on the authors’ best knowledge, following
aspects need more consideration:

1. Issues related to cyber-attack must be taken care of in reregulated AGC.
2. Both power production and system parameters should be efficiently handled

through optimization techniques.
3. Algorithms proposed should be tested more practically.
4. Robust controller tools like MPC and SMC need more investigation for LFC

problems under deregulated case.

This paper covers few recently applied techniques for LFC in the deregulated
environment and will provide necessary information to researchers for further
investigation.
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Investigations on the Impact of Soiling
on Bifacial Gain

Gautam Raina, Shubham Sharma, and Sunanda Sinha

Abstract Accumulation of dust in conjugation with various environmental adversi-
ties over the surface of PV modules causes soiling phenomenon, thereby generating
shading scenarios and leading to reduced irradiance available to the module. Soiling
has been recorded as one of the most common detrimental factors to module health
and energy output. An overview on the soiling phenomena has been discussed in
this manuscript, with a brief discussion regarding the soiling of bifacial PVmodules.
Furthermore, a case study investigating the impact of bifacial gain of a 90° bifacial
PV module installed over two different orientations East–West (E–W) and North–
South (N–S) has been conducted. The results show that the performance ratio (PR) of
soiled system installed at E–W orientation (1.37) is greater than PR of N–S-oriented
system (0.99). The bifacial gain of a soiled system under E–W orientation (0.81) is
greater than the bifacial gain of soiled system (0.34) under N–S orientation due to
higher irradiance collection throughout the day.

Keywords Bifacial gain · Soiling · Performance ratio · Orientation

1 Introduction

The phenomenon of accumulation and deposition of certain contaminants on the top
surface of a PV module glass cover, which limits the transmittance of incident solar
radiation received by the PV module, is known as soiling [1]. The examples of such
contaminants includemineral dirt/dust particles, salt particulates (near coastal areas),
bird droppings, algae, fungi, bacterial films in wet climates, pollen, agricultural
emission (rice husk, feed dust, etc.), and industrial emission (engine exhaust, fly
ash, cement, charcoal, etc.) [2, 3]. Soiling is considered as one of the most dominant
environmental factors which causes the degradation of power in PVmodules. A layer
of dirt/dust deposited on PV glass surface causes a reduction in the transmittance of
solar radiation to the PV solar cells, which in turn leads to decreased generation. It
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also introduces additional expenditure in terms of operation and maintenance cost.
Soiling is a site-specific phenomenonwhich increases the uncertainty in power output
prediction and forecasting of PV plants production capacity, which is incurred in the
form of financial losses.

As the worldwide PV installations are increasing day by day, it has been antic-
ipated that global losses in PV power generation may rise drastically in between 4
and 7% annually causing global financial losses of almost 7 billion Euros by 2023 [3,
4]. Unlike traditional solar modules, bifacial PV modules generate electricity from
both front and rear sides and this ability to increase electric output has attracted the
industry.

In this paper, an overview of factors affecting soiling has been discussed in brief
alongwith literature analysis based upon soiling impact investigations for bifacial PV
modules worldwide. A simulation-based case study using PVsyst, for two different
bifacial PV module orientations, East–West (E–W) and North–South (N–S), has
been conducted. Performance of bifacial modules in terms of performance ratio and
bifacial gain has been carried out for first time in Indian composite climate.

Section 2 of this paper gives an overview of various factors which affect the
phenomenon of soiling on solar PVmodules. Section 3 presents the literature review
of recent studies which highlighted the influence of soiling on the performance of
bifacial modules. Section 4 describes a case study focused on determining the depen-
dency of soiling on bifacial gain of PV modules. Finally, the noteworthy outcomes
of this study have been concluded in Sect. 5.

2 Factors Affecting the Soiling Process

Soiling is a highly site-specific phenomenon which is influenced by several environ-
mental factors. In arid regions, soiling occurs due to electrostatically active inorganic
materials (mostly comprising of desert); in coastal areas, salt accumulation on the
surface is quite common; while colder and industrial zones mostly suffer soiling
issues from organic dust, carbon emissions from industries, etc. This uniform and
non-uniform coverage cause more obstruction to light reaching the solar cell and
thus cause additional optical losses [5, 6]. Wind and rainfall are considered as natural
cleaning sources, but sometimes, even heavy rainfall and high-speed winds are not
able to completely remove soiling layers of fine dust particles. In the presence of
moisture, the particles tend to exert cohesive attractive forces on each other causing
cementation. It has been observed that a change in humidity from 40% to 80% can
enhance the adhesion between particulate matters by 80%. Few important factors are
the covering materials, height, orientation, and tilt angles of PV module [7, 8] which
have an implication on the dust effect. Figure 1 describes the most important factors
which influence the dust accumulation on the surfaces of PV modules.
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Fig. 1 Factors affecting the dust accumulation on PV modules [7]

3 Effect of Soiling on Bifacial Modules

Bifacial modules are capable of absorbing solar radiation from the front as well
as rear side which makes their operation quite efficient and offer 10%–15% more
electrical yield than their monofacial counterparts [9, 10]. As rear side of bifacial
module also contributes in power generation, the decrease in total current caused
by reduced irradiance due to dust accumulation will also be from both sides of the
module. Bifacial technology has gained quite popularity in recent days, and adequate
research on impact of soiling on the performance of this technology is lacking. Some
recent studies on soiling of bifacial modules, conducted in different parts of the
world, have been summarized in Table 1.

Albeit bifacial technology has been prevalent for quite some time, adequate
research into different aspects of bifacial nature, and performance of bifacial PV
modules is not available in abundance. Among them, the effects of soiling on bifa-
cial performance and bifacial gain need to be examined. It can be assumed that
understanding the soiling effect in bifacial modules, and thereby studying the soiling
rates and soiling losses become of vital importance, to further enhance the acceptance
and understanding of this technology.
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Table 1 Literature review of recent studies on soiling of bifacial modules

Reference Reference no Duration of study Location Major findings

Singh et al. (2021) [10] 6 months Utah A method obtained to
separately study the
contributions of rear and
back side of bifacial
modules to power output

Baloch et al. (2016) [11] 60 days Qatar Study highlights the
real-time performance of
bifacial modules during
winters and summers
under soiling conditions.
Cleaning improved the
performance of modules
by 29%

Cabrera et al. (2018) [12] 45 days Chile If soiling losses are
maintained at 0.10% per
day, then vertically
mounted bifacial
modules perform better
than traditionally tilted
bifacial modules

Bahaduri and
Kottantharayil (2018)

[13] 120 days Mumbai Vertical mounted
module shows fewer
soiling losses and low
temperatures as
compared to the modules
tilted at latitude angle

Ayala et al. (2018) [14] 8 months Chile Soiling rate less than
2.5% was obtained
during the starting phase
of study. Later events of
rain caused natural
cleaning of the
accumulated dust

Luque et al. (2018) [15] 70 days Chile Soiling rate of
0.236%/day was
observed for bifacial
modules
Soiling rate of rear side
was almost 8.8 times
smaller than the rate
obtained at front side

Ullah et al. (2020) [16] 120 days Lahore Soiling losses decreased
from 1.11% to 0.11%
when the tilt angle
changed from 0° to 90°
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4 Dependency of Bifacial Gain on Soiling of Module:
A Case Study

The energy generated (kWh) by a PV system annually, known as annual energy yield
(AEY), is a critical parameter used in estimating the performance of any PV system
[17]. This performance metric is further utilized to evaluate the bifacial gain possible
by using a PV system comprising of bifacial PV modules in place of conventional
monofacial modules. Bifacial gain (BG) is the dimensionless gain in produced AEY
realized by using a bifacial PV module [18]. To estimate the BG of a given system,
Eq. (1) is used.

BG = AEYBi − AEYMono

AEYMono
(1)

In Eq. (1), subscripts “bi” and “mono” refer to a bifacial and monofacial PV
system, respectively.

For the purpose of this research work, a case study has been carried out for
Jaipur, India (26.9124° N, 75.78° E) through simulations in PVsyst, which enables
calculation of system generation characteristics for a pre-defined time scale. The
simulations are conducted for a PV system with a bifacial module of specification
given in Table 2, and a monofacial module of same specifications is built in the
software.

To determine the impact of soiling on the bifacial gain of a PV system, soiling loss
of 5% is assumed,which is kept constant for both bifacial andmonofacial PV systems.
It should be noted that although various research works have established a higher
soiling loss and soiling rate formonofacial PV systems [12, 13, 15], an equal value for
soiling loss for both monofacial and bifacial PV systems is assumed. This is done to
ensure any discrepancy in final results of BG is not attributed to higher soiling loss of
monofacial systems. In otherwords, the only variable uponwhich the final resultswill
be dependent shall be the type of PV system. Bifacial PV also presents an opportunity
to install the system in a vertical E–W facing orientation instead of the conventional

Table 2 Specifications of test bifacial PV module

Specification Ground reflectance

0% 15% 20% 25% 30%

Peak power (ϕ) (Wp) 355 400 415 430 446

Maximum voltage Vmpp (V) 37.9 38 38.1 38.2 38.3

Maximum current Impp (A) 9.37 10.53 10.90 11.27 11.63

Open circuit voltage Voc (V) 46.4 46.7 46.9 47.0 47.1

Short circuit current Isc (A) 9.72 10.95 11.34 11.72 12.10

* All data measured to STC (irradiance 1000W/m2, 25 °C and AM 1.5G according to EN-60904-3)
**Power gain from rear side depends upon bifaciality factor (ϕbi = 0.85) and albedo (ρg).
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N–S, optimally tilted module orientation [19]. This enables the power generation
peak to be realized in the morning as well as evening, which in turn provides certain
advantages [20]. Bifacial modules installed in vertical orientation have also reported
lower soiling losses as compared to optimally tilted modules. Keeping this in mind,
the simulations have been carried out for two orientations, i.e., tilt = 90° azimuth
(γ°) = 0° (N–S) and 90° (E–W). Figure 2a, b present a graphical representation of
the results obtained upon simulation conducted for defined parameters.

Occurrence of soiling on both bifacial and monofacial PV systems presents an
opportunity for losses to be incurred by the system. These losses are quantified
as irradiance loss in PVsyst software. These irradiance losses subsequently lead
to power output loss from a PV system. This phenomenon is evident in Fig. 2a,
wherein for every orientation under study, there is a decline in the daily energy yield
from both mono and bifacial PV systems. However, the characteristic of bifacial
technology to generate greater output due to rear side absorption is the reason that
under similar ambient and soiling conditions and the daily average yield of a bifacial

Fig. 2 a Daily average yield for soiled and clean bifacial PV systems at β = 90° γ = 0° and β =
90° γ = 90°. b PR for soiled and clean bifacial PV systems at β = 90° γ = 0° and β = 90° γ = 90°
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Fig. 3 Comparative representation of BG of soiled and clean bifacial PV module

system is greater than a monofacial PV system under soiled state. In every case under
investigation, a soiled bifacial systemperforms imperfectlywhen compared to a clean
PV system, however, due to lower collection losses in case of a bifacial PV system
on account of extra rear side absorption, even a soiled bifacial PV system shows
better PR and yield than a monofacial system. From Fig. 2b, it can be observed that
system installed in E–W orientation realizes a better PR than a N–S-oriented system.
This is due to greater collection of diffuse irradiance by a E–W-oriented bifacial PV
system throughout the day, which leads to reduced irradiance collection loss. These
collection losses occur due to factors such as lower absorption of irradiance due to
obstruction in form of dust particles, reduced beam irradiance absorption [21, 22],
higher reflection of incident light from the dust particles [23, 24], and zero rear side
irradiance in case of monofacial PV system. Subsequently, BG is calculated from
Eq. (1) and the results are plotted in Fig. 3.

In Fig. 3, it is interesting to note that BG for a soiled bifacial system is greater than
clean system for both orientations under investigation. This can be attributed to the
fact that while the yield of a clean system is relatively higher than a soiled PV system,
similar difference in yield of bifacial and monofacial systems (numerator in Eq. 1)
under soiled and clean state is offset by the divergence of yield of monofacial system.
The yield of monofacial system is far lower under soiled state, and this discrepancy
allows for greater BG to be realized under soiled state of the modules. It is safe to say
that while the yield of bifacial system under soiled state will be considerably lower
than from a clean system, BG is governed at a greater extent by the yield from a
monofacial PV system under comparison with a bifacial PV system. The orientation
of the PV system also has an effect on the BG. A bifacial PV system installed facing
east will generate a higher gain due to higher irradiance collection throughout the
day.
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5 Conclusions

Dust accumulation on the surface of PV module leads to reduction in irradiance
for absorption by the module. Lower irradiance directly relates to reduced power
generation. Along with power losses, soiling also causes additional expenditure in
terms of operation and maintenance costs to be incurred. An elaborate discussion
about the impact of soiling on PV modules’ performance has been presented.

• Case study presented wherein simulations conducted to highlight the impact of
soiling on the bifacial gain of a bifacial PV module.

• System with modules oriented in E–W direction shows higher PR (1.37 for soiled
and 1.41 for clean) compared to N–S-oriented modules (soiled-0.99, clean-1.03)
due to greater diffuse irradiance collection in case of E–W-oriented modules.

• BG of soiled system (0.81) greater than BG of clean system (0.43), mainly due
to lower yield from monofacial module under soiled state, which leads to higher
gain value for bifacial system.

While soiling considerably impacts the yield from the bifacial module, the perfor-
mance of a bifacial module is considerably better than monofacial modules under
soiled state. Also, E–W-oriented modules show better results than N–S-oriented
modules due to greater irradiance collection throughout the day.
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Classification and Area Computation
Modelling of Remote Sensing Images
Using Histogram and Convolutional
Neural Network

Swarna Kamal Pradhan , Dipon Das , and Ujjwal Mondal

Abstract Remote sensing is an important field in science and technology and
consists of the images of the Earth taken by themeans of artificial satellites or aircraft.
Satellite images or high-resolution aerial images are flexible to work with and easy to
monitor. Since the total area of the earth is so large, high-resolution remote sensing
images produce vast amount of data, even image processing is time consuming. This
project represents a combination of unsupervised and supervised process to clas-
sify high spatial resolution satellite images so that minimal human intervention is
needed. For this purpose, histogram peak-based classification approach is used to
classify remote sensing image into subcategories like urban land, vegetation land,
water body, etc. To detect different objects, present in the image, convolutional neural
network-based approach is used. The neural network model is trained using custom
dataset. Then, object localization operation is performed to get the coordinates of
the object present in the image. Then, histogram-based segmentation operation is
performed to compute the area of different objects present in the image. After that
3D model is constructed using the coordinates obtained. Georeferencing technique
is used to calculate the area of different classes observed.

Keywords Remote sensing · Image classification · Convolutional neural network ·
3D modelling

1 Introduction

The use of image signal is huge, and until today, we need to keep on innovating in the
field of remote sensing for the satisfaction of human need. Field-basedmeasurements
and 3-dimentional modelling give results at small areas with high temporal data,
usually require a lot of measuring and hard work. Additionally, this process is time
consuming,maybe less efficient, and varies fromperson to person. Satellite images or
high-resolution aerial images, on the other hand, are flexible to work with and easy
to monitor. Colour and texture features in colour image provide better result [1].

S. K. Pradhan (B) · D. Das · U. Mondal
Department of Applied Physics, University of Calcutta, Kolkata, West Bengal 700009, India

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
J. K. Mandal et al. (eds.), Topical Drifts in Intelligent Computing, Lecture Notes
in Networks and Systems 426, https://doi.org/10.1007/978-981-19-0745-6_63

619

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-0745-6_63&domain=pdf
http://orcid.org/0000-0003-3940-0119
http://orcid.org/0000-0001-6800-8939
http://orcid.org/0000-0001-7462-1959
https://doi.org/10.1007/978-981-19-0745-6_63


620 S. K. Pradhan et al.

This information can be well observed by plotting colour histogram of the image.
Colour histogram is related closely to scene properties, and colour histogram has
features that are identifiable and relates in a mathematical way to scene properties
precisely [2]. When histogram is plotted for an image, it represents different colour
classes present on that image and cluster formed on that histogram. These clusters
together form different type of shapes, height, and width, which represent distinct
feature. Though histogram plotting is a powerful process for image information
retrieval, it can be time consuming for a large image dataset. There are several
methods proposed for calculating histogram in real time [3]. Histogram peak-based
approach is proposed by Strelkov in 2008 [4]. In a sampled data, a peak is a value,
which has higher amplitude than two direct neighbouring samples. In this approach,
a similarity between ordered histogram is used. Here, similarity is observed between
positions and shapes of peaks in the histograms. Histogram peak-based approach
also used for histogram stretching for contrast enhancement purpose using plateau
equalization technique. Here a scene-adaptive plateau threshold is used to correct the
raw image [5]. The histogram peaks that are above average value represent number
of clusters. A cluster is a small group of objects having similar property. Here, a
cluster represents a group of histogram peaks [6]. There are basically two types of
clustering of data: (1) unsupervised classification and (2) supervised classification.
Unsupervised classification does not require human involvement, and it is a faster
process on the other hand supervised classification needs large human intervention
[7]. There are several unsupervised clustering techniques are available. K-means is
a very popular unsupervised algorithm and widely used. It is used for partitioning
N-dimensional points into k sets on the basis of a sample [8]. In supervised image
classification, an input image is assigned with labels to form a dataset. Since 2012
machine learning methods are used in various fields for classification purposes such
asmedical imaging [9], handwritten letter recognition [10], face recognition, security
systems, and automatic zone detection of UAVs [11]. Machine learning in the field
geographical image classification is relatively new and has provided better result in
the area of vegetation detection [12]. Using machine learning method, we obtained
features from the image and train a neural network model using those features so that
neural network model can predict the class of an unknown image. Followed by we
proposed a technique for generating similarly looking 3-dimentional model of the
area given on the image. We successfully used machine learning techniques for the
classification of a remote sensing image. Used CNN-based deep learning method for
object detection and K-mean-based unsupervised classification technique to classify
the urban land. Have successfully managed to classify image and calculate their area
using georeferencing technique. Have successfully built a 3-dimensional model of
the target image using the object coordinates.
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2 Proposed Method

Here, the steps required for image classification and 3Dmodelling are described. This
approach exploits a combination of unsupervised and supervised image classification
technique to broadly classify the urban land. All high-resolution images are taken
from United States Geological Survey (USGS) official Website [13] (Fig. 1).

2.1 Image Classification Using Histogram and K-Mean
Clustering

Different types of class present in a terrain image impact highly the shape of
the histogram of the image. Depending on the classes present on the image, the
histogramwill produce unimodal, bimodal, or multimodal distributions. These peaks
of histogram distribution represent one, two, and multiple classes (depending on
colour) present in the image.Depending on the location of the peak andwidth, images
can be classified into colour-based subcategories. To plot the image histogram, at
first, the RGB model image is converted to HSV model which is a colour model
where RGB pixel values are represented in cylindrical coordinate system. Then, the
position of the peaks in the histogram has to be calculated. Then, histogram peaks are
detected. The detected peaks are plotted with respected to their position. Then, the
peaks are classified using one-dimensionalK-mean clustering.K-means clustering is
a method of vector quantization (Fig. 2).

Fig. 1 Original image of an
area taken from USGS Earth
Explorer Website
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Fig. 2 Peak detected of a histogram

2.2 Waterbody Detection Using Edge-Based Operator

Some part ofwater body cannot be detected properly by only looking at the histogram
as the colour of water has wide range of variety. So, frequency-based analysis is
used. Water body region on the image has very low-frequency noise compared to
urban land. This is done using Canny edge detection. It has basically four stages.
They are noise reduction with a Gaussian or median filter, finding intensity gradient
non-maximum suppression, hysteresis thresholding.

2.3 Area Computation

To calculate the area of the highlighted part of the images, we had to georeference
the image. The purpose is to transform image from geometric domain to geographic
domain using basemap or base image. To georeference an image,we followed certain
steps. Ground control points (GCPs) are point in terms of latitude and longitude on
surface of earth of known location used to georeference map or remote sensing
images of a region on earth. Also, this is necessary to determine the pixel values of
the above-mentioned places on the raw image that we are going to georeference, so
that we can determine latitude and longitude variation per pixel.

2.4 Object Detection Using Convolutional Neural Network

Structure of Convolutional Neural Network

To build the structure of convolutional neural network, we had to construct it layer by
layer. They are convolutional layer, pooling layer, flatten layer, and fully connected
layer.

Convolutional Layer:The convolutional layers are used for feature extraction. Using
this layer at first, features, like colours and edges, are detected. Later, layers recognize
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larger structures or shapes of the object until whole object features are covered. The
convolution operation is performed by sliding a filtermatrixw, with the input image x,
then the dot product between them is calculated. Here, square filters are used to detect
object, meaning that they have a size (200, 200) pixels and (100, 100) pixels. Though
various combinations of height and width can be used. Mathematically, convolution
of a matrix, x, with a filter, w, for all valid positions of an input image can be given
by

(w∗x)i. j =
k−1∑

l=0

k−1∑

m=0

wl,mxi−l, j−m (1)

Pooling Layer: Pooling layers are used to reduce the dimension with the help of
down sampling operation such that number of parameters can be reduced. Pooling
layers also use sliding window technique to perform the whole operation. Here, only
max pooling is used.

Flatten Layer: In this layer, two-dimensional data are converted to one-dimensional
array so that it can be passed through the fully connected layer.

Fully Connected Layer: Fully connected layers are compared to neurons in human
brain. It has multiple number of layers, and all former layer neurons are connected to
the later layer with synaptic weights. Fully connected layers perform the following
operation which can be mathematically expressed as

Output = activation((input ∗ weights) + bias) (2)

Evaluating the Loss.

Using the loss function, we evaluate performance of neural network. This func-
tion creates relation between predictions and network parameters. Here, we used
binary cross entropy (BCE) loss function. BCE loss function is used to convert the
predicted probabilities into logarithmic scale. The BCE function can be expressed
by the equation given below (Fig. 3):

B
(
y, ytrue

) =
∑

i

[−ytruei log(yi ) + (
1 − ytruei

)
log(1 − yi )

]
(3)

Training the Convolutional Neural Network Model and Object Detection.

To train the model, a Python programme is written and images are imported into
an array. Images are imported into an array with their corresponding labels. For
an example, house images are labelled as 1 and not house is labelled as 0, this is
done to create house detection dataset. Similar operation is also done to create tree
detection model. After importing the image data, they are converted to grayscale
image for 2-dimensional convolution. Then, the image pixel values are normalized
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Fig. 3 Structural model of convolutional neural network

from 0–255 to 0–1.0 value for the ease of calculation. After that the whole dataset is
divided into training and testing dataset so that we can test the model after training.
After training, the model is saved for further use and also validation accuracy is also
observed for both house and tree model. The generated model basically works as
a filter. We used sliding window method to detect the objects present in the image.
Therewasmultiple object detection of the same object. So,we applied non-maximum
suppression operation to remove the repetitive detection of the neural network. To
remove repetitive detection, we took all the probability values for a single object and
performed non-maximum suppression operation so that only the probability value
that represents the object most accurately remains. Then, the coordinates of the final
result are stored in a list so that these coordinates can be used for 3-dimensional
modelling purposes.

2.5 3-Dimensional Modelling

Once the location coordinates of the object are found, the 3-dimensional modelling
is done using Ursina library and using those coordinates (Fig. 5). For that purpose,
we had built a model for each class in Blender software. The 3-dimensional shape
file is created for those two classes and stored into ‘. Blend’ file format. Also, colour
texture files are created using blender software and stored into the ‘png’ file format.
Then, those 3-dimensional model files and texture files are imported into Ursina
model using Python. The ground colour is set us set using k-means clustering. The
final output is given in the Fig. 4.
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Fig. 4 Side view of generated 3-dimensional model

3 Conclusion and Scope for Future Work

We have successfully managed to classify image and calculate their area by
histogram.Thoughwehave faced certain difficulties and errorswhilst performing this
project, some of them are mainly atmospheric errors caused due to pollution, smog,
dust particles present in the atmosphere and cloud cover. The histogram provides
a complete solution for colour-based classification problem. Although, we have
managed to classify images using convolutional neural network, which helped us
to find objects present in the image, such as house and tree. Using those object
coordinates, we have successfully built a 3-dimensional model of the target image.
Though rendering synthetic 3-dimensional models has enabled a variety of computer
vision applications, it is, however, not the perfect remedy for data scarcity. Gathering
hundreds of images for each new element to recognize is costly, time consuming,
and sometimes completely impractical, for instance, when the target objects are
not produced or are only available at some remote location. We have only used
grayscale images to train and test the neural network. So, in case of image classifi-
cation, colour-based analysis can be used for further study and for better accuracy.
This project includes limited data (one thousand images for each class). So, in the
future, the image classification technique can be improved by using augmentation
techniques and deep learning methods [14]. We have successfully completed the
classification of images based on their class and 3-dimensional structural modelling
using convolutional neural network which can be used in various applications such
as construction surveying, virtual tour, and industrial structural planning. Till now,
in 3-dimensional modelling, we have successfully managed to define the outline
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Fig. 5 Flowchart of the complete process

(specific location and area) of a particular object, but we could not define the exact
structure and condition of the objects. So, semantic segmentation can be used for
defining the precise contours of the object for object classification.
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Performance Analysis of Lead-Free
Perovskite Solar Cells

Riya Sen and Menka Yadav

Abstract The evolution of perovskite-based solar cells has recently generated a huge
attention, with the goal of removing harmful lead from perovskite materials. Impor-
tant goal of thiswork is to enhance current research by numerically simulating various
lead-free perovskite solar cells (PSCs) with the SCAPS-1D software. Device simula-
tion is carried out for five different lead-free perovskite materials in n-i-p configura-
tion of FTO/TiO2/perovskite layer/Spiro-OMeTAD/Au and analyzed. The impacts
of various perovskite material layers on solar cell performance, such as hole and
electron transport layer thickness and doping concentration, have been thoroughly
investigated and optimized. Among lead-free perovskite-based devices, the CsSnI3-
based PSC has the highest power conversion efficiency of 32.11%. This suggests that
lead-free PSCs with comparable performance could be produced experimentally in
the future.

Keywords Perovskite solar cell · Non-toxic · SCAPS-1D · Simulation ·
Performance analysis · Optimization

1 Introduction

The energy demands of today’s society will continue to rise as a result of increased
industrialization and a growing population [1]. Due to the great demand for energy
to promote a country’s growth, researchers are always working to replace fossil
fuels with renewable energy sources. Crystalline silicon has held a large percentage
of the market for the past few decades, but it has reached its maximum efficiency,
forcing researchers to focus on new photovoltaic technologies, such as perovskite
solar cells, which have substantially improved in a brief span of time [2]. Perovskite
material can absorb a wide range of wavelengths of light and has a direct bandgap,
which conventional silicon does not have. There are numerous advantages, such as
decreased exciton binding energy, outstanding photoelectric property, carrier life
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time, low recombination, large dielectric constant, and long transmission distance,
all of which add to high open-circuit voltage and efficiency [3].

Miyasaka et al. used thesematerials in solar cells for the first time in 2009, yielding
the highest efficiencies of 3.81% [4]. These efficiencies were increased to 6.54% in
2011 by Lee et al. [5]. The created devices, on the other hand, decayed in minutes.
As a result, the researchers were forced to focus on all solid-state perovskite devices
and reported with solid electrolyte by Spiro-OMeTAD with more than nine percent
efficiency in 2012 [6]. Since then, the efficiency has risen dramatically, from 3.81 to
25.2%, in 2021. [2].

FTO, electron transport layer (ETL), absorber, hole transport layer (HTL), and
metal back contact are the five pillars that constitute a perovskite solar cell. The
sun rays pass through the FTO layer and reach the absorber, where it generates a
free charge carrier whose movements are harnessed to generate current [4]. Methyl
ammonium lead iodide, or MAPbI3, is the most commonly used absorber layer to
strengthen power conversion efficiency. Since lead is present in methyl ammonium
lead iodide, researchers are encouraged to focus on creating new PSC. As a result,
new non-toxic or low-toxic materials are regularly studied. In PSC, the ions Sn(2+)

and Ge(2+) are the most viable substitutes for Pb [7, 8]. Wu et al. suggested a double
perovskite solar cell, themost popular structure with Cs2AgBiBr6 as the absorber [9].
Kang et al. demonstrated a CsSnX3 perovskite-based lead-free solar cell [10]. Liu
et al. investigated the structure of CsBi3I10 in order to develop a Pb-free perovskite
[11]. In fact, in recent times, a new promising material compound, Cs2TiBr6, has
also been reported to obtain photovoltaic material with good physical, electrical, and
optical properties [12, 13].

Simulations, in addition to experiments, are the most essential tool for analyzing
the performance of diverse materials. One of the most widely used open-source tools
for this simulation is Solar Cell Capacitance Simulator—1 Dimension (SCAPS-1D)
[14]. The remaining paper is structured as: Sect. 2 discusses the designed architecture
of various PSCs without lead, Sect. 3 presents all simulation results and discusses
the effect of different layers and doping concentration variations on the performance
of lead-free PSCs, and Sect. 4 concludes the paper.

2 System Model

The device architecture of a PSC is depicted in Fig. 1, with the absorber layer sand-
wiched between two electrodes. HTL and ETL play a critical role in developing the
perovskite’s working principle, such as collecting electrons/holes from the absorber,
restricting opposing charge carriers to eliminate recombination in the HTL/ETL
layer, and guiding charge carriers to their respective electrode terminals.

There have been discoveries of PEDOT:PSS, CuI, CuSCN, NiO, spirobifluorenes,
thiophenes, triphenylamines, Spiro-MeOTAD, P3HT, PTAA, as well as other inor-
ganic and organic HTL materials. Spiro-MeOTAD is indicated as best-suited HTL
for perovskite solar cells in terms of efficiency [40]. As an n-type semiconducting
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Fig. 1 a Schematic view of the proposed Au/Spiro-MeOTAD/lead-free perovskite/TiO2/FTO
photovoltaic device for simulation and b device energy band diagram

material, TiO2 enables electron extraction from the perovskite absorber layer and
functions as an efficient ETL in perovskite structure. So, in this work, we have taken
Spiro-MeOTAD as HTL and TiO2 as ETL for simulation.

The prime objective of this work is to determine how different lead-free halide
perovskites behaved in the identical device arrangement. To determine which lead-
free perovskite performs best in this setting, the attributes of each perovskite
is compared and analyzed. The structure configuration, i.e., FTO/TiO2/absorber
layer/Spiro-MeOTAD/Au is used for device simulation in this work, as shown in
Fig. 1. As the principal absorber layer, various lead-free perovskite layers such
as CsSnI3 (1.27 eV), Cs2AgBiI6 (1.6 eV), CsSnCl3 (1.52 eV), Cs2TiBr6 (1.8 eV), and
MASnI3 (1.9 eV) are chosen [15–20]. After that, the optimization is carried out by
varying the thickness of HTLs and ETLs. The device is furthermore optimized on the
basis of the thickness variation of the perovskite absorber layer and by considering
the defect density.

The equations that play a vital part in the simulation study are listed below. For
a semiconductor, Poisson’s equation is expressed as follows continuity equation
accordingly,

d2�(x)

dx2
= q

ε
(n − p + NA − ND) (1)

where ε is the semiconductor’s permittivity, NA stands for acceptor concentration,
ND stands for donor concentration, and � represents the electrostatic potential.

The electron and hole continuity equations are:
Continuity equation for electron:

∂ Jn(x)

∂x
− q

∂n

∂t
= +qR (2)

Continuity equation for hole:
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∂ Jp(x)

∂x
+ q

∂p

∂t
= −qR (3)

where Jn denotes the electron current density, JP denotes the hole current density,
and R is the carrier recombination rate.

3 Results and Discussion

Numerical simulations of lead-free perovskite solar cells were performed using
tabular parameters obtained by considering a variety of theoretical and practical
literature. This section describes in depth the calibration and improvement of the lead-
free perovskite solar cell (PSC) structure. To begin, a PSC with a lead-free absorber
layer is calibrated using ETL (TiO2) and HTL (Spiro-MeOTAD). In the device,
configuration of FTO/TiO2/perovskite layer/Spiro-MeOTAD/Au, different lead-free
perovskite materials have been employed as an absorber layer while keeping all other
parameters same, except for the light-absorbing layer, which has been altered among
many lead-free perovskite materials.

HTLs, ETLs, and absorber layer thickness changes are also taken into account
while calibrating the device. The device models have been simulated using this
configuration to achieve a precise condition for each case. Table 1 contains all of the
material properties required for simulation work.

Impact of Absorber Layer Variation

The active absorber layers’ thickness was adjusted to achieve optimal device perfor-
mance from 0.2 to 1.0 μm while all other parameters, including temperature, were
maintained constant. For majority of the perovskites presented, the open-circuit
voltage (VOC) declines or almost constant. The nature of the curves produced for
short-circuit current density (JSC) and efficiency (ï) versus thickness is almost iden-
tical to that shown in Fig. 2. For all perovskite materials, the JSC and ï value
increases as the thickness of the absorber grows and reaches the optimal value, and
then, it is gradually constant as the layer thickness increases in Fig. 2. This trajec-
tory could be explained by the fact that as the active layer thickness increases, the
device absorbsmore light, leading to increased charge carrier growth and better light-
induced current, resulting in higher JSC, and efficiency. Further increase in thickness
may exceed the diffusion length of these materials, creating an increase in charge
carrier recombination, resulting in higher saturation current, lower VOC, and lower
JSC, all of which diminish efficiency. The fill factor plot Fig. 2c demonstrates that
as perovskite thickness grows the value is almost constant or decreases, which can
be explained by expressing the fill factor (FF) dependence on perovskite layer thick-
ness. FF denotes the ease with which electron–hole pairs can pass through the device
without recombination. So, charge route resistance should increase with increased
perovskite layer thickness, resulting in a drop in FF.
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Fig. 2 Effects of absorber layer thickness on a Voc, b efficiency, c FF, and d Jsc

Impact of HTL Variation

In order to create efficient solar cells, the HTL properties must be carefully chosen
and Spiro-MeOTAD has an extremely efficient charge transport technique as HTL.
As a result, many interface defects are incorporated to simulate high-resistive Spiro-
MeOTAD, as listed in Table 2.

To improve the HTL layer for this research, we first tuned the thickness of the
Spiro-MeOTAD layer and then the acceptor doping density. To begin, we used the
parameters in Table 2 and ran the software for the proposed device. Interaction
between the absorber layer and the anode material allows it to handle simultane-
ously the processes of collecting and recombining charges as well as hopping charge
transport. Figure 3a demonstrates that as HTL thickness grows the value is almost
constant or decreases.

Table 2 Defect impact
parameter [17]

Parameters Unit Values

Defect type – Neutral

Capture cross section for electron cm−3 l.00E + 14

Capture cross section for hole cm−3 l.00E + 14

Energetic Distribution – Single

Energy level with respect to Ev eV 6.00E-01

Characteristic energy eV approx. 0.1

Defect density cm−3 4.50E + 17



Performance Analysis of Lead-Free Perovskite Solar Cells 635

Fig. 3 a Effects of HTL thickness on efficiency and b effects of ETL thickness on efficiency

Effect of Variation in ETL

The ETL properties must be carefully chosen in order to create efficient solar cells.
At the absorber-ETL interface recombination reduction is crucial to achieving effi-
cient carrier extraction. TiO2’s interaction with perovskite material is characterized
by high chemical reactivity, unexpected charge buildup, inordinate recombination,
and unpredictability under ultraviolet light, as well as low mobility, non-uniform
distribution, and a high density of electronic trap states.

So, for the aforementioneddevice setup, the thickness ofETMandTiO2 is changed
from 0.02 μm to 0.120 μm. Variations in the ETL layer, i.e., TiO2, have a negligible
effect on the performance parameters of all perovskites. The optimum performance
characteristics are found for an electron transport layer (ETL) thickness of 0.05 μm,
as shown in Fig. 3b. Also, very similar results are found for V oc, Jsc, FF, and PCE.

Effect of Variation in Doping Concentration

Perovskites’ electrical behavior is determined by the concentration of dopants, which
has a significant impact on the solar cell’s performance. Figure 4 shows the variance
in doping for all lead-free perovskites as a function of the solar cell performance
parameters. The doping of absorber layer, HTL and ETL has been adjusted between
5 ×1013 and 5 ×1021 cm−3 keeping all other properties constant, and the influence
is investigated by contrasting the behavior of various materials.

Figure 4 depicts the effect of varying doping concentrations in different absorber
materials, HTL and ETL on various solar cell properties. The efficiency of most
materials increases with increasing doping values as shown in Fig. 4.

The J–V characteristics and quantum efficiency (QE) of all of the devices are
excellent as shown in Fig. 5. The absorption spectrum of CsSnI3 with lowest band
gap is the broadest and that of Cs2TiBr6 is the narrowest of all, with the rest of the
materials descending in order. Table 3 shows the performance parameters for five
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Fig. 4 Effects of a HTL, b ETL, and c absorber doping on PSC performance

distinct Pb-free perovskites-based solar cells when simulated under air mass (AM)
1.5G spectra, 1 sun standard, 300K temperature, and all otherworking circumstances
remaining the same.MASnI3 has the greatestVOC of 1.6775 V of all the optimal setup,
while CsSnCl3 has the lowest VOC of 1.391 V. With a JSC of 24.446291 mA/cm2, the
device with CsSnI3 has the highest short-circuit current density and Cs2TiBr6 has
the lowest JSC of 13.179807.

When compared to other devices, CsSnI3- and Cs2BiAgI6- based devices have
a greater FF. Among these various perovskite-based solar cells, the CsSnI3-
based device has the highest PCE of 34.11% with VOC of 1.5312 V, JSC of
24.446291 mA/cm2 and FF of 91.11% which are listed below in Table 3.

4 Conclusion

The overall performance of many lead-free perovskite-based solar cells is assessed
using numerical simulation on SCAPS-1D. The impact of varied perovskite material
characteristics, doping, thickness, and their impact on the PCE on the same device
configuration with HTL as Spiro-MeOTAD and ETL as TiO2 has been studied in
detail. We improved many parameters including as doping density, active material
thickness, and hole and electron transport layers to boost device performance even
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Fig. 5 a JV characteristics of various Pb-free perovskite solar cells, b corresponding QE spectra
of PSCs with different Pb-free perovskites, and c energy band diagram of CsSnI3-based perovskite
solar cell

Table 3 Performance parameters for various Pb-free perovskites in optimal setups

Perovskite VOC (V) JSC (mA/cm2) FF (%) ï (%)

CsSnI3 1.5312 24.446291 91.11 32.11

CsSnCl3 1.391 20.440362 90.59 25.83

Cs2BiAgI6 1.4789 18.293236 90.95 24.6

MASnI3 1.6775 16.092058 80.32 21.68

Cs2TiBr6 1.6669 13.179807 91.59 20.12

more. The CsSnI3-based device has the maximum PCE of 32.11% among all lead-
free perovskite-based devices, with an Voc of 1.5312 V, Jsc of 24 mA/cm2, and
FF of 91.11%. As a result of our simulation analysis, it is apparent that lead-free
perovskite-based solar cells will undoubtedly push the scientific community toward
deeper exploration and experimental realization in the future.
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