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Preface

The first International Conference on Advances in Mechanical Engineering and
Material Science (ICAMEMS-2022) aims to create an international conglomera-
tion of scientists, engineers, and industrial experts. This forum serves as a platform
where people can share information about diverse technological advancements, inno-
vations, and achievements in the areas of Mechanical Engineering and Material
Science. Further, it would also facilitate discussion that centers on the developments
and challenges in the field of machine design, manufacturing, thermal, and fluid
engineering.

The focus of this conference is to provide a technical platform that encourages
scientific research and educational activities that would cater to the needs of both
society and the industry. Most importantly, ICAMEMS-22 is focused on the advance-
ment of acommon man’s life by utilizing the theory and practice of Mechanical Engi-
neering and Material Science. The conference includes several keynote addresses and
guest lectures by eminent speakers around the globe who would deliberate the recent
trends and challenges in the field of Mechanical Engineering and Material Science.

The proceedings received full-length research manuscripts and review articles in
the above-mentioned areas. All received articles went through a peer-review process
by inviting reviewers who are experts in relevant areas.

Finally, the conference committee would like to thank everyone who contributed
for the conference and would like to carry the ICAMEMS conference series in future
also.

Fort Collins, USA Dr. Ketul C. Popat
Guwahati, India Dr. S. Kanagaraj
Amaravati, India Dr. P. S. Rama Sreekanth

Amaravati, India Dr. V. M. Ravindra Kumar
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Nonlinear Frequency Response )
of Sandwich Beam e
with Frequency-Dependent Viscoelastic

Core Using Reduced-Order Finite

Element Method

Rajidi Shashidhar Reddy @, Abhay Gupta, and Satyajit Panda

Abstract In the present work, the effect of frequency-dependent viscoelastic prop-
erty on the forced/parametric resonant amplitude of viscoelastic sandwich beam is
investigated by deriving a reduced-order finite element model (ROM) in frequency
domain. In this concern, the frequency-dependent viscoelasticity is modelled using
fractional Zener model and the corresponding responses of sandwich beam are
compared with that are derived using an equivalent Kelvin-Voigt model. The ROM
in frequency domain is derived by implementing harmonic balance method prior
to the finite element discretization and reduced-order transformation. The compar-
ison of frequency responses evaluated using ROM and full-order model revealed
that the ROM with reduction basis from modal strain energy method provides the
response of frequency-dependent viscoelastic sandwich beam with reasonable accu-
racy. Further, the frequency-dependent viscoelastic property has shown a significant
effect on the resonant amplitudes especially when compared with an equivalent
Kelvin-Voigt model in wide-frequency range. Moreover, the results suggest that the
nonlinear frequency response analysis of viscoelastic layered beams using Kelvin-
Voigt model may be reasonably accurate when the different model parameters are
considered around each modal natural frequency.

Keywords Viscoelastic sandwich beam * Reduced-order finite element model -
Harmonic balance method - Kelvin-Voigt model

1 Introduction

The flexibility of beam elements leads to their large amplitude nonlinear vibrations
under different kind of loads and thereby causes their fracture/fatigue failure. Hence,
a substantial amount of research is conducted on the vibration control of linear and
nonlinear vibrations of beam elements under various loadings [1-5]. One of the
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popular technique is the constrained layer damping (CLD) treatment of the struc-
ture, where the vibrational energy is dissipated through the transient deformation
of viscoelastic material by constraining it between the elastic substrate/face layers.
For the design of an effective damping treatment, the accurate optimization studies
of geometrically complex damping treatments [6, 7] may be necessary. Hence, for
this purpose, finite element (FE) method is commonly used that provides accurate
nonlinear dynamics compared to other alternative methods.

To conduct nonlinear dynamic analysis especially in conjunction with optimiza-
tion, the use of time integration may be inappropriate and expensive due to the
requirement of response for large number of geometrical parameters and excitation
frequency [2, 3]. Hence, to directly evaluate the steady-state frequency response
without requiring time integration method, the harmonic balance method (HBM)
is popularly used in literature [3, 8, 9]. Although it is computationally efficient
compared to time integration, it needs high computational time and memory [1, 3,
8—10] mainly due to the large number of degree of freedom associated with FE
discretization, Fourier expansion of HBM and especially, additional internal vari-
ables/degree of freedom to model viscoelasticity. Therefore, various reduced-order
FE models (ROMs) had been developing in literature that are majorly limited to
elastic structures [11-13]. Hence, the objective of the present work is to derive
the reduced-order FE model in conjunction with HBM to evaluate the nonlinear
steady-state frequency response of viscoelastic sandwich (VS) beam.

Most of the nonlinear dynamic studies in the literature were neglected the
frequency-dependency of stiffness/damping of viscoelastic material by consid-
ering Kelvin-Voigt model [2, 14, 15]. However, the variation of nonlinear resonant
frequency with the amplitude of vibration and the presence of frequency dependent
damping may significantly affect the resonant amplitude of the vibration. So, the
main objective is decided to investigate the effect of frequency-dependent viscoelas-
ticity on the steady-state nonlinear response by comparing the response evaluated
using fractional Zener viscoelastic model with that evaluated using an equivalent
Kelvin-Voigt model.

2 Reduced-Order FE Model of Viscoelastic Sandwich Beam

Figure 1 shows the schematic diagram of a VS beam, where the thickness of substrate
and viscoelastic core layer are denoted by s and h,, respectively. The length and
width of the beam are denoted by L and b, respectively. Since it as a plane stress
problem [3] in two dimensional xz-plane, the state of stress and state of strain at any
point in the xz-plane can be written as,

T T
UI{O'X o, sz} ,€={€X [ore yxz} ,& =¢€;t+ ¢,

er=Ld e, =L,dy) ds,d; =fu w)' (D
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Fig.1 Schematic diagram of a viscoelastic sandwich beam

where, €; and ¢, are the linear and nonlinear counterpart of Green—Lagrange strain,
respectively, while L and L, are the corresponding operator matrices; u and w
are the displacements along x and z directions respectively. However, to derive the
incremental FE model, the incremental forms of state variables (Ad,,Aw) about a
reference state (‘d,,w;) can be given as in Eq. (2). The corresponding expressions of
strain and stress vectors can be given as in Eq. (3).

d,="d,+ Ad;, 0o = w; + Aw )

e ='e;+ Aej, e, =", + A&, + Ae,p, 0 =0 + Ad,
‘e;=L'd;, Ae;y =L Ady,'e, =(1/2)'L,'d,, Ae,; =' L, Ady,
A3r12 = (1/2) ALn Adsa iLn = Ln(ids)’ ALn = Ln(Ads) (3)

where, pre-superscript i denotes the variable about the reference state of vibration.
The incremental governing equation of VS beam subjected to transverse harmonic
point load (py cos w t)/axial compressive harmonic load (p{ (1 + A cos 2wt)) can be
obtained by following Hamilton’s principle and Egs. (1)—(3) as,

SAe; + 8Ae,£_1)T("a +Ao) + BAep) o
/ +(8Ad) p(d, + Ady) — ({0 1} 8Ad, ], )" (p? /D) cos wt
A

; bdA =0
—(Ly 8Ad)T(p2/bhy)(1 + Acos2wt) L(dy + Ady) >

“4)

where, p; is amplitude of transverse harmonic point load; (x;, z;) = (L/4, 0) is
the location of point load; L, is the linear operator of strain vectors associated with
geometric stiffness term due to pre-stress;p? and A are the static counterpart and
dynamic load parameter of axial harmonic load, respectively; @ and 2w are the
frequency of excitation of harmonic point load and axial periodic load, respectively.
In Eq. (4), the last term with p¢ vanishes for viscoelastic material mainly due to the
negligible axial pre-stress induced in it.
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Now, for the implementation of HBM, the response is assumed following the
Fourier series with finite number (H) of harmonic terms as,

H
d,=d? + Zd?m cos(mwt) + d.,, sin(mwt) 5)

m=1

where, dt, d;,, and d;, are the Fourier coefficient vectors of displacement (d;)
corresponding to the constant, mth cosine and mth sine terms of Fourier series,
respectively. The corresponding Fourier series of stress vector in terms of strain can be
given in through the constitutive relation of viscoelastic material in frequency-domain

as,

2H
o= (0)+ Z (0);, cos(mwt) + (0);, sin(mwt),

m=1

(@), = C(fr &1+ €00, — fn (&1 + €0)5), (0D, = C(fr(&1 4+ €0)5, + fr (&1 + €20);,)
(0)" = Cle1 +,)°, fr, = E¥(mw)/E,, f;, = E' (mw)/E, (6)

where, E, is the relaxed elastic modulus; C is the stiffness matrix in terms of
E, and Poisson ratio; ER/E! are the frequency-dependent storage/loss moduli of
the viscoelastic material. In this work, the frequency dependent viscoelasticity is
modelled using fractional Zener viscoelastic model [10]. The relation in Eq. (6) also
represent the constitutive relation for an elastic material when f;, =1, f; = 0.
However, to consider frequency-independent property for viscoelastic material, an
equivalent Kelvin-Voigt model in a specified frequency range ([w; w»]) is used,
where the corresponding constitutive relation can be given in time-domain as,

o=C(e+r1,8é),

= / " "L‘“)dw, (@) = E' @)/ E* () )

Wy — W |

where, the relaxation time (t,) is evaluated by averaging the ratio of frequency-
dependent loss factor (n(w)) and frequency (w) in the interval [w; w;] [15]. The
corresponding constitutive relation in frequency-domain can be obtained similar to
Eq. (6) with f;; = 1 and f, = 1, m w. To derive the FE model, the xz-plane of
VS beam (Fig. 1) is discretized with nine-node isoparametric quadrilateral element.
Subsequently, considering the reduce-order transformation using a reduction basis
(RB) (@), the displacement and strain expressions at any point in a typical element
can be written as,

dy=N®°'V,Adg=NP°AV
‘e)=B/®“V,Ae; = B/ ®°AV,'e, = (1/2) B,®%'V,'V, Ae, = B, ®°' VAV
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P =0°RP 'V, =VRIy (®)

where, NV is the shape function matrix; IV, is the number of basis vectors in RB; B, is
a linear matrix corresponding to the operator L,(Eq. 3) that is obtained by separating
space-dependent and displacement dependent terms;®° is the RB at element level,
'VIAV are the incremental forms of reduced coordinate vector. Thus, substituting
Eqgs. (5)—(8) in Eq. (4) and applying Galerkin method, the reduced-order FE governing
equation of motion in frequency-domain can be obtained using the orthogonality of
Fourier basis functions as,

K,AX = R + R, Ao,

. . 9
R=P—-K,'X.,R,=—-0K,/dw)X ®

where, K,/ K, are the effective reduced-order stiffness/tangent stiffness; R is residue
vector; R, is the force vector per unit increment of frequency;P is external load
vector. However, the corresponding full-order FE governing equation can be obtained
by taking @° as a unit matrix. Thus, the solution of Eq. (9) using continuation
method provides the frequency response of VS beam under harmonic point load/axial
compressive harmonic load. However, the RB is constructed by taking first 4 modes
obtained using modal strain energy method (MSE) [16] and corresponding 10 static
derivatives [17].

3 Numerical Results and Discussion

In this section, the numerical results are presented to show the effect of frequency-
dependent viscoelastic property on the forced and parametric resonant response of
clamped—clamped VS beam. However, initially, the validation for the accuracy of
the ROM against full-order model is presented. The geometrical properties of VS
beam are considered as L = 0.4 m, b = 12 mm and s, = 2 mm. The substrate layers
are considered to be made of Aluminum (£ = 70.3 GPa, v = 0.345, p = 2690 kg/m3
[10]) and viscoelastic core is made of ISD 112 (v = 0.499, p = 1600 kg/m?) with
its fractional Zener viscoelastic model parameters [10] as E, = 1.5 MPa, E,, =
69.9495 MPa, o = 0.7915 and 7 = 1.4052 x 1077 s.

Initially, to validate the full-order FE model, the frequency response associated
with forced resonance of clamped—clamped VS beam (with Kelvin-Voigt viscoelastic
model) is evaluated by solving Eq. (9) using continuation method and compared in
Fig. 2a with the similar results in Ref. [1]. Next, to verify the modelling of frequency-
dependent properties and axial compressive harmonic load, the parametric instability
region is constructed using Eq. (9) [3]. This region is compared in Fig. 2b with similar
result in Ref. [18]. The good agreement shown in Fig. 2 with the similar reference
results, validates the formulation of full-order FE model and solution method.
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1 = 25
o Ref & o Ref
— Full-order FE model E 2 — Full-order FE model)
(@) - T
= o
3 0.5 2 1.5
c
S 1
o
f o
0 W s
50 100 150 200 250 0 0.5 1 1.5 2
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Fig. 2 Validation for the evaluation of a frequency response of sandwich beam with viscoelastic
core modelled by Kelvin-Voigt model (Ref. [1]), b parametric instability region of frequency-
dependent viscoelastic beam (E, = 425.72 MPa, E, = 5954.6 MPa, o = 0.2255 and 7 = 0.6338 s)
for a load parameter of 0.6 (Ref. [18])

Next, to validate the reduced-order FE model, the frequency response associated
with parametric resonance of VS beam is evaluated by using ROM as well as full-
order FE model. The corresponding responses are depicted in Fig. 3a, where also
the axial load parameters are mentioned. The Fig. 3a illustrates that the frequency
response evaluated using ROM reasonably agrees with that evaluated using full-order
FE model. It is to be noted that RB is evaluated without considering the effect of
static counterpart of axial load that significantly reduces the linear stiffness of beam.
For further validation of such RB, the similar frequency response for an axial load
near to the critical buckling load (331.2745 N) is evaluated and shown in Fig. 3b.
It reveals that the accuracy of response is almost independent of the value of static
counterpart of axial load. Thus, the present ROM and its RB with MSE method
accurately evaluates the frequency response of frequency-dependent VS beam.

To investigate the effect of frequency-dependent viscoelastic property on the
forced /parametric resonant response of VS beam, the corresponding frequency
response is compared with the similar responses evaluated using an equivalent
Kelvin-Voigt model. Considering a limited frequency range around the twice of
natural frequency (100-1500 rad/s, Eq. 7), the frequency response of VS beam

1 1
Full-order FE model —— Full-order FE model
0.75 ROOM = 0.75 ROM .
% os (a) p;=231.83 N, - 'I:,:‘ (b) p:=293_147 N, - »
= ¢ A=0.7 { 05} 207
2 025 0.25
0 ol—
0 300 600 900 1200 1500 0 500 1000 1500 2000
w (rad/s) w (rad/s)

Fig. 3 Validation of reduced-order FE model for the evaluation of frequency response (H = 7) of
VS beam (h, = 4 mm) under axial compressive periodic load (A = 0.7) with its static counterpart
asa pg =231.96215 N and bp? = 298.14705 N
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1 - Kelvin-Voigt model e Kelvin-Voigt model =
0.75 ====Fractional Zener model /’ ====Fractional Zener model ‘\7
s "7 (a) p0=298.147 N,//// % 0.4}{(b) PP =6N /,,e/
[ 50 x .
= 05 A=0.7 = & w,=100 radls
3 o 2 02 > 1
= = el s w, =900 rad/s
0.25 / w,=100 rad/s, — 2
" w2=1 500 rad/s 5 ]
0 300 600 900 1200 1500 1800 150 300 450 600 750 900
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Fig. 4 Comparison of frequency response (H = 7) of VS beam using fractional Zener viscoelastic
model and Kelvin-Voigt viscoelastic model for the a parametric resonance (pJ = 298.23705 N, h,
=4 mm), and b forced resonance (py = 6 N, h,, =2 mm)

under axial periodic load is evaluated by using Kelvin-Voigt model. The corre-
sponding response along with the response evaluated using frequency dependent
property (fractional Zener viscoelastic model) are presented in Fig. 4a. Similarly,
the frequency response of VS beam under transverse harmonic point load is eval-
uated using Kelvin-Voigt model by considering a limited frequency range around
the natural frequency (100-900 rad/s). The corresponding response along with the
response evaluated using frequency dependent property are presented in Fig. 4b.
Thus, from the Fig. 4 it can be observed that the effect of frequency dependent
property on the forced/parametric resonant response is very less since an equivalent
Kelvin-Voigt model provides nearly same response. However, to investigate the same
for a wide frequency range (100-3000 rad/s), the frequency response of VS beam
under harmonic transverse point load is evaluated using Kelvin-Voigt model and
presented in Fig. 5 along with the response evaluated using frequency-dependent
property (fractional Zener viscoelastic model). Here, Fig. 5 shows a significantly
higher inaccuracy of frequency-independent property (Kelvin-Voigt model) in the
representation of resonant peak amplitudes. Thus, from Figs. 4 and 5, it can be
concluded that the consideration of frequency-independent property (ie. Kelvin-
Voigt model) may be accurately valid when the different properties (i.e. parameters
of Kelvin-Voigt model parameters) are used around each modal natural frequency.

Fig. 5 Comparison of 0.7 =
. p°=6N / = Fractional Zener model
forced resonant response (H 06 "a Kelvin-Voigt model
= 7) of VS beam in a wide ;i
frequency range using bt 0.4 w,=100 rad’s,
Fractional Zener viscoelastic x 5
model and Kelvin-Voigt = w,=3000 rad/s
viscoelastic model (py = 2 02
6N, h, =2 mm)
|
0 i s i
150 800 1450 2100 2500

w (rad/s)
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4 Conclusions

In this work, the effect of frequency-dependent viscoelastic property on the
forced/parametric resonant amplitude of viscoelastic sandwich beam is investigated
by deriving a reduced-order finite element model (ROM) in frequency domain. The
forced and parametric excitations were separately considered by applying trans-
verse harmonic point load and axial periodic load respectively. The frequency-
dependent viscoelasticity is modelled using fractional Zener model and the corre-
sponding responses of sandwich beam are compared with that are derived using
an equivalent Kelvin-Voigt model. The ROM in frequency domain is derived by
implementing harmonic balance method prior to the finite element discretization
and reduced-order transformation. Whereas the reduction basis is constructed using
first four eigen modes through modal strain energy method and their corresponding
static derivatives. The comparison of frequency responses evaluated using ROM
and full-order FE model revealed that the ROM with aforesaid reduction basis eval-
uates the frequency response of frequency-dependent viscoelastic sandwich beam
with reasonable accuracy. Further, the frequency dependent viscoelastic property
has shown a significant effect on the resonant amplitudes when compared with the
frequency-dependent property approximated in a wide frequency range using Kelvin-
Voigt model. Thus, the results suggest that the nonlinear frequency response analysis
of viscoelastic layered beams using Kelvin-Voigt model may be reasonably accu-
rate when the different model parameters are considered around each modal natural
frequency.
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Abhinav Singh, R. Aashish, and Ashesh Saha

Abstract In this paper, a Model Predictive Controller (MPC) is proposed to control
the nonlinear vibrations of a horizontally supported Jeffcott-rotor system (JRS). MPC
systems obtain the control values for the plant by solving an online optimization
problem formulated using plant mathematical model and real-time measurements
[7]. In the mathematical model of the Jeffcott rotor system, a nonlinear restoring force
is considered. The MPC is integrated into the system via two pairs of electromagnetic
poles in an active magnetic bearing (AMB). The non-linearity due to electromagnetic
coupling is considered in the system model. A block diagram representing the system
dynamics is constructed and MPC implementation is done in SIMULINK using MPC
design toolbox. Time response and phase plane plots of both the uncontrolled and
controlled systems are obtained by numerically integrating the governing differen-
tial equations using an in-built ‘ode’ solver in the software package ‘MATLAB’.
The comparison of these plots shows significant reduction in steady state vibration
amplitude of the controlled system.

Keywords Jeffcott rotor - Model predictive control + Active magnetic bearing

1 Introduction

Vibrations are unavoidable and undesired phenomena in rotating machines. Hence,
vibration control becomes a critical task, specifically when operating in super-critical
region where rotor excitation due to these vibrations may lead to rotor instability and
sudden failure. The advancement in research and development of AMB is phenom-
enal in recent years to achieve such objectives. AMB system uses electromagnetic
forces to support a rotating shaft at its center with no physical contact with stator.
A typical AMB system consists of electromagnets, position sensor, power amplifier
and controller. A closed loop control system is deployed which receives feedback
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from the position sensors. This feedback is sent to the controller generating the suit-
able control currents which gets amplified by the power amplifier producing the
electromagnetic forces responsible to support and control the vibrations of the rotor.

The Jeffcott rotor is the simplest model consisting of a point mass attached to a
massless shaft which can be used to study the flexural behavior of rotors. Despite
being an oversimplification of real-world rotors, it retains some basic characteris-
tics and allows us to gain a qualitative insight into important phenomena typical to
rotordynamics [1].

The AMB combined with rotor become a highly nonlinear system which makes
it difficult to design a control algorithm that provides good robustness and stability.
Proportional-integral-derivative (PID) controller is a widely used control scheme for
AMB as it requires small computing power to provide a good performance consid-
ering the operating point is inside the linear performance range of AMB [2-4].
Various other control methods have been proposed such as Fuzzy control [3], Hoo
[5] and Q-parametrization [6]. However, the drawback of these methods is that they
cannot handle constraints which is crucial to ensure the safety of the system. With
the development of computational power, it is possible to implement the MPC [7] on
AMB which was limited to process industries in past [§]. MPC generates the control
signals by solving an online optimization problem using mathematical model of the
plant at each time, by considering its future behavior up to a certain fixed number of
time steps N called as prediction Horizon. In [9], MPC was proposed to control the
AMB system. Different control problems, including reference tracking and distur-
bance rejection, were considered in simulations and comparisons with a classical
PID controller are provided in order to assess the performance of the proposed MPC
[9]. The results clearly show that MPC outperforms PID controller.

In this study, vibration control of a horizontally supported nonlinear Jeffcott rotor
considering the rotor weight and nonlinear restoring force is proposed. A 4-pole
AMB with MPC is used to achieve the control objective. Block diagram of JRS with
MPC controller integrated with MPC design Toolbox is developed in MATLAB-
SIMULINK. A closed loop control system is designed and controller parameters are
tuned by iterative method to obtain the best performance.

2 Nonlinear Jeffcott Rotor Model

The schematic representation of a horizontally supported JRS with 4-pole AMB is
shown in Fig. 1. It consists of a rigid disc of mass ‘m’ attached at the centre of a
massless shaft. The eccentricity e; between the centre of mass C (U,, V,) and the
geometric center G(U, V) of the rotor is unavoidable due to different factors like
manufacturing defects, disc wear, etc. The shaft rotates at constant rpm of ‘w’. The
origin of the coordinate system ‘O’ is at the intersection of the bearing axis with the
disc.

The equations governing the motions of the JRS along the horizontal and vertical
directions subjected to the magnetic forces from the AMB can be written as [10, 11]:
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Magnetic Bearing

Fig. 1 Schematic diagram of a JRS with 4-pole AMB
mU + ¢,U + kU + ky(U* + UV?) = meg?* cos(wt) — Fyy, (1)

mV +c,V+kV+k(V 4+ VU?) = mego® sin(wr) —mg — Fyy.  (2)

For further analysis, the coordinate is first shifted to the static equilibrium position
(0,Vy,) obtained by setting U=U=V=V=0in Egs. (1) and (2). Subsequently,
the dimensionless form of the governing equations is obtained using the dimension-

less time t = \/I:n: T, and the dimensionless displacements u = V%, and v = VL,
as
.. . 2 2 2\, 2
u+u1u+a)1u+2kvu+)»(u +v )u_fQ cos(Q2t) — Fuyy, 3)

U+ UV + wgv + )»(u2 + 31)2) + )»(u2 + vz)v = fQ%sin(Q1) — Fary,  (4)

where f = eq/ys, L1 = cu/Vkim, wo = ¢/ kim, L = kzvszt/kl, a)% =1+,
a)% =1+3x Q= ma)z/kl. The magnetic forces Fy;, and Fy, along u and

v-directions respectively, can be written as [12]:
L+1\> [I,—1)\>
Fau = Fu 1) = B, (2220) - (2220} L 5)
8ot u 8o — U
L+L\> [(I,—1L\
Fi = F.1,) = B, () — (2=2) L, ©)
8o TV 8o —V

where B, is the magnetic force constant, /, is the bias current, gy is the air gap
between the disc and the magnetic poles when the disc is at the center of bearing,
and [, and I, are control currents in u and v-directions, respectively.
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3 Mathematical Formulation of MPC

In this section, the MPC algorithm applied on the nonlinear model of the AMB
system [9] is briefly discussed. In MPC, the following finite horizon optimization
problem is solved at every sampling instant £ [9]:

[%3) AN(S) (7)
subject to
lujk +ilk)| < tjmax ik =0,j=1,....m, (8)
and
lx (k + ilk)| < Xpmax- ik >0,1=1,...,n, )

where J(;V (k) is the objective function, u ;(k + i|k), x;(k + i|k) are the control input
and state vectors, respectively, at the step i of the prediction horizon N at time k.
U j max> X1,max are the upper limits for the control input and state vectors, respectively
[9].

When the MPC is used to regulate the state of the system from an initial value to
the origin, the objective function JJ' (k) is computed as:

N
Jo' = Y xk+ il Qx(k +ilk) +uk +ilk)" Rutk +ilk),  (10)
i=0

where O and R are positive semi-definite and positive definite symmetric matrices,
respectively, which are used to tune control objectives; Q is a state penalty matrix
which determines the speed of the state performance and R is an input penalty
matrix which sets the control effort [9]. The plant model in (3) and (4) is linearized
about plant initial conditions using Taylor series expansion to obtain the following
state-space model:

X = Ax + Bu, (11)
y=Cx + Du, (12)

where A, B, C, D are the state space matrices whose values are provided in the
Appendix 1 [6]. This linear model (11) and (12) is then discretized using the implicit
trapezoidal rule with a sampling time 7; = 0.1 s to obtain the following discrete
time linear model as:
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x(k +1) = Agx (k) + Bau(k), 13)
y(k) = Cqx (k) + Dqu(k), (14)

where Ay =1 + T;A, By = T;B, C; = C, and D; = D. The problem formulated
above is solved by MPC in the following stepwise manner:
Initial Requirement: N, Ay, By, Cq, Dy, Q, R, initial state x;.

For k = 0, assign x (k) = x;

Solve (7) to compute U (k)

Assign u(k) = 1st element of U (k)

Apply u(k) on the system (13) and (14) to obtain x(k + 1)
Replacek =k + 1

Repeat from step 2.

S

The implementation of the MPC in a MATLAB-SIMULINK is explained in the
next section.

4 SIMULINK Block Diagram Modelling

The MPC design toolbox is used to design the MPC controller that is implemented
on the JRS through a 4-pole AMB configuration. Closed loop control system as
shown in Fig. 2 consists of a JRS plant enclosing the dynamics of magnetic bearing
integrated with Jeffcott rotor. It receives input control signals from the MPC block
and provides position and rate of change of position of the rotor as an output. The
rotor positions are sent back as feedback to the MPC block, making it a MIMO
(Multiple Input Multiple Output) plant.

The MPC block takes reference signal as input and calculates the control currents
for the rotor to track the reference signals. These control currents generate suitable
electromagnetic forces to control the vibrations of the rotor. The internal details of

t
out.iu
To Workspace lu v out.v

o To Workspace v

- o]

To Workspace u
I-| ‘out.uprime |
To Workspace u'

out.vprime

To Workspace v

Reference Signal u "
:I > ref

MPC Coenfroller Block

Reference Signal v ouliv

To Workspace v

Jeficott rotor system (Plant) Model

Fig. 2 SIMULINK block diagram of the entire system consisting of the MPC controller block and
Jeffcott rotor system (plant) model
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Fig. 3 SIMULINK block diagram of Jeffcott rotor system (plant) model, a subsystem of Fig. 2

JRS are shown in Fig. 3. Further details of the three subsystems in Fig. 3, i.e. the
electromagnet pole in u and v-directions and Jeffcott rotor dynamics are provided in
Figs. 8 and 9 in Appendix 2 . The other parameter values related to Eqgs. (5) and (6)
are depicted Fig. 8.

5 Results and Discussion

The time-displacement responses of the uncontrolled JRS along the horizontal and
vertical directions obtained by numerically simulating Egs. (3) and (4) are shown
in Fig. 4. The parameter values of the JRS used for simulation are A = 0.05, Q2 =
0.974, u; = 0.0154, u, = 0.0247,f = 0.045 [10, 11]. The same set of parameter
values are used for further analysis. The time-displacement response plots in Fig. 4

0.1}

'|”m|u|||||u|wl|

200 300 400 500 o 200 300 400 500
t t

(a) (b)

Fig. 4 Time response of a horizontal, b vertical oscillations of the rotor without MPC
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reveal that the uncontrolled system has high transient state and higher settling time
and it takes around 300 s to attain steady state condition. Moreover, the vibration
amplitude changes drastically in the transient state. The steady-state vibration ampli-
tude for horizontal oscillation (around 0.38) is higher than the amplitude of vertical
oscillation (around 0.2). This is because of the higher value of damping consid-
ered along vertical direction in the analysis in comparison to that along horizontal
direction (ip > w1).

Now to accomplish the primary objective of controlling the vibration of the Jeffcott
rotor, we simulate the plant by implementing the MPC and observe its performance
in terms of the settling time and steady state vibration amplitude. To do this, the
output from MPC controller is connected with input to the plant, and the response
of the plant measured at output port is sent back to MPC. Reference signal is set to
(0,0). Simulation time is 500 s, sampling time is set to 0.01 s with control horizon
of 2 and prediction horizon of 12. The time-displacement responses of the MPC
controlled system along the horizontal and vertical directions are shown in Fig. 5. It
is clear from these plots that the transient state is almost eliminated and settling time
is significantly reduced as compared to the uncontrolled rotor. The matrices in Egs.
(11) and (12) obtained from SIMULINK are given in Appendix 2.

The phase plane diagrams of the MPC controlled system are compared with those
for the uncontrolled system in Fig. 6. The transients are removed from these figures.
The efficacy of the controller is evident from these figures as the phase plane diagrams
are appearing as dots in comparison to those for the uncontrolled system.

In Fig. 7, the control currents generated by the MPC controller are shown as a
function of time. These are generated by the MPC controller to minimize the vibration
amplitude. It is observed from Fig. 7 that MPC is optimizing the control currents
in such a way that the range are almost the same in both the directions. In order to

3 A3
1210 1550
| |
1 1
0.5
0.5
0
= = 0
-0.5f
Y 05
15 -1 il
2 15
0 100 200 300 400 500 0 100 200 300 400 500
t t
(a) (b)

Fig. 5 Time response of a horizontal, b vertical oscillations of the rotor with MPC
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Fig. 6 Phase plane plot of a horizontal, b vertical oscillations of the rotor (Blue: without MPC,
Red: with MPC)
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Fig. 7 Plot of control current versus time in a horizontal, b vertical directions

avoid actuator saturation, suitable constraints can be applied to MPC in the designer
application.

6 Conclusion

The efficacy of a model predictive control (MPC) applied though a 4-pole active
magnetic bearing (AMB) in controlling the vibrations of a horizontally supported
nonlinear Jeffcott rotor system is analysed in this paper. The fundamentals of the MPC
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are discussed briefly. The implementation of the MPC design toolbox in MATLAB-
SIMULINK is discussed in detail wherein all the block diagrams are presented.
The time displacement responses of the uncontrolled system show lower steady state
vibration amplitude along vertical direction in comparison to that along the horizontal
direction. This is because of our choice of higher value of damping along the vertical
direction for the analysis. Comparing the results of the controlled system with those
for the uncontrolled system, the MPC is found to be quite effective in controlling the
vibrations of the JRS. The phase plane diagrams for the controlled system look like
points in comparison to that for the uncontrolled system. It may appear from this
comparison that a complete quenching of vibrations is achieved by the use of MPC.

Acknowledgements This work has been supported by DST SERB-SRG under Project File no.
SRG/2019/001445 and National Institute of Technology Calicut under Faculty Research Grant.

Appendix 1

The State space matrices of the linearized plant model computed are as follows:

[ 1.5328 11.5919 —8.5504¢~%  —0.0020
A= 0.0071 1.5364 —2.6798¢7% —8.5610¢%
| 8.5504e=%  0.0020 1.5310 11.5730 ’
| 2.6798¢7% 8.5585¢7%  0.1171 1.5356
—2.3430  5.3596¢~%
| —0.1084 1.2981e7% | [0 10 0} B [0 0}
B= s .C = D= .
—5.35%¢ —2.3415 0001 00
| —1.2981¢7% —0.1084
Appendix 2

The electromagnet poles shown in Fig. 8 convert the input control currents into
electromagnetic forces which are applied on the Jeffcott rotor model shown in Fig. 9.
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Abstract The transition of synchronization behavior in a coupled friction-induced
oscillators during its route to chaos is investigated in this paper. The coupled system
consists of two cantilever beams attached with tip-masses and subjected to base
excitations. Each tip-mass is in nonlinear frictional contact with a rotating rigid
disc. A linear spring connecting the tip-masses provides the coupling for the system.
Modal analysis is employed to reduce the partial differential equation governing the
motion of the system to a set of ordinary differential equations. A bifurcation study is
conducted for the coupled system wherein the base excitation frequency is considered
as the bifurcation parameter. A transition from periodic to chaotic behavior through a
quasiperiodic route with multiperiodic windows is observed for the coupled system.
In this work, we report the numerical observations of synchronous behavior between
two friction-induced oscillators exhibiting such a transition. The synchronization
behavior is characterized using the linear time correlation coefficient between the
time displacement responses of the two systems. During the quasiperiodic route to
chaos, the coupled system undergoes for a transition from synchronized periodicity
to a state of desynchronized chaos. Poincaré maps are plotted to identify the periodic,
quasiperiodic and chaotic behaviour of the coupled system. The qualitative nature
of the oscillations is further confirmed by plotting the time responses and the phase
plane diagrams for each tip-mass. Fast Fourier Transform of the time displacement
response is obtained to determine the fundamental frequencies and the harmonics of
the tip-mass motions.

Keywords Friction-induced oscillator -+ Modal analysis - Bifurcation -
Quasiperiodic route + Chaos
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1 Introduction

Friction and friction-induced vibrations are serious problems in most of the
machineries such as: machine tool chatter, squeal in rail wheels and brake systems,
vibration in water lubricated bearings, vibration in electric equipment such as motor
drive etc. These vibrations may bring down the performance of the machines, cause
wear and damage to surfaces in contact, fatigue failure to the moving parts, unwanted
noise etc. Studies on the friction-induced vibration and its dynamics in automo-
bile brake system have received good attention by many researchers during the last
few decades. The system considered in this paper consists of two cantilever beams
coupled together subjected to base excitation. Each cantilever beam is attached with
a tip mass which is in a nonlinear frictional contact with a rotating rigid disc. The
objective of this work is to numerically investigate the dynamics involved in the
route to chaotic behavior of the coupled beam system. This involves, determining the
route and bifurcations leading to the formations of chaotic oscillations in the coupled
system and to study the synchronization characteristics of the coupled oscillations
along the route to chaos.

The dynamics and the physics involved in friction-induced vibration and the
related ensuing phenomena are extensively reviewed by Ibrahim [1, 2]. Reference [1]
is devoted to address the friction aspects and contact mechanics between the sliding
surfaces and [2] provides a detailed review of research activities and important aspects
in friction related classical applications in industry. Friction-induced vibrations and
the resultant noise issues occurring in disc brake system of automobiles have gath-
ered much attention of many engineers [3—0] since last many years. Dunlap et al.
in [3] discussed few experimental and analytical methods to limit the occurrence
of automotive disc brake noise. Automotive Noise, Vibration and Harshness (NVH
engineering) is reviewed in detail by Qatu et al. in [4]. Ghazaly et al. [5] reviewed
the squealing phenomenon in automotive brake system to gain knowledge on stick—
slip, sprag-slip, modal coupling and hammering excitation mechanism. However, the
review paper by Kinkaid et al. suggests based on their experimental findings that,
squealing noise is due to the mode coupling phenomenon and the vibrations of the
disc, brake calipers and the pad.

There are many established instability mechanisms to reveal the complex
dynamics behind the friction-induced oscillation. This includes the drooping char-
acteristics of the friction force [7, 8], mode coupling phenomena [9, 10], kinematic
sprag-slip mechanism [11, 12] etc. Thomsen in [8] developed analytical expressions
for the traditional mass-on-moving-belt model to predict the self-exited oscillations
with and without the presence of external excitation force. The way in which the
linear structural viscous damping affects the spectral characteristics of the instability
due to the mode coupling phenomena is discussed by Hoffmann and Gaul in [9].
Kang et al. [10] proposed an analytical method to determine the instability due to the
doublet mode in a thin disc with a finite contact area. The mechanism of sprag-slip
in an elastic beam sliding over a rigid belt is investigated by Hoffmann and Gaul
in [11]. The instability due to the spragging mechanism in a mass-on-moving-belt
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model is investigated by Kang et al. [12]. A non-smooth friction-induced oscil-
lator with excitation is modelled as a single-degree-of-freedom system consists of a
mass resting on a moving belt in [13] and the rich bifurcation behavior observed is
compared with experimental results. The interaction between the brake pad and the
disc is studied by Shin et al. [14] by considering the brake system as a two degree-
of-freedom model. Different continuous system models are also developed to study
the dynamics behind the friction-induced vibration. Popp and Stelter investigated
the friction-induced vibrations in two continuous systems in [15]: one is a cantilever
beam and another one is a centrally fixed plate and they reported the presence of
rich bifurcational and chaotic behavior. The dynamics of an elastic system rotating
around an annular disc is investigated by Ouyang et al. [16] in which the instability
occurs due to the drooping friction characteristics.

Nakae et al. [7] conducted an experimental work on a mountain bike disc brake
in which the drooping characteristics of the friction force between the brake pad
and the disc is found to be the reason for the vibration and the ensuing squealing
phenomena. Motivated by this work, Saha et al. [17] studied such vibrations in a
continuous system model consists of a cantilever beam with a tip mass which is
in contact with rotating rigid disc. In our previous work [18] the continuous model
considered in [17] is extended by considering two cantilever beams coupled via a
linear spring subjected to base excitation. In that paper, we extensively studied the
dynamics of synchronization in coupled friction-induced oscillators and reported
the presence of chaotic behavior also. The present work is motivated by the chaotic
behavior of coupled cantilever beams with tip-masses reported in [18]. To the best of
author’s knowledge, other than studies on coupled discrete friction oscillators [19,
20] no works on coupled continuous oscillators is reported in literature. The work
reported in this paper examines the route and bifurcation to the formation of chaotic
oscillations in coupled cantilever beams attached with end masses subjected to base
excitation [18].

The mathematical modeling and the derivation of the ordinary differential equa-
tions governing the motions are explained very briefly in Sect. 2. The route and
bifurcations leading to the formation of chaotic oscillation is described in Sect. 3.
The dynamics of synchronization in terms of linear correlation factor between time
displacement responses is reported in Sect. 4. Section 5 is devoted in detailing some
conclusions drawn from the numerical analysis.

2 Mathematical Modeling

The physical system considered for the study of chaotic behavior in coupled friction-
induced oscillators is shown in Fig. 1 [18]. The coupled system consists of two
cantilever beams attached with end masses and both the beams are subjected to base
excitation also. Each tip-mass are in frictional contact with a rotating rigid disc and
this nonlinear frictional force makes the coupled beam system highly nonlinear. The
coupling between the two subsystems is done via a linear spring connecting between
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Fig.1 Coupled beams [18]

Tip-mass 2 Tip-mass 1
(m2) (my)

Disc

the tip-masses. The focus of this study is to analyze only the bending vibrations of
the beams. There are some other assumptions also involved while developing the
mathematical model such as both the torsional as well as the bending vibrations and
the wobbling motions of the disc are neglected in this study.

Figure 2 represent the schematic diagram of the physical system considered in this
paper. An excitation force Y; in the form of B; sin (wt), where B; is the amplitude and

Fig.2 Schematic diagram of the system [18]
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w is the excitation frequency, is acting at the base of each beam. Here ‘i’ represents
the ith beam with i = lor2. As shown in Fig. 2, the total deflection of the ith beam
from the axis O; X; can be written as,

Yi(X.T) =Y. (X, T) + Yu(T), (1

where X and T are the spatial and temporal coordinate respectively. In Eq. (1)
Y,i(X, T) represents the relative deflection of the beam with respect to the axis
o;x; which represents the moving frame. Next, the partial differential equation
representing the motion of the ith beam can be written as follows,

X1 _ 2)

£l *Yi(X. T) A

axt P
where E, I, p and A are the modulus of elasticity, area moment of inertia, mass
density and the cross sectional area of the cantilever beam respectively. There are four
different boundary conditions associated with the ith beam which can be expressed
mathematically as:

(i) atX =0,Y,(0,T) =0, (3a)
.. 8Yri
(ii) atX =0, X = 0, (3b)
82Yri
(iii) atX = L, e =0, and 3c)
. 82Yri 83Yri * d2YSi

In Eq. (3d), m; is the mass of the tip-mass, F;* is the normal load acting on the
tip-mass, V; is the relative velocity between the tip-mass and the rigid disc, and K § X
is the restoring spring force, where K is the spring constant and §X is the spring
deflection. L; is the length of the ith beam (here L; = L,). The modal analysis
is employed to reduce the partial differential equations governing the motions of
the beams into set of ordinary differential equations. The non-dimensional quantities
used to convert the governing equations (Eq. 2) and the boundary conditions (Eqs. 3a—
3d) into dimensionless forms, are shown below,

X,’ Yz Y"i YSi K
xi=_1yi:_7yri=_’y3i:_’kn:

—r=Q,T,
L L L L me22 "
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Qn: 4”’mi=_vF0i=—2,Rm=—,v,-= ,8.76':—,9:
PAL m; m,-QnL T'm2 Q,L L

where r,,; is the mass ratio of the ith beam and R, is the ratio of mass ratios. The
nonlinear friction contact between the tip-mass and the disc is modeled using the
polynomial friction model [8] which is expressed as follows:

3 v; 1 v; 3
m(vi) = pgsgn(v;) — E(/’Ls = Hm) T §<v—> . 4)

In Eq. (4), v;, uy, and v,, are the non-dimensional relative velocity between the
disc and the tip-mass, the coefficient of static friction and the velocity corresponds
to the minimum coefficient of kinetic friction (u,,) respectively. According to modal
analysis, the modal solution can be written as a variable separable from as:

i (6, 1) = ) i (X) i (0. (5)

j=1

As mentioned in Sect. 2, this paper conducts a numerical study on the route to
chaotic behavior of the same physical system considered in the author’s previous
work [18]. The ordinary differential equation governing the motion of the ith beam
corresponding to the kth mode of the coupled beam system shown in Fig. 1 is obtained
using the modal analysis [18] is expressed mathematically as,

>y G (1) d?yy ((pu(l) 1
TR + fixyrik = " (Foip(vy) + kpdx;) — W(T + {d),-k(x)dx),

(6)

where f;; is the natural frequency of the ith beam corresponding to the kth mode.
It is to be noted that only the important aspects and steps involved in the modal
analysis in developing the governing equations in ordinary differential form is shown
in this paper: one can refer author’s previous work [18] or [17] to get a complete
understanding about the procedures and steps involved in modal analysis. Another
thing to be noted that all the quantities used in the numerical analysis is in the
dimensionless form.

3 Results and Discussion

In what follows, the numerical analysis and results associated with the route to chaotic
behavior of the coupled beam-tip mass system is discussed. It is to be noted that,
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Table 1 Numerical values assigned to the parameters

Tml T'm2 Vdl = V42 B =B s Hm U Foi Fo kn
0.2 0.22 0.05 0.05 0.4 0.25 0.2 0.02 0.022 0.03

such models with cantilever beams attached with end-mass which is in contact with
arotating disc are developed to study the dynamics of friction-induced vibration and
the ensuing phenomena in disc brake systems [17]. The focus of such studies is only
to analyze the behavior of the tip-mass motion. In this paper also the dynamics of the
route to chaotic behavior of such coupled masses attached at the end of two cantilever
beams is analyzed. This involves the study of bifurcations and route leading to the
birth of chaotic orbits in the coupled system of beams. Moreover, the dynamical
changes occurring in terms of synchronous behavior between the tip-masse motions
during the way to chaos is also addressed. It is known that, the strength of synchro-
nization between two motions are considered as strong when —1 < C, < —0.8 or
0.8 < C. < 1 and as average when —0.8 < C, < —0.50r 0.5 < C. < 0.8 [21].
For Any values of C. other than the above mentioned, the motions are considered
to be not synchronized. The aforementioned analyses are discussed in detail in the
following subsections. Numerical values assigned for the parameters are shown in
Table 1.

3.1 Bifurcation: Quasiperiodic Route to Chaos

Numerical simulation is carried out for the set of parameter values shown in Table 1, to
obtain the bifurcation diagram for the coupled beam-tip mass system. The bifurcation
diagrams obtained for the two tip-masses are found to be qualitatively the same
possessing the same bifurcations and the route to chaos. Bifurcation diagrams of each
tip-mass behavior are obtained using the dimensionless base excitation frequency (£2)
as the bifurcation parameter are shown in Figs. 3 and 5. The zero velocity crossing

0.1 'I: 1-periodic I o I Quzlsilpn:riodic
! ‘/J-pcnochc b
—~ 0.05F ™=
A !
- I i
ok 1 Quasiperiodic
; Multiperiodic ]
0.05 E ) . . .Chaotic; I
11 1.2 1.3 1.4 1.5 1.6
w / Q

Fig. 3 Bifurcation diagram of tip-mass 1 (r,,,;; = 0.2). Parameters: r,,, = 0.22, k;, = 0.03, I—
Period one, II—Multi and Quasiperiodic, III—Chaotic and IV—Quasiperiodic region
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(from ¢ 4 ’ to ‘=") of the tip-mass oscillation is considered here as the Poincaré
section and the corresponding displacement value is taken as the Poincaré point to
plot the bifurcation diagram.

The bifurcation diagrams shown in Figs. 3 and 5 corresponding to tip-mass 1 and 2
respectively have basically four different regions: (I) Single periodic, (IT) Quasiperi-
odic with multi-periodic windows, (III) Chaotic and (IV) Quasiperiodic. The single
periodic nature of tip-mass 1 in region-I is further conformed by plotting the corre-
sponding phase plane diagram along with the Poincaré map and the frequency spec-
trum shown in Fig. 4 for one set of parameter values from this region. The phase
plane diagram shown in Fig. 4a-1 is found to be a closed loop curve with one Poincaré
point on it. Presence of a single dominant frequency and its harmonics is observed
in the frequency spectrum shown in Fig. 4b-1. As the bifurcation parameter value
increases, a sudden abrupt transition from periodic to quasiperiodic nature is occurred
at Q = 1.116. One such quasiperiodic behavior corresponding to a set of parame-
ters at 2 = 1.47 is plotted in Fig. 4-III. The closed curve structure of the Poincaré
points in the phase plot shown in Fig. 4a-III and the presence of incommensurate
frequency components in Fig. 4b-III further substantiate the quasiperiodic behavior
of the oscillation. At € = 1.15, a three periodic orbit is born through bifurcation
and at = 1.18, it is again changed back to quasi-period oscillation. At Q = 1.27,
the motion is converted into a five periodic oscillation which is demonstrated in the
phase plane plot with five closed loops with five Poincare points as shown in Fig. 4a-
IL. In the similar way presence of many multi-periodic widows in the quasiperiodic
region is observed. Later, a new quasiperiodic orbit is born at & = 1.29 and finally
at 2 = 1.553, the coupled system started showing chaotic behavior. The phase plane
plot and the frequency spectrum corresponding to the chaotic motion are shown in
Fig. 4a-IV and 4b-1V respectively. The Poincaré points are scattered in the phase
plane diagram shown in Fig. 4a-IV and the presence multiple frequency components
in the frequency spectrum plot in Fig. 4b-IV substantiate the chaotic nature of the
motion. Both the coupled beams again regain the quasiperiodic behavior around at
Q = 1.56.

Phase plane diagrams and the frequency spectrums of the second tip-mass motions
corresponding to the different regions in its bifurcation diagram (Fig. 5) are shown
in Fig. 6a (I-IV) and 6b (I-IV) respectively for the same set of parameter values used
in Fig. 4. The time displacement responses of the tip-masses corresponding to the
parameter values used in Figs. 4 and 6 are plotted in Fig. 7.

It is understood from the above analysis that, both the tip-masses follow the same
route leading to the formation of chaotic behavior. It is evident from the bifurcation
analysis that the chaotic orbits are born in the coupled system considered in Fig. 1
from period one orbit through a quasiperiodic route. The quasiperiodic route to chaos
in the coupled system is much complex which involves multiple bifurcations such
as periodic to quasiperiodic, a series of interchanging between quasiperiodic and
multi-periodic nature and finally chaotic behavior from the quasiperiodic orbit.
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Fig. 4 aPhase plots and b Frequency spectrum plots of tip-mass 1 (r,,,; = 0.2). (I) Single periodic,
(II) Multi-periodic, (IIT) Quasiperiodic and (IV) Chaotic
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Fig. 5 Bifurcation diagram of tip-mass 2 (r,;,2 = 0.22). Parameters: r,;; = 0.2, k; = 0.03, I—
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Fig. 6 aPhase plots and b Frequency spectrum plots of tip-mass 2 (r,,2 = 0.22). (I) Single periodic,
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Fig. 7 Time displacement responses of tip-mass 1 and tip-mass 2 for a single periodic (2 = 1.1),
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3.2 Characterization of Synchronization Behavior
on the Route to Chaos

The dynamics of synchronization between the coupled tip-mass motions is studied
all along the route from single periodic to chaotic behavior. As previously mentioned,

in this quasiperiodic route to chaos, presence of multi-periodic windows in the
bifurcation diagram at many places is observed. How far the oscillations are synchro-
nized each other in the different regions of the bifurcation diagram is determined by
evaluating the time correlation factor (C.) between the time displacement responses
of the coupled tip-masses. The coupled system is numerically simulated for a partic-
ular set of parameters corresponding to different regions in the bifurcation diagram
and the correlation between the tip-mass motions are evaluated. The correlation
values obtained for the oscillations corresponding to the different regions are summa-
rized in Table 2. It is understood from Table 2 that a strong correlation is observed
in the single periodic as well as the multi and quasiperiodic regions implying the
presence of synchronous motion of the coupled system. The correlation factor is
dropped abruptly to 0.45 from a strong correlation value at 2 = 1.553 where exactly
the bifurcation to the chaotic region occurred. The coupled beams maintain this low
correlation between their oscillations throughout in the chaotic region implying the
absence of the synchronous motion.

Itis to be noted that, for all the parametric combinations in the periodic, quasiperi-
odic and multiperiodic regions, the coupled oscillations are found to be synchronized.
Moreover, a state of desynchronized chaos is observed for all the parametric values in
the chaotic region. It is clear from the numerical analysis conducted that, the coupled
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beam system has gone through a transition from a state of periodic synchronization
to a state of desynchronized chaos while undergoing a quasiperiodic route to chaos.

4 Conclusions

Numerical investigation on the route to chaotic behavior of a coupled friction-induced
oscillator is conducted. The physical system under consideration consists of two
coupled cantilever beam with end-masses which are in contact with a rotating disc.
A base excitation is applied to each of the beams externally. The partial differential
equations governing the motions of the coupled subsystem are reduced to a set of
ordinary differential equations employing the modal analysis. A bifurcation analysis
is performed on the behavior of the tip-masses to study the route and the bifurcations
through which chaotic orbits are born in the system. The non-dimensionalized base
excitation frequency is chosen as the bifurcation parameter to obtain the bifurcation
diagram.

It is observed that both the tip-masses undergo for the same route and bifurcations
to chaos. We observed that the chaotic orbits are born in the coupled system from
the single periodic behavior through a quasiperiodic route. Initially the behavior
of the couple system is found to be single periodic in nature and being bifurcated
to quasiperiodic motion abruptly at one particular value of 2. Most interestingly,
within the quasiperiodic regime, presence of multi-periodic windows is observed
and finally an abrupt transition from quasiperiodic to chaotic nature is occurred.
Further, the dynamics of synchronization between those coupled tip-mass motions
is studied by determining the linear correlation value between the time displace-
ment responses. During the single periodic as well as the quasiperiodic region with
multi-periodic windows, a strong correlation (0.8 < C, <1) implying the pres-
ence of synchronous motion between the tip-masses is observed. A weak correlation
implying non-synchronous motion between the beams is observed in the chaotic
region. Numerical analysis conducted shows that the coupled friction-induced oscil-
lators has experienced a transition from periodic synchronization state to a non-
synchronized chaos through a synchronized quasiperiodic as well as multiperiodic
state.
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Influence of Supply Inlet Jet Angle )
on Ventilating Respiratory Droplets L
from Makeshift Isolation Enclosures

S. Harikrishnan® and M. Manish

Abstract In the present-day health care systems, the setting up of makeshift isola-
tion enclosures is unavoidably important. These are cubicles or rooms made to isolate
infected patients from others. Indoor air quality is very critical in such health care
facilities due to the presence of virus-laden respiratory droplets released during
coughing. In the present study, numerical investigations have been carried out to
understand the influence of different inlet jet angles on ventilating such respiratory
droplets from a makeshift isolation enclosure. Different operating conditions such
as inlet air duct location and supply jet angle have been considered. Initial numerical
results have been validated against the experimental results reported in the literature.
Effect of different parameters has been discussed with streamlines, velocity contours,
droplet dispersion statistics etc. Changing supply inlet location as well as jet incli-
nation is found to change the ventilation characteristics significantly. Conclusions
drawn from the present study can give important guidelines for designing efficient
make-shift isolation enclosures in the future.

Keywords Indoor air conditioning - Ventilation - Computational fluid dynamics -
Health care - Respiratory droplets

1 Introduction

Makeshift isolation enclosures are very valuable in constrained healthcare systems to
isolate infected patients. These enclosures are generally negative air pressure rooms
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which has provision of sufficient air changes per hour. Indoor air quality and thereby
the proper design of ventilation systems is an important design parameter in such
isolation enclosures. Poor ventilation design can be unsafe to the patients and also to
the front-line health care workers as it increases the disease transmission rate due to
the prolonged exposure to deadly viruses. Virus laden respiratory droplets which are
produced during coughing, sneezing, talking etc. and its transmission through air is
now known to be one of the major causes of infectious disease transmission [1-4].
Several researchers have noted that the deposition and dispersion of bio aerosols
produced during coughing, sneezing and talking etc. has not yet been understood
well [5, 6]. Coughing is also known to be one of the common symptoms in most of
the respiratory diseases [7, 8].

In the current research work, a Computational Fluid Dynamics (CFD) study has
been undertaken to understand the influence of inlet jet angles on ventilating the
respiratory droplets produced during coughing from a makeshift isolation enclosure.
Droplets dispersed during a coughing cycle has been mimicked and the effect of
dispersion of droplets in such enclosures has been studied for different inlet jet
angles. The effect of varying the inlet jet angle may have significant implications on
the dispersion and deposition of droplets. These have been analyzed with streamlines,
velocity contours, instantaneous droplet dispersion images etc.

2 Problem Statement

The dimensions of a typical makeshift isolation enclosure is shown in Fig. 1. A 2-
dimensional CFD study is performed with ‘L’ and ‘H’ being the length and height of
the room as shown in the Figure. Two different locations for inlet air entry namely
the left wall inlet and top wall inlet are considered in the present study. Six different
cases are analyzed in the present work. First 3 cases (case 1, 2 and 3) corresponds
to the left wall entry and the remaining 3 cases (case 4, 5 and 6) corresponds to the
top wall entry as shown in Fig. 1. Case 1 corresponds to —45° inlet jet angle whereas
Case 3 corresponds to +45° inlet jet angle with respect to 0° horizontal (case 2)

Top wall inlet

- e ——

Left wall inlet case details Top wall inlet case details
- - h
k]

™
e o
Outlet & <&@ /[Q’@
z A Case 2 &
Bed (0.75 L) \ / | Q
ko)

0.211 ]
3

Left wall inlet

0.28H
5 ased

Patients mouth

i

Fig.1 Computational domain (left) used in the present study and the six cases considered for
simulation in the present study (right)
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Fig. 2 Typical droplet size distribution in human cough [15]. The cyclic conditions mimicking
human cough used in the present simulations are also depicted

while Case 4 and Case 6 corresponds to —45° and +45° inlet jet angle with respect to
0° vertical (case 5). The inlet air velocity is fixed for all the six cases and is selected
considering the air changes per hour value which should be greater than or equal to
12 for a typical hospital ventilation purpose.

In the present study, the patients bed whose dimensions are same as that of a
typical hospital bed which is located next to the extraction port. The exhaust window
dimensions are kept same as that of a High-Efficiency Particulate Air (HEPA) filter
available commonly in market. A negative pressure differential of 2.5 Pa is main-
tained at the extraction port which is the typical requirement of isolation rooms as per
ISHRAE (Indian Society of Heating, Refrigerating and Air Conditioning Engineers)
guidelines. The flow under the bed is not of any interest in the present study and hence
is not simulated. A typical mean mouth opening of 3 cm is provided in the present
study also as used by several researchers [9, 10] and is located at a distance of 0.21L
as shown in Fig. 2. The simulated cough droplets are injected from the mouth at this
location. A broad range of droplet size distribution is produced during coughing [11].
The droplet distribution generally follows a Rossin Ramler distribution with mean
diameter of 10 mm, maximum of approximately 1000 mm and minimum of 0.5 mm
as reported earlier by several researchers and as presented in Fig. 3. The droplets
are injected in 3 pulses spread over 0.12 s each as in [12]. The cough flowrate for a
typical human varies over a range of 0.1-0.9 I/s as shown in the experimental work
done by [13]. However, this also depends on the age group, gender, health of the
person and several other parameters. In the present study an average cough flowrate
of 0.5 I/s and an average cough velocity of 1.5 m/s is assumed and is maintained
same for all the six cases.
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3 Numerical Methodology

In the present study, the air flow has been modelled using an Eulerian approach
whereas the cough droplets are modelled using a Lagrangian approach. Water
droplets are injected into the domain to mimic the cough droplets. Air flow in the
makeshift isolation enclosure is unsteady, incompressible and turbulent in nature.
The following Eqs. (1) and (2) are used to solve the mass and momentum conserva-
tions whereas a Lagrangian framework as described by Eq. (3) has been used to track
the droplet dispersion. The details regarding (3) can be found in [10]. A standard k-¢
model has been used for turbulent flow simulations and an enhanced wall treatment
has been employed for accurate flow prediction near the walls.

9
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Boundary conditions are imposed at inlet, outlet, walls and injection plane. At
inlet, uniform velocity inlet boundary condition has been applied while at outlet,
pressure outlet boundary condition with a gauge pressure value of —2.5 Pa has been
given. No slip boundary condition has been applied on walls, and on the injection
surface (mouth) time varying injection condition described in previous section has
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been employed. Governing equations are solved by using commercial computational
fluid dynamics package ANSYS Fluent 18.1. Computational Fluid Dynamics has
been a widely used tool in different thermal engineering problems [14, 15]. Validity
and accuracy of the present computational method has been confirmed by comparing
numerical results with the experimental results reported in the literature. Numerical
investigations have been carried out by considering same geometry and operating
conditions reported in the experimental results of Nielson [16]. Figure 3 shows the
comparison of numerical results of x-velocity profile with the experimental results
at one y-location. Numerical results are found to be in good agreement with the
experimental results.

Non-uniform structure mesh has been generated by using ANSYS Workbench
package. Detailed grid independence study has been carried out to select the optimum
grid size for computation. Three different grids have been considered in the present
case are grids with 14,553 nodes (G1), 28,231 nodes (G2) and 41,971 nodes (G3).
Figure 4 depicts the variation of x-velocity component along y-direction at x = L/2
for three different grid sizes (G1, G2 and G3). It can be inferred from Fig. 4 that the
difference between the grids G2 and G3 are much less as compared to that of G1 and
G2, and hence grid corresponding to G2 has been considered in the present study for
all further computations.

4 Results and Discussion

The main objective of the ventilation system in makeshift hospitals is to remove
air-borne droplets as early as possible to prevent the spread of diseases. Mainly two
different inlet locations (left and top wall) and three different inlet supply jet angles
(—45°, 0° and 45°) have been considered in the present study. To begin with, the flow
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Fig. 5 Time-averaged streamlines along with non-dimensional x-velocity contours for six different
inlet conditions without considering injection of droplets

characteristics of all six cases have been analyzed in detail without injecting droplets.
Understanding flow features in each case can help us to understand the recirculation
zones present in each case due to the inlet supply jet. Figure 5 depicts time-averaged
streamlines along with x-velocity contours for different inlet operating conditions
without considering the injection of droplets. The entry of higher velocity supply air
into the enclosure introduces multiple smaller and larger recirculation zones in the
domain. One big recirculation zone above the bed and multiple smaller recirculation
zones in other parts of the domain especially near the corners have been observed.
It is also interesting to note that the supply inlet conditions not only change the
location of recirculation zones but also change the direction of the recirculation. The
bigger recirculation zone present above the bed can decide the fate of the respiratory
droplets ejected from the mouth of the patient. In other words, the clockwise direction
of the larger recirculation zone can displace the droplets away from the outlet while
the counter-clockwise direction can displace the droplets towards the outlet. The
counter-clockwise direction of a larger recirculation zone is preferred since it can
remove the respiratory droplets as early as possible from the enclosure. Except for
cases 2 and 3 all other cases, counter-clockwise direction of larger recirculation zone
has been observed. Interestingly, for cases 1, 4, 5, and 6 higher values of positive
x-velocity have been observed near the bed which indicates that the particle ejected
from the mouth of the patient move faster towards the outlet. Higher x-velocity near
the source (patient’s body) than that of other regions can limit the dispersion of
droplets into the room, and this can remove the droplets from the room in a short
period of time. For cases 2 and 3, x-velocity near the source is negative, which
indicates that the droplets move away from the outlet. Also, there are good chances
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that these respiratory droplets can fall into the dead recirculation zones present in the
corner of the enclosure. The falling of droplets in these dead recirculation zones stays
there for a longer period of time which increases the risk of spreading the disease.

Figure 6 depicts the variation of percentage of droplets present in the domain with
time. Figure 6 can be used to compare the ventilation performance quantitatively for
different cases considered in the study. A total of 1200 droplets are injected into the
room as pulsatile injection as mentioned in the problem statement section. It can
be inferred from the figure that cases 2 and 3 require more time to flush droplets
from the room as compared to other cases. This is due to the clockwise direction of
larger recirculation zone developed in the domain for case 2 and 3 which displaces
injected droplets away from the outlet. Case 6 is found to flush droplets efficiently
as compared to all other cases considered in the present study.

Figure 7 depicts the instantaneous location of droplets for Case 3 and 6 super
imposed with non-dimensional x-velocity for few representative time instants. Case
3 and 6 are two representative cases with larger recirculation zones in clockwise and
counter-clockwise directions respectively. It can be inferred from the figure that for
case 3 droplets are found to move away from outlet with time due to the clockwise
recirculation zone present in the domain. Interestingly for case 6 the droplets are
found to move towards outlet vent with time due to counter clockwise direction of
larger recirculation zone. Hence, droplets are taken away from the room as early as
possible for case 6. On the other hand, for case 3, movement of droplets away from
the outlet vent leads to trapping of droplets on corner of the room. Accumulation of
virus laden droplets in corner of the room stays there for longer time and it increase
the risk of spreading the disease.
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Fig. 7 Instantaneous Case 3 Case 6
location of droplets for Case
3 and 6 super imposed with
non-dimensional x-velocity
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5 Conclusions

Two-dimensional numerical investigations have been carried out to study the effect of
inlet location and jet angle on ventilating respiratory droplets from a make-shift isola-
tion enclosure. Two different inlet locations viz. left and a top wall, and three different
jetangles (—45°,0°, and 45°) have been considered in the present study. Computations
have been carried out by using the commercial CFD package ANSYS Fluent with the
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Eulerian—-Lagrangian approach. Numerical results are validated against the experi-
mental results reported in the literature. The coughing process has been mimicked
by injecting droplets in the form of pulses into the room. Several recirculation zones
are produced due to the airflow, which decides the movement of droplets. The study
concludes that the position of the supply duct, the negative pressure differential
combined with the strength of the recirculation zone determine whether the droplets
stay in the room or are flushed outside and these factors should also be taken care of
while designing such rooms to contain the spread of the infection.
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Abstract The need for lower fuel consumption along with improved safety of
passengers has encouraged the auto industry to use Advanced High Strength Steels
(AHSS). Fabrication of such applications involves welding, which leads to the alter-
ation of microstructure and mechanical properties. The aim of the present work
is to study and understand the effect of laser welding on similar Transformation
Induced Plasticity (TRIP-TRIP) and dissimilar Dual Phase (DP)-Transformation
Induced Plasticity (TRIP) welds. This weld fabrication using low heat input tech-
niques results in fully martensitic structure in the weld and Heat Affected Zone
(HAZ) rendering brittleness of the weldment. The effect of isothermal post-weld
heat treatment (PWHT) on the properties of weld joints was also studied. The optical
microscopy has revealed the martensite in the Fusion Zone (FZ), while the HAZ
consisted of a mixture of ferrite and martensite. The variation in microstructure in
the transverse direction to the weld has led to variation in microhardness. The results
of the tensile test indicated the weld to be stronger and the failure location was far
from the weld centre. The Ultimate Tensile Strength (UTS) and ductility of the tensile
samples were less compared to the base metals. Post weld heat treatment resulted
in a small decrease in fusion zone hardness. Because of the lower ductility of the
weldments, cracks were observed in the fusion zone during the Erichsen cup test.
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1 Introduction

With the steady rise in fuel consumption, the fuel resources get depleted, leading
to heavy demand for fuel-efficient vehicles. Also, the awareness among the people
regarding the new environment norms to minimize carbon dioxide emissions has
motivated the auto industry to develop lightweight vehicles with good strength and
energy absorption in a crash event. The need to reduce the weight without compro-
mising vehicle safety has steered the auto industry to utilize new materials with high
strength to weight ratio for auto body fabrication. Though many materials compete
to accomplish the requirements of the automobile industry, Advanced High Strength
Steels (AHSS) have been the clear winner [1, 2]. Because the AHSS are lighter mate-
rials with high strength, they reduce vehicle weight and increase fuel consumption,
while the safety of the passenger is also guaranteed due to high stiffness and ductility
of the same [3]. Dual Phase (DP) steels and Transformation Induced Plasticity (TRIP)
steels are the well-known grades of AHSS being used in the automobile body. The
DP and TRIP steels are produced by an intercritical annealing in the ferrite plus
austenite (o + y) region of the Fe- Fe;C phase diagram. In the intercritical annealing
for DP steels, with a sufficient holding time, the austenite formed in the ferrite matrix
gets enriched with carbon and later to be transformed into high carbon martensite
during subsequent cooling. Thus a typical DP steel microstructure is composed of
ferrite islands surrounded by martensite. The ferrite phase induces ductility, while the
martensite phase is the reason for strength. Several grades of DP steels with varying
strengths from 500 to 1000 MPa can be produced by varying intercritical annealing
temperature and time. Whereas for TRIP steels, the cooling is not continuous. The
steel is held isothermally in the bainitic region and addition of Aluminium (Al) and
Silicon (Si) suppress the formation of cementite. The phases present in typical TRIP
steel microstructure are ferrite, retained austenite and bainite. High strength coupled
with good ductility and high work hardening rate are the unique combination of
properties in good agreement with the property requirements of auto industry. On
the other hand, TRIP steels have a higher ductility due the TRIP effect, where trans-
formation of retained austenite to martensite occurs under the influence of plastic
strain [4].

Tailor Welded Blanks (TWB’s), in which two dissimilar metal sheets are joined
using an appropriate welding procedure, is a well-known way of incorporating AHSS
into an automobile part. The sheets may be of different thicknesses, compositions,
coatings, and properties. The use of TWB allows the placement of the right material
in the correct location. They also have other notable benefits, such as cost reduction,
dimensional accuracy, scrap reduction, etc. [5]. For the assembly of car bodies and
other components, the auto industry has been adopting various welding techniques.
Though Resistance Spot Welding (RSW) was widely used in the manufacture of auto-
body, laser welding is gaining its reputation due to its advantages such as flexibility,
ease of automation, less heat input, etc. [6, 7].

Several researchers have studied the effect of laser welding on the microstructure
and mechanical properties of AHSS. It was reported that softening in the heat affected
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zone (HAZ) adversely affects the formability of tailor-welded blanks due to high
strain concentration in the softened region, leading to premature failure of the blanks.
HAZ softening was linked to the tempering of the martensite phase in DP steel. Nayak
et al. [8] have reported the effect of martensite content and tempering on softening
behaviour of DP steels with varying chemistry. Similar studies were done by Farabi
et al. [9, 10] on DP 600 and reported failure in the softened zone. A very hard
and strong fusion zone was formed as a result of laser welding and it reduced the
formability characteristics. Reduction in formability due to the laser welding process
has also been reported for DP980 and DP80O0 steels. Sreenivasan et al. have studied
and evaluated the formability characteristics of DP 980 steel laser welds [11] and
found that the presence of softening zone has reduced the formability of welded joints
irrespective of welding parameters. Several authors have prepared dissimilar DP steel
laser welds and reported that nonuniform properties across the weldment resulting in
formability issues and premature failure during the mechanical testing. In the study of
laser welded DP 780 and DP 980 dissimilar joints, Dong et al. has observed a failure
in DP 780 side [12]. The ductility of welded joints decreased when compared with
base metals. This has been confirmed by Gong et al. while investigating the welding
behaviour of dissimilar DP 780 and DP 1180 steels [13]. Rajashekar et al. [14]
investigated the welding behavior of Nd: YAG laser welded TRIP 780 and DP 980
steels and concluded that strength difference exists between the weld zone and other
zones due to the formation of softening zone (SZ). Other authors have also confirmed
the presence of this softening zone [8, 15—18] in laser welded joints of AHSS. Wang
et al. investigated the effect of heat input on this SZ and concluded that SZ width
increased with an increase in heat input [19, 20]. The microstructures obtained in the
fusion zone of laser welded AHSS materials were predominantly martensitic due to
the formation of austenite during the welding process and the cooling rates involved
in the process. The microstructure and properties of laser welded joints are primarily
dependent on welding parameters and the type of laser used [17, 18, 21]. Gallagher
etal. [22] used an Nd: YAG laser to weld HSLA300, DP600, M900 and M 1310 steels
at various speeds and found that weld tensile strength appeared to be dependent upon
steel grade, weld penetration, and weld width. Xu et al. [23] compared different laser
welding processes and found that the width of heat affected zone, as well as fusion
zone, was varying with each process. Due to the high power density in fiber laser
welding, narrow zones were observed. In contrast, diode laser resulted in a larger
fusion zone as well as HAZ. The hard martensite present in the fusion zone has been
reported to be reducing the formability of these steels. The formability of weld can be
enhanced by reducing the hardness of the fusion zone using the post weld tempering
process. It has been reported that the tempering temperature showed a marked effect
on weldment properties than any other process parameters during the heat treatment
[24].

In the current study, laser welds of DP and TRIP steels have been prepared in butt
joint configuration to study their microstructural and mechanical properties. A post-
weld heat treatment (PWHT) at 250 °C for 2 h was also carried out on the prepared
welds. The effect of PWHT on the properties of weldments was investigated and
reported.
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2 Experimental

The DP 780 and TRIP 780 steel sheets with 1.2 mm thickness in cold-rolled condition
were used in the current study. The sheets were cut into rectangular plates of 90 mm
length and 45 mm width. The cut sheets were cleaned with acetone to clean the
edges and surfaces. The chemical composition of DP 780 and TRIP 780 steels were
mentioned in Table 1. Similar TRIP-TRIP and dissimilar DP-TRIP butt joints were
prepared using a German-made (ROFIN) DC-035 CO, type laser welding machine.
Trail tests, with the main aim to obtain full penetration and sound welded joints were
carried out to select the optimal laser welding parameters. These trail parameters
were listed in Table 2. Based on the trial tests, laser power of 3 KW and a welding
speed of 4 m/min has resulted in defect free and sound welds. Hence those parameters
were selected for further investigation. Helium gas shielding at a flow rate of 15 1I/min
was used during welding.

The as-welded samples were tempered to study the effect of PWHT on the proper-
ties of welds. The samples were heated in a muffle furnace at rate of 10 °C/min until
250 °C and held at that temperature for 2 h and subsequently cooled to room tempera-
ture by air cooling. The metallographic specimens from the welded samples were cut
in a direction transverse to the weld. The cut specimens were mounted, mechanically
ground, polished with a series of SiC polishing papers with an increasing grit size
number from 400 till 2000. Then the specimens were polished on a disc with cloth by
using a diamond paste of 9, 3 and 1pwm. The samples were etched in 2% Nital solution
(98 ml ethanol, 2 ml of HNO3) to reveal the microstructure. The microstructure of
etched specimens was observed using an optical microscope.

Microhardness measurements were made on the transverse weld cross-sections
using a Vickers hardness testing machine (Shimazdu HMV-G20ST) at 200 g load
and a dwell time of 15 s. To study the effect of welding on tensile properties, sub

Table 1 Chemical composition

C Mn Si S P N Al Fe

DP 780 0.2 4.00 1.00 |0.100 |0.100 |0.01 0.07 Remaining
TRIP780 |0.19 1.78 1.5 0.17 0.008 0.003 0.036 | Remaining

Table 2 List of laser . S. No Laser power Speed (m/min) Heat input
parameters used for trail tests (KW) (J/mm)

1 2.5 4 375

2 2.5 5 30

3 25 6 25

4 3 4 45

5 3 5 36

The parameters indicated in bold letters
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Fig. 1 Dimensions of tensile specimen used in the present study (All dimensions are in mm)

sized tensile samples perpendicular to welding direction were prepared as per the
ASTM ES standard. The sample dimensions were as shown in Fig. 1. Tensile tests
were carried out on base metal as well as welds using a universal testing machine
(UTM) at a displacement rate of 1 mm/min. Ultimate tensile strength (UTS), yield
strength (YS) and percentage elongation were calculated from the tensile data. Prior
to the test, the specimens were polished until 600 grit sized SiC paper to remove any
stress concentration points. The square (90 x 90 mm) blanks in as-weld condition
and PWHTed condition were stretch formed using an Erichsen cupping machine to
evaluate the formability. The tests were conducted with the root side of the weld
facing the hemispherical punch and continued until the appearance of crack. For all
the tests, the weld was at the centre of the blank.

3 Results and Discussion

The base metal microstructure of DP780 steel consists of ferrite and martensite,
as shown in Fig. 2a. The volume fraction of each phase is calculated using image

Fig. 2 Microstructure of a DP steel, b TRIP steel
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analysis software and the values are found to be 25 and 75% for martensite and ferrite
phases, respectively. TRIP 780 steel showed ferrite islands with retained austenite
and bainite at grain boundaries is as shown in Fig. 2b. In the TRIP steel, The volume
fraction of the ferrite phase was 72%, while the remaining 28 % is of retained austenite
and bainite.

3.1 Weld Macrostructure

Figure 3 shows the cross-sectional macroscopic view of the DP-TRIP and TRIP-
TRIP weld joints. Sound welds are obtained in this study and the weldments did not
show any weld defects such as porosity and under cut. The upper part of the weld
bead is found to be wider with a narrower bottom. The width of the weld at the top
is found to be approximately two times that at the bottom of the weld.

(a) _ (b)

Fig. 4 Microstructures in DP-TRIP welds a showing FZ, HAZ and DP Base metal b FZ, HAZ and
TRIP Base metal
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3.2 Fusion Zone and Heat Affected Zone

Figure 4a, b shows optical micrographs of the DP-TRIP dissimilar weld cross-section
on DP and TRIP sides, respectively. The cross-sectional images showed different
zones of the weldment viz, FZ, HAZ and BM. Figure 5 shows the optical micrographs
of the TRIP-TRIP weld cross-section and also showed FZ, HAZ and BM. Figure 6a, b
shows optical micrographs of the DP-TRIP dissimilar weld cross-section in PWHTed
condition on DP and TRIP sides, respectively. Figure 7 shows the optical micrographs
of the TRIP-TRIP weld cross-section in PWHTed condition. In both the weldments,
after PWHT, the cross-sectional images showed different zones similar to that in the
as-welded condition. In all the conditions, significant microstructural changes are
observed in the HAZ compared to the base metal. The microstructures of the fusion

Fig. 6 Microstructures in DP-TRIP welds a showing FZ, HAZ and DP Base metal and b showing
TRIP BM, HAZ and FZ in PWHT condition
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Fig. 7 Microstructures in TRIP-TRIP welds showing FZ, HAZ and TRIP base metal in PWHT
condition

zone for DP-TRIP and TRIP-TRIP welds in as-welded and PWHTed condition are
shown in Fig. 8. Similar to Gong et al. [13] martensite structure has been observed in
the fusion zone of all the weldments in as-welded and PWHTed conditions. This can
be attributed to the thermal cycle during welding. In a typical weld thermal cycle, the
metal in the melt pool melts during heating and subsequently cooled rapidly to room
temperature. The cooling rates in the laser welding process, higher than the critical
cooling rate required for martensite formation which results in martensite formation
in the fusion zone.

Fig. 8 Microstructure of fusion in a DP-TRIP as weld, b TRIP-TRIP as weld, ¢ DP-TRIP in PWHT
and d TRIP-TRIP PWHT conditions
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Figure 9a, b shows the transverse hardness profiles of the DP-TRIP dissimilar
weldment and TRIP-TRIP weldment, respectively in as-welded condition. Figure 9c,
d shows the transverse hardness profiles of the DP-TRIP dissimilar weldment and
TRIP-TRIP weldment, respectively, in PWHTed condition. In DP-TRIP weldment,
a sequential increase in hardness from base metal to fusion zone through the HAZ is
observed. The variation in hardness can be attributed to variation in the microstruc-
ture. In the fusion zone, the presence of martensite resulted in a high hardness
compared to the other regions of the weldment. The peak temperature attained during
the weld thermal cycles in the HAZ depends on the distance from the fusion boundary.
The HAZ region, near to the fusion zone, that experiences temperatures above Aj
and below the A4 line in the Fe-Fe;C phase diagram develops a fully austenite
structure compared to the HAZ regions that experience peak temperatures below
A3. HAZ regions with peak temperatures between Az and A also develop varying
amounts of austinite depending on the peak temperature. This results in varying
amounts of martensite in the microstructure across the HAZ. The regions close to
the fusion boundary develop a higher volume fraction of martensite. This variation
in the percentage of martensite from the fusion zone to BM through HAZ resulted in
a decrease in hardness. In TRIP-TRIP weldments, a similar hardness profile with a
sequential increase in hardness from BM to fusion zone is observed. This is also due
to the change in the percentage of martensite from the fusion zone to BM through
HAZ. The hardness profiles in the PWHTed condition are similar to the as-welded
condition for both DP-TRIP and TRIP-TRIP weldments. The fusion zone hardness
is reduced with PWHT for TRIP-TRIP as well as DP-TRIP weldments. In the as-
welded condition, the average hardness in the fusion zone of DP-TRIP weld is 464
HYV, which is approximately two times higher than that of DP and TRIP base metals.
In PWHTed condition, the value gets reduced to 425 HV. Whereas the hardness of the
fusion zone in the as-welded condition of TRIP-TRIP weldment is 450 HV, which is
also approximately twice that of TRIP base metal and in the PWHTed condition the
value is 410 HV. This reduction in hardness of the fusion zone after PWHT can be
attributed to the tempering of martensite present. The average fusion zone hardness
values of all the weldments and BM in as-welded a PWHTed condition are shown
in Table 3.

Figure 10a, b shows the stress versus strain plots of TRIP-TRIP and DP-TRIP
weldments, respectively. Table 4 consolidates the results obtained from the tensile
test. From the careful observation of the stress—strain curves, it is evident that ductility
has reduced post welding. The UTS of TRIP base metal is 780 MPa, whereas DP
has a UTS of 760 MPa. TRIP-TRIP weldments showed slightly lower elongation in
comparison to the base metal. A slight reduction (0.4%) in elongation is observed
after the PWHT of the TRIP-TRIP weldments. The TRIP-TRIP weld joint after
PWHT has shown a yield point phenomenon, whereas the remaining weldments
haven’t shown any such effect. A continuous yielding was observed in DP-TRIP
welds in both the as-welded and PWHTed conditions, TRIP-TRIP weld in the as-
welded condition. The appearance of the yield point phenomenon was probably due to
the interstitial diffusion of carbon during PWHT of the weld. The PWHT temperature
was sufficient for the carbon atoms from austinite to undergo a long-range diffusion
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Fig. 9 Microhardness
profiles of a DP-TRIP, b
TRIP-TRIP in as-welded
condition, ¢ DP-TRIP and d
TRIP-TRIP in PWHT
condition
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Table 3 Hardness test results

Fig. 10 Stress versus strain
plots for a TRIP-TRIP and b
DP-TRIP weldments

57

S.No | Name Location | Hardness (HV) Avg
1 DP-TRIP-as welded FZ 464
2 TRIP-TRIP-as welded | FZ 450
3 DP-TRIP-PWHT FZ 425
4 TRIP-TRIP-PWHT FZ 410
5 DP-as welded BM 223
6 TRIP-as welded BM 217
7 DP-PWHT BM 221
8 TRIP-PWHT BM 212
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TRIP-TRIP PWHT |
800
600
©
o
£
2
8 400
(73]
200
0 T T T T T T T
000 005 010 015 020 025 030 035
Strain
b) DP BM
DP-TRIP As weld
DP-TRIP PWHT
800+ - TRIP BM
R
600
& 5004
2
@ 400
j
300
200
100 A
0 T T T T T T T
000 005 010 015 020 025 030 035

Strain



58 C. G. Krishna et al.

Table 4 Results of tensile test

S.No Name of joint | YS (MPa) UTS (MPa) Elongation (%) Failure location

1 DP base metal | 479 £ 5 760 £+ 10 29.2+0.8 -

2 TRIP base 420+ 9 784 £ 2 33.0+0 -
metal

3 DP-TRIP 455+ 4 720 £ 20 269+ 1 BM
as-welded

4 TRIP-TRIP 410 £ 10 770 £ 10 289+ 1 BM
as-welded

5 DP-TRIP 450+ 8 750 £ 4 267+ 1 BM
PWHTed

6 TRIP-TRIP 460 £+ 10 724 +£ 4 27+2 BM
PWHTed

and pin the dislocation. The YS of TRIP-TRIP welds after PWHT was increased due
to the yield point phenomenon. On the other hand, the DP-TRIP welds showed UTS
values lower than that of both the base metals. Elongation of these welds was found
to be higher than DP steel and lesser than TRIP steel. The UTS of DP-TRIP weld
after PWHT was increased by 30 MPa while not much change was observed in YS.
Figure 10a, b shows the tensile specimens before and after the test respectively. As
shown in Fig. 11b, all specimens tested were failed in BM, far from FZ.

Figure 12a, b show the Erichsen cup test samples of DP-TRIP and TRIP-TRIP
weldments before the test and Fig. 12¢, d shows the weldments after the test. Both the
weld joints developed a crack in the fusion zone. In the Erichsen test, the presence of
a crack in the fusion zone indicates the low or no effect of softening on formability.
Though the fusion zone has high strength, poor plasticity has led to crack formation
in it. Once the crack has initiated, the test was stopped and height of the cup was
measured and the value is considered as an index for formability. The height of

a) DP BM

TRIP BM

|

TR'P As wel TRIP

l

TRIP pwhr TRIP

|

DP Asweld TRIP
DP pwHT TRIP

Fig. 11 Tensile specimens a before the test and b after the test
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a)

b)

Fig. 12 Erichsen cupping test samples of a DP-TRIP, b TRIP-TRIP before the test, ¢ DP-TRIP,
and d TRIP-TRIP after the test

cups measured were 7.29 and 6.73 for TRIP-TRIP PWHTed weldment and DP-
TRIP PWHTed weldment respectively. Thus it can be concluded that the TRIP-TRIP
weldments had better formability than DP-TRIP weldments.

4 Conclusions

Similar TRIP-TRIP weldments and dissimilar DP-TRIP weldments were prepared
in butt joint configuration using laser beam welding. A PWHT at 250 °C for 2 h
was carried out on the weldments. The effect of laser welding and PWHT on the
microstructure and mechanical properties of the weldments was investigated and the
following conclusions were drawn.

1. Defect-free weldments without cracks, porosity, inclusions, etc. were prepared.

2. Different zones viz., FZ, HAZ, BM were observed in all the weldments in as-
welded and PWHTed conditions. Martensite was observed in the FZ of all the
weldments.

3. Hardness profiles revealed a sequential increase in hardness from BM to FZ
through HAZ irrespective of weldment. With PWHT, a small decrease in FZ
hardness was observed for both DP-TRIP and TRIP-TRIP weldments.
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4. Al the tensile specimens fractured in the BM, far from FZ, irrespective of the
weldment in as-welded and PWHTed conditions.

5. Yield point phenomenon was observed for TRIP-TRIP weldment after PWHT,
while the remaining weldments exhibited a continuous yielding behavior.

6. Allthe tensile test specimens exhibited a significant amount of elongation which
is a clear indication of ductile failure.

7. The Erichsen cup test has concluded that TRIP-TRIP weldments had high
formability than DP-TRIP weldments.
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Optimization of Fluid Modeling )
and Flow Control Processes Using i
Machine Learning: A Brief Review

Surbhi Razdan® and Sarth Shah

Abstract Understanding and solving fluid-related problems pose a significant
demand for computationally inexpensive flow simulations, which the conventional
fluid mechanics approach fails to satisfy. Thus, researchers choose to incorporate
fluid mechanics with Machine Learning (ML) as a possible solution. This tech-
nology provides several tools and algorithms that help with prediction-based deci-
sion making, building optimized control theories, experience-based learning, and
many more, all of which depend upon available data. Since its inception, the field
of fluid mechanics has generated a lot in terms of experimental and simulation data.
Hence, we can apply Machine Learning to extract meaningful information from fluid
flow databases. Complex domains of fluid mechanics such as turbulence modeling,
active flow control, and optimization all seek to gain from such a multidisciplinary
approach. However, these domains from the world of fluids pose new problems for
the data science world. These newly found complexities encourage engineers to
create more robust learning models than conventional ones. Thus, a blend of fluid
mechanics and machine learning creates a powerful and vastly complex field of study
that will help completely revolutionize current research and industrial applications.
This paper covers research from the earliest to some of the most recent ML algo-
rithms and provides a brief overview of ways these algorithms complement the field
of fluid mechanics. Three case studies—turbulence closure modeling using ML, flow
control and manipulation using ML, and aerodynamic shape optimization, are used
to explain this. To help better understand these applications, the underlying funda-
mentals of supervised, semi-supervised, and unsupervised learning models and some
of the most widely used algorithms are also under consideration in the paper. The
paper, thus, covers in great depth both the fields of fluids and ML
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1 Introduction

Certain disciplines of fluid mechanics, such as turbulence modelling, accurate fluid
flow simulations, active flow control, and so on, have posed computational hurdles
resulting from the complexity of the flow from their beginnings that have yet to be
entirely overcome. These complexities are a result of high dimensional, non-linear
characteristics of the flow, observed at varying spatiotemporal scales. The entirety of
the nineteenth century witnessed the development of newer and efficient mathemat-
ical and experimental models to tackle and understand complications related to fluids.
Research in the first half of the century kicked off with the development of control
mechanisms such as, rotating cylindrical sails for ships, wires on wing profiles, etc.
[1]. The latter part of the century saw the development of even more efficient flow
manipulation devices (e.g. wings/spoilers, splitter plates, vortex generators, etc.) [1],
some of which continue being used on modern cars for aerodynamic advantage,
even till date. By the end of the nineteenth century, relatively better computational
systems had given rise to Direct Numerical Simulations (DNS); a method that formed
the bedrock of understanding fluids, that is still in use today. Kim et al. [2] studied
skin friction drag by resolving different turbulence scales using Direct Numerical
Simulations. Active turbulence control [3] or vorticity flux control [4] for drag mini-
mization were also performed using DNS. Some recent studies include, simulation of
fully developed incompressible flow through a pipe on 630 million grid nodes using
DNS [5], DNS of unsteady flow in channel with uneven walls [6], and comparison
of turbulent flow through smooth square duct and through ribbed square duct using
DNS [7].

Thus, fluid mechanics has generated vast quantities of data in terms of empirical
flow observations, experimental results, and flow field simulations up to this point
[8]. Availability of data and, advances in high performance computing capabilities
have fueled the development of large-scale databases (e.g. NOAA Database [9]),
time efficient simulations through parallel computations, advanced data processing
algorithms, and softwares that allow data transfer and work integration with other
softwares [8, 10]. Indeed, start of the twentieth century was the beginning of a new
era of fluid mechanics. Fluid mechanics of today is not only governed by the first
principles, but is also data driven [8]. These newfound advances have, thus, created
a growing interest among researchers and scientists to pair fluid mechanics with
the field of machine learning. However, the blend of these two fields is not entirely
an accomplishment of the twentieth century. Some profound research works were
conducted towards the end of the nineteenth century that used Proper Orthogonal
Decomposition (POD) [11], neural networks [12] and, suboptimal control strategies
[13] to generate feedback control models in order to minimize drag by actively
controlling turbulence [1].

At present, a wealth of different, robust Machine Learning algorithms are avail-
able, each offering its own benefits depending on the mode of learning, architecture
and implementation strategy. Apart from this, the commercial successes of ML in the
fields of image recognition, control and reduced order modeling [14] have intrigued
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researchers to test these algorithms for fluids as well. ML provides sufficiently gener-
alizable and flexible tools that can be formulated to suit complex requirements of fluid
modelling such as high dimensionality of turbulence, nonlinearity of flow control and,
multi-objective, multi-parameter acrodynamic shape optimization, etc. [8]. However,
the fruitfulness of ML is high so long as the implementation of these algorithms is
within the bounds of their limitations [15]; not all algorithms are suitable for all fluid
flow problems and at the same time, a user must be aware of the proper implementa-
tion of a specific algorithm [8, 15]. Thus, fluid mechanics and machine learning, both
fields stand to benefit from such a multidisciplinary approach. This paper provides
a thorough review of the aforementioned blend of fluid mechanics and machine
learning. The review first covers the fundamentals of machine learning followed
by applications of ML in three of the most significant studies in fluid mechanics—
turbulence closure modeling, active flow control and flow manipulation, and lastly,
aerodynamic shape optimization.

2 Basics of Machine Learning

Human intelligence is defined as the fundamental method of obtaining knowledge by
observing/learning a task. Machine learning, thus suggests, the use of some method
to impart intelligence to a computer. In doing so, a machine is able to simulate human-
like learning behavior that arises from obtaining new skills/knowledge based on past
experiences, and existing knowledge to further improve the learning capabilities
[16]. The evaluation of this subject is also performed in a human-like behavior. The
computer is given a task, and its performance is assessed by determining how much
it improved at completing the same job by using previous knowledge and experi-
ences. This, in turn, imparts knowledge to the machine, allowing it to predict/forecast
outcomes for situations that are similar but not identical to the one learned. As aresult,
it is a type of Al that digitises the fundamental process of ‘human learning’ [17].

Alike humans, a machine fails to learn a model in a single go and cannot make
reliable enough predictions right away. It is looped through the process of learning,
which eventually results in a good agreement between observed values and predicted
values. Machine learning can hence, be formulated as an optimization tool that auto-
mates the process of iteratively solving multi-objective, multi-parameter problems
of underlying physical formulae [1]. The extended version of ‘Machine learning as
an optimization tool’ might seem both an over-exaggerated statement and an undeni-
able fact—The ideology of applying Machine Learning to a problem, as a whole can
be thought of as an optimization task. Not only would we be optimizing the task of
mapping inputs to outputs [8, 18], but also the use of our time, available computing
hardware, implementation of sophisticated learning algorithms, and the monetary
expenses that would have been, had we had to perform experiments to prove similar
concepts.

Machine learning is not just a realization of the modern computer era, but has
been an effort of researchers since the inception of the computer era [19]. However,
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the inspiration of this field began not with computers, but at the roots of the issue—
how we as humans learn to store, sort, and recall information as and when needed.
In fact, the first machine learning algorithm, the perceptron [20] was heavily based
on understanding the capabilities of the brain for perceptual recognition, general-
ization, recall, and thinking. The perceptron learning machine was mainly built for
carrying out regression and classification tasks [20]. Soon enough, Dr. O.G. Self-
ridge in 1959, touched upon the topics of supervised and unsupervised learning
models through his contribution—Pandemonium, a learning machine capable of
recognizing patterns under human supervision [21]. In years 1960 and 1967, A.L.
Samuel explored and touched upon training machine learning algorithms to play
games [22] such as checkers [23]. Even after some remarkable strides in the field
of Artificial Intelligence (AI), ML was criticized for not being as good as expected.
Howeyver, there was a renewed interest in Al, soon after the advancement of rein-
forcement learning [24] and multi-layered neural networks [25], due to an algo-
rithm—back propagation algorithm [26], that allowed fine tuning of parameters of
the aforementioned multi-layered neural net (NN). Another big step in the field of
neural networks, was the realization that NNs are universal function approximators
[27], meaning, a sufficiently large NN could approximate any function given that its
weights and biases are adjusted precisely [27]. As aresult, by the early 1990s, ML and
NNs were already being used in flow related problems: Particle image velocimetry
[28, 29], reconstruction of turbulent flow fields using NNs and principal component
analysis [30], reconstruct near wall turbulent flow using POD [31], etc. In recent
years, ML has a wide set of applications in a variety of different fields such as,
(a) Robotics: Use of machine learning in multi-agent systems (MAS) [32], learning
motor primitives for single-stroke and rhythmic tasks by mimicking human presenter
with reward driven self-improvement [33], actor-critic imaging for improvised robot
learning [34]; (b) Games: Atari games [35], Go [36], Dota 2 [37], StarCraft 2 [38];
(c) Language Processing: convolutional neural network architecture for predictions
in language processing domain [39], Algorithmic Actor-Critic Sequence Prediction
for language processing applications [40], and many more.

Thus, in the past couple years, Machine Learning has outgrown the efforts of a
few computer engineers trying to figure out the capabilities of computers in learning
how to play games, to a broad study of statistical-computational theories that, when
applied to learning processes give rise to newer learning algorithms that extend
beyond the field of games, and into the field of speech recognition, computational
mechanics, computer vision, data mining to extract patterns, and many more. Thus,
ML has truly spun off the industry by opening up possibilities of integrating such
learning architectures with other disciplines of engineering [41]. Machine learning
is mainly classified in three major types—supervised learning, semi-supervised
learning and, unsupervised learning, each of which branches into different types
of algorithms (see Fig. 1). The types of learning are mentioned in the subsequent
topics, but for the sake of brevity, all algorithms under each type are not mentioned.
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Fig. 1 General hierarchical structure of Machine Learning and its various different algorithms

2.1 Supervised Learning

The characteristic feature of supervised learning is, training data that is available in a
labelled or annotated form. The name suggests the presence of a ‘supervision’ that is
established in the form of instructions about that labels associated with the training
examples for efficient learning. Typically these labels can be classes, numerical values
(e.g. prices), etc. depending on the type of problem. Supervised learning algorithms
make use of these training data to generate models and predict outputs for other
unlabeled data [42].

As mentioned, depending upon the problem category (regression or classifica-
tion), there exist of variety of different algorithms that can be implemented—Linear
regression, Gaussian process, K-nearest neighbor, Support vector machines, Random
forests, etc. The choice of the algorithm is governed entirely by the properties of the
problem such as, category of problem, available data, size of dataset, number of
features, etc. For the sake of brevity, only a few algorithms are mentioned for all
three types of learning processes (supervised, semi-supervised and unsupervised).
For additional information, readers are referred to the mentioned references.

Linear Regression. Linear regression, more or less, suggests the idea of interpolation
[43]. While machine learning suffers at the hands of extrapolation, linear regression
could also be used as an extrapolation tool, provided the number of samples in
the training dataset is so large, that any new input has a high probability of either
being in the training dataset or in close proximity of another sample point. As for
its working principle, linear regression is the process of fitting a line through a
collection of data points. This line has an intercept and a slope. Thus, in order to
find the best fit, the slope and intercept values need to be optimized. A general, more
commonly employed optimization criterion is that of least-squares, which suggests
that the sum of all squared differences between the actual data points (label) and the
predicted values (corresponding point on the line) should be as low as possible. The
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mathematical representation of the least squares statement is what is called the cost
function or loss function [44].

Studies involving regression have a wide set of applications, from predicting
housing prices to studying patterns in rainfall data.

K-nearest neighbor. Data can be of various kinds, and a lot of times either two
or more classes can be observed in the labels. One of the most fundamental algo-
rithms of ML to tackle this issue is the classification algorithm. Classification is the
supervised process of a learning machine trying to determine which class (or group)
the newly entered input belongs to. While, there are different methods to implement
classification, the one under consideration is the K-nearest algorithm. The goal of the
algorithm is to find the k observations from training data with distances closest to the
input x and average their responses [44]. A cost function can be used to determine
the goodness of the classification and the goal is to minimize the value of the cost
function. A general cost function for a classification problem outputs the probability
of misclassification.

K-nearest neighbor method has also been used in fluid mechanics to detect exotic
wakes [45]. Other applications of classification and k-nearest algorithm include:
Data mining application on weather prediction [46], deriving downscaled information
regarding precipitation and temperature from prediction models of weather data [47].

Neural Networks. Neural networks are the most widely used algorithm of ML. This
is due to the inherent property of neural networks to approximate any linear/non-
linear function, provided that the network is sufficiently large and deep enough
[27, 48]. A single unit of neural network, called the neuron is exactly analogous
to the neuron in a human brain. These neurons stacked on top of one another is a
single layer, and multiple layers stacked in parallel builds the neural network. It is
common for all neural networks to have an input layer, an output layer, and depending
upon the complexity of the problem, one or many layers in between, also called as
hidden layers. Among the most common types of neural networks is the feed forward
neural network. Feed forward neural networks have the aforementioned structure
and, propagate information by the activation (also called firing) and deactivation of
neurons of one layer. The firing of a neuron is governed by a non-linear activation
function that takes in an input, either from an input layer or the weighted output
from a previous neuron layer, and computes a new output. Thus, all the neurons of a
layer, activating and deactivating irrespective of one another is what carries forward
information received at the input layer.

Differences in the structure of the NNs and the activation functions give rise to
different working principles and hence, a variety of applications that NNs can tackle.
A few powerful classes of networks are: convolutional neural networks (CNNs),
best known for image and pattern recognition [49, 50], Recurrent neural networks
(RNNSs), best known for time dependent data (e.g. videos) [51, 52], and Long short-
term memory (LSTM) algorithms, best known for utilizing cell states and gating
mechanisms [8, 53, 54].
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2.2 Semi-supervised Learning

Semi-supervised learning reflects a more bio-inspired and human-like learning
approach used to train machines. This human-like approach is established through
the presence of both labelled and unlabeled data. This is a rather unique and uncon-
ventional approach of learning as opposed to pure unsupervised or pure supervised
learning. The type of labelled data available is purely dependent on the type of semi-
supervised algorithm implemented. While some algorithms make use of traditional
labelled data (like in classification problems), some algorithms make use of ‘rewards’
to inform the machine of the presence of labels. The goal of semi-supervised archi-
tecture is to understand the effect of such a unique combination of training data
[55]. Depending on the type of problem and the desired output, a variety of different
semi-supervised learning algorithms can be implemented—Generative Adversarial
Networks (GANs), Q learning, Deep Q learning, Reinforcement Learning (RL),
Deep Reinforcement Learning (DRL), etc.

Generative Adversarial Networks (GANs). Generative adversarial networks have
been a part of extensive research since 2014 [56] and have been implemented in
various applications ever since: image super resolution [57], object detection [58],
video generation [59], etc. [60]. The working principle of GANSs is rather unique,
since the learning is competitive between two networks—the generative network
(generates new data) and the discriminative network (classifies data either as gener-
ated or original). The goal of the generative network is to generate new samples
based on the learned probability distribution of the training data. Hence, the gener-
ative network learns to generate data as detailed as possible, in order to maximize
the probability of making the generated data pass as original. On the other hand,
the discriminative network learns to tell apart even the most accurately generated
data from the original data, and in doing so, maximizes the probability of classifying
the data accurately. In an adversarial learning environment, such as the one under
consideration, the competitiveness between the networks, only ends up improving
them simultaneously. This is a characteristic feature of GANs that make it a go-to
learning algorithm for a wide set of applications [56, 61].

Q Learning. Q learning falls under the category of reinforcement learning and is
a classic example of reward based learning. The labels that supervise Q learning,
are these sparsely placed rewards that determine the “goodness” of the algorithm’s
performance. Q learning comprises of two fundamental entities—the agent and the
environment. The agent observes the environment to determine its state at time ‘t’,
denoted by st. The observed state helps the agent determine an action at the same
time step (at), that will lead to a reward (rt). Another terminology, called trajectory,
denoted by T, is introduced to club together all states and actions of agent from
time (t = 0 to T). The goal of the learning algorithm is to maximize the reward
over the entire trajectory. However, this involves some inefficiencies, because such a
formulation involves temporally distant rewards as well. In order to reduce the effect
of these temporally distant rewards, and only have the immediate rewards taken
into consideration, another term, called discount factor, denoted by v, is introduced
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which value ranges between 0 and 1. The discount factor is responsible for making
the values of temporally distant rewards almost insignificant, whilst keeping few of
the immediate rewards almost unaffected. Therefore, the final goal of the agent can
now be stated as, following a process that maximizes the discounted reward over an
entire trajectory, meaning, maximizes the discounted cumulative reward [62]. This
so-called ‘process’, that is essentially a mapping between optimal actions and states
is called the policy (a = m(s)), and the goodness of following a policy is given by a
value function. Thus, if an optimal value function is learned, the agent can then use
that information to determine the policy, which in turn dictates the optimal actions
that need to be taken in each state, in order to maximize the reward. One such value
function used in Q learning is the Q function which is expressed through a Q table.
The Q table stores the values of optimal Q functions for all possible combinations of
state-action pairs, allowing the agent to choose the best action by using the Q table
as a simple look-up table.

Q learning has quite a few downsides and limitations as well, that researchers are
trying to improve, by building up on the basic algorithm using newer, more efficient
algorithms: Nash Q learning [63], Double Q learning [64].

Deep Reinforcement Learning (DRL). While the above method of generating Q
tables is a good enough method, scaling the tables to accommodate state-action pairs
for a multi-iterative, large scale problem is quite a tedious task; not only compu-
tationally expensive, but also time inefficient. The fact that neural networks are
universal non-linear function approximators [27, 48], provides a rather unique solu-
tion to tackle the issue of scaling to big data—a deep enough neural network can
be trained to approximate the value functions. This notion of using deep neural
networks in reinforcement learning gave rise to Deep reinforcement Learning (DRL)
[62]. A significant study on using DRL with Q learning was performed, in order to
reduce Q learning algorithm’s tendency to overestimate the value function [65]. After
succeeding in using DRL to play Atari games [35], Volodymyr et al. set out to create
an universal intelligence algorithm using DRL to be able to learn a variety of chal-
lenging tasks [66]. DRL has made its way in control methodologies and robotics as
well [67, 68].

2.3 Unsupervised Learning

Finally, neither desired outputs nor rewards from the environment are supplied in the
third and final form of learning, known as unsupervised learning. Unsupervised algo-
rithms are used to analyze data that is essentially noisy. The use of machine learning
to unstructured noisy data results in the discovery of patterns, reduced order models,
and efficient data separation. These findings are then utilized to make decisions,
make forecasts, and communicate data [69].

Principal Component Analysis (PCA). Principle component analysis is a funda-
mental dimensionality reduction algorithm that goes by many different names
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depending on the field of application. A few such applications include PCA in
signal processing, called Karhunen—Loeve Transform, PCA in computational engi-
neering applications, called Proper Orthogonal Decomposition (POD) or Singular
Value Decomposition (SVD), etc. However, irrespective of the field of application,
all the algorithms operate in a similar sense of reducing high dimensional data to
an orthonormal basis vector set. These basis vectors are also defined as best-fit
lines for the data where a best-fit line is defined as, a line across which the data is
seen to have the most variance, and the least averaged squared distances from data
points. Reduced Order Modelling (ROM) is essentially a PCA of data, but instead
of choosing all principal components (eigenvectors), only the first few components
that capture majority of the features, are used, thus reducing the dimensions of data.
One of the oldest applications of PCA was in 1987, to develop a characterization
process for human faces [70]. PCA has also been used in the field of environmental
and atmospheric sciences. One such example involves applying the non-linear PCA
algorithm to hydrodynamic circulation and other such conditions in coastal areas
[71]. Even in the field of robotics, PCA algorithms have been implemented to learn
humanoid motion features [72].

Autoencoders. In situations when the available input data is high dimensional,
building models and simulating the output is very computationally expensive. To
tackle this issue, a considerable amount of effort and research has gone into building
reduced order models of these high dimensional data. One such method is PCA
which finds the eigenfeatures of data, thereby reducing the dimensions of the data to
only a select number of eigenfeatures. Another such working model is the autoen-
coder. The autoencoder in working, is essentially no different than a PCA algorithm.
These autoencoders consist of two networks, an encoder and a decoder. The role
of the encoder is to find a set of key features that can be used as the orthonormal
basis to project the data onto. The role of the decoder is the exact opposite as that of
the encoder. The decoder takes as its input, the reduced order data and tries to map
it back to its original high dimensionality form. The efficiency of the autoencoder
lies in the goodness of the mapping between input and output with least distortion
[73]. A significant downside of scaling generative learning algorithms to capture
rich data distributions is the probability of imprecision as the learning progresses.
An efficient solution prescribed for this issue is the use of autoencoders. Modi-
fied autoencoder algorithms such as, adversarial autoencoders [74] and Importance
Weighted Autoencoders [75] have been proven to give the best results.

k-means clustering. The “unsupervised version” of classification is called clustering.
Clustering algorithms perform the exact same task as classification algorithms, only
without any supervision or labeled data. While a variety of clustering algorithms are
available to choose from, k-means clustering is known to be the fastest to converge,
thus making it preferable for different applications. The algorithm starts off by taking
the value of k as an user input. K signifies the number of clusters that the algorithm
will be looking for. After initiating k random cluster centroids, the distance (generally
euclidean) between each data point and the k centroids is calculated. Points closest to
any of the centroids is marked as belonging to that cluster. Likewise, k such clusters
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are formed depending on all points closest to a centroid than any other centroid. In
the next step, the algorithm averages all the points of a cluster to calculate the centre
of gravity of that respective cluster, which will be the new centroid. K such new
centroids are calculated, following which, new clusters are formed due to changed
distances between data points and cluster centroids. These two processes are iterated
till convergence, meaning, the centroids stop moving and data points stop migrating
between clusters [76]. Ever since the advent of k-means, modifications have been
proposed to improve convergence to a more desirable local minima [77], and reduce
computational load to further increase the speed of reaching convergence condition
[78]. The field of fluid mechanics and computational fluid dynamics have a few
unique examples of using k-means clustering such as, integrating k-means clustering
algorithm and CFD simulations for maintaining a local control over the temperature
using an HVAC system [79], clustering for efficient discretization of a fluid mixing
layer [80].

3 Case Study: Turbulence Closure Modeling Using
Machine Learning

3.1 Reynolds Averaged Turbulence Modeling Using Deep
Neural Networks with Embedded Invariance [81]

Reynolds Averaged Navier Stokes (RANS) turbulence models have been in existence
since years now. However these models suffer from inaccuracies that arise from a
certain assumptions, truncations and discretization schemes, etc. Thus, there is a
significant need to improve these models. This study, focused on solving the issue by
using deep neural networks to learn the Reynolds stress anisotropy tensor from flow
simulation data. The network, trained via stochastic gradient algorithm, consists of 8
hidden layers with 30 nodes in each layer. The novelty of this architecture however,
arises from the multiplicative layer which embeds Galilean invariance into the neural
network, thus allowing the network to predict the full anisotropy tensor, as opposed to
predicting only the anisotropy eigenvalues. This novel architecture, called the Tensor
Basis Neural Network (TBNN) (see Fig. 3), essentially embeds rotational invariance,
thus nullifying the effect of the observer’s orientation on flow physics. Simulation
data of 9 flows generated using RANS, LES and DNS were used, out of which, 6 flows
were used for training, 1 for validation and 2 for testing. The salient features about the
test cases were that, one test case had a wavy geometry duct, a geometry that exhibited
flow separation and was not included in the training set, while the second test case
had a duct with corners. The TBNN predictions were proven to be significantly
more accurate than both linear eddy viscosity RANS model and the non-linear eddy
viscosity model. Not only was the model successful in resolving corner vortices in the
second test case, but also showed fairly accurate flow separation in the wavy geometry
test case, a geometry that was never encountered before. This strongly suggested
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that the network had shown remarkable extrapolation performance by learning the
underlying fluid physics efficiently. The study was concluded by showing that the
TBNN model had overcome all the shortcomings of the baseline LEV RANS model
(Fig. 2).

3.2 Bayesian Uncertainty Analysis with Applications
to Turbulence Modeling [82]

This paper focused on applying Bayesian inference techniques in order to calibrate
complex mathematical models (governing equations of fluid flows—Navier stokes)
to predict certain pre-decided quantities of interest (Qol). These quantities of interest
are defined as predictions of a set of output quantities that are essential for making
informed decisions about the system. In the approach proposed by the authors, a
model of incompressible, turbulent flow over a flat plate under various pressure
gradient conditions was considered. 3 stochastic models with the same physics and
the same uncertainties in the experimental data were used. The only differentiating
factor about these models was the probabilistic representation of the physics. The
relations unfolded from the RANS equations gave rise to 7 individual model cali-
bration parameters. It was noted that specific values of the parameters gave rise to
different canonical flow physics (free shear flows, zero-pressure-gradient boundary
layer, etc.) and thus, was concluded, that a single turbulence model most certainly will
fail to generalize for different types of flows. Such a behavior is observed because
certain parameters are associated with features like, near-wall behavior, interme-
diate distances from the wall, and outer parts of the boundary layer, and hence,
the ability of the model to predict the quantity of interest depends on the values of
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[81]

these 7 parameters. Such a Bayesian inference method was applied to the Spalart
Allmaras turbulence model. The aforementioned parameters were calibrated for the
three classes after the model learned patterns in the experimental data of incom-
pressible flow over flat plate. Thus, essentially, all three classes were formulated to
predict the Qol. The study was concluded by taking note of the effect of model class
evaluation procedure on the uncertainty of Qol, since all three models were similar
otherwise.

3.3 Predictive RANS Simulations via Bayesian
Model-Scenario Averaging [83]

Turbulence modelling has forever been known to be the most significant source of
error in most RANS simulations. One way to deal with this error is to estimate
the error and calibrate the output accordingly. However, not a lot of error estimators
currently exist to tackle the issue. A build-up on the study conducted by Cheung et al.
2011 is presented in this paper. Instead of considering model inadequacy as the devi-
ation of actual process from its predicted simulation output, as is common practice,
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the authors suggested modeling the probabilistic inadequacy in the empirical model
itself, thus, providing a generalizable framework for incorporating the inadequacy
in turbulence closure problems. While the problem was that of flat plat boundary
layer flow at varying pressure gradient conditions; unlike Cheung et al. 2011, exper-
imental data was achieved from k—¢, k—w, Spalart—Allmaras, Baldwin—Lomax and
stress-w turbulence closure models. After performing Bayesian inference on each of
the turbulence model for 14 different scenarios, a strong dependence between closure
coefficients and scenarios was observed. These results were a concrete enough proof
that, there is no single best choice of turbulence model or closure coefficients, instead,
Bayesian Model-Scenario Averaging (BMSA) method is to be used. The study was
concluded by experimenting with another method to further improve results, which
was, developing a smart scenario sensor which improved the predictor capabilities
for all 14 scenarios.

3.4 Sub-grid Modelling for Two-Dimensional Turbulence
Using Neural Networks [84]

In this study, the authors experimented with sub-grid modeling of data-driven
kraichnan turbulence using artificial neural networks involving both a-priori and
a-posteriori assessments of decaying 2D turbulence. The major motivation behind
conducting this study was the hope that a-priori model selection and a-posteriori
deployment formulate a machine learning problem in order to unfold valuable infor-
mation about the underlying flow physics. The deployed artificial neural network
takes in as input, snapshots from DNS simulations. These snapshots are used for
eddy-viscosity computations, based on which, the ANN predicts a temporally and
spatially dynamic closure term which can be substituted in the vorticity equation
either as a source or a sink of vorticity in much refined scales. Thus, the statistical
approach proposed in this framework was proven to be successful in injecting a
dynamic kinetic energy dissipation term in the 2D decaying turbulence models.

3.5 Using Statistical Learning to Close Two-Fluid Multiphase
Flow Equations for a Simple Bubbly System [85]

In this study, direct numerical simulations using Neural Networks (NNs) were
performed on bubbly multiphase flow physics to close the relatively simple model.
The flow under consideration was assumed to be consisting of many nearly spherical
bubbles rising in a unidirectional and recurring fashion with negligible fluctuations
in the viscous term. Further it was assumed, that the initial vertical velocity and the
average bubble density remain homogeneous in two of the three directions but fluctu-
ates and varies in the remaining third direction. Thus, the formulation of the problem
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was that of a flow in a rectangular box with effects of gravity visible, purely along
the negative y-axis. The goal of the study was to essentially have a neural network
learn a simulated flow, understand the underlying physics of the flow and use this
“knowledge” to make valid closure predictions for similar flows but with different
scenarios and conditions. Hence, the unidirectional evolution of bubbles for one
initial condition was simulated using DNS followed by the generation of a database.
In this database, information regarding the velocity profile and bubble distribution
were stored throughout the evolution. The information from this database is used to
generate the closure predictions. The model is then used to predict the evolution of
bubbles with other different initial conditions. Overall, what was observed is that, the
equations with the neural network closure were able to reproduce data similar to the
DNS database thus proving the efficiency of such a system (in spite of the relative
simplicity of the problem).

4 Case Study: Active Flow Control and Flow Manipulation
Using Machine Learning

4.1 Efficient Collective Swimming by Harnessing Vortices
Through Deep Reinforcement Learning [86]

Schooling is a concept generally employed by fish. The concept exhibits a ‘smartness’
in the swimming behavior, that is seen in the way fish navigate through complex,
vortex rich flow fields in the wake of the fish in the front. While the actual mechanism
used by fish is still unknown, Siddhartha et al. 2018, were able to simulate this intel-
ligent schooling mechanism using deep reinforcement learning (DRL). The authors
also showed significant improvements in propulsive efficiency and energy savings,
that are achievable if the fish follows a certain specific path in the wake of the leader.
High-fidelity fluid flow simulations were performed to replicate the vortex shedding
behind the leader, while essential unsteadiness and two-way interactions between
the vortical flow and the fish were captured to generate an ‘intelligent’ swimming
policy using DRL. In order to train the DRL algorithm, two rewards were used, one
that penalized the follower for swaying laterally away from the path of the leader,
while the other simply equal to the follower’s swimming efficiency. It was observed,
that followers started placing themselves, not in-line, but at off-center positions with
a leader. In such off-center position(s), the follower(s) learned timely deformations
of their bodies to efficiently harvest energy from the oncoming vortices. Thus, the
study was able to prove the advantages of fish swimming in formations (schooling).
Moreover, the possibility of using such bio-inspired energy harvesting techniques for
navigating autonomous robot swarms, were shown to have promising implications.
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4.2 Control of a Quadrotor with Reinforcement Learning

[87]

In this paper, the authors explored using reinforcement learning to develop a control
method for the actuators of a quadrotor. The goal of this study was to be able to
train a neural net to map states of the agent (the quadrotor), to actuator commands,
thus making the quadrotor capable of actively manipulating flow and stabilizing
itself in air. In order to tackle this complex issue, the authors introduced a novel
learning architecture called, deterministic on-policy method. This architecture made
use of 4 total layers in the network, which mapped the input, an eighteen dimensional
state vector, to the output, a four dimensional action vector (an action for each of
the 4 available rotors) through two hidden layers consisting of 64 neurons each.
The cost evaluation included different failure criteria such as the quadrotor touching
the ground, angular velocity, linear velocity, etc. The evaluation of the policy was
performed both experimentally and through simulations by placing the quadrotor in
random states and recording the failure. While the simulations involved way point
tracking and recovery tests, the experiments involved rather harsh test cases such as
throwing the quadrotor upside-down at speeds up to 5 m/s, etc. In spite of such harsh
initialization scenarios, the computation time of the policy was observed to be of
the order of 7 s per time step. Thus, the study was concluded over the remarkable
performance achieved by DRL in active flow manipulation.

4.3 Reinforcement Learning for Active Flow Control
in Experiments [88]

This study is first of its kind, as it demonstrated the feasibility of applying reinforce-
ment learning in experimental flow problems, capable of actively learning control
strategies without a-priori knowledge of the flow. The experimental setup consisted
of a main cylinder and two more cylinders placed parallel to the main cylinder,
and downstream of the turbulent flow past the main cylinder. The two cylinders
were such, that their rotational speeds and directions could be varied to achieve
the goal of minimizing drag or maximizing power gain efficiency. The effect of
diameter ratio (d/D) and gap ratio (g/D) were also taken into consideration. For
the training purposes, another novel DRL algorithm, called Twin Delayed Deep
Deterministic policy gradient algorithm was implemented. The architecture of the
algorithm consisted of 2 hidden layers, with 256 neurons in each layer, all connected
in a feedforward neural net. By designing appropriate rewards and applying effec-
tive noise reduction techniques, it was demonstrated that the learning agent achieves
hydrodynamic performance stability in only four episodes. The result of rotating the
control cylinders in equal and opposite directions close to their maximum speeds
was the exact same achieved through computer simulations, thus proving the effec-
tiveness of the experimental method. The study was concluded by proving that the



78 S. Razdan and S. Shah

drag force across the main cylinder was indeed reduced by actively controlling the
wake in an experimental setup.

4.4 Mixing Layer Manipulation Experiment From
Open-Loop Forcing to Closed-Loop Machine Learning
Control [89]

This study focuses of machine learning control in an experimental setup as well. The
experiment under consideration is of a turbulent mixing layer performed in a suffi-
ciently large, low speed wind tunnel. The flow is passed over a splitter plate. Along
the span of the trailing edge of the plate, were 96 circular nozzles with a diameter of
2 mm each. Each of them being separately controlled by a micro-valve actuator, flow
manipulation for obtaining and studying characteristic mixing layer properties using
control strategies was made possible. The overall goal to be achieved via local manip-
ulation of mixing layer, was to maximize turbulent kinetic energy at a desired location
downstream of the flow. Hot wire probes were placed downstream of the flow for
sensing. The study proposed three different control strategies, namely—extremum-
seeking adaptive control, Proper Orthogonal Decomposition (POD) analysis, and
lastly, a bio-inspired, model free genetic algorithm called Machine Learning Control
(MLC). Thus, the experiment was conducted with all three control strategies and
the results were summarized. The extremum seeking control was shown to arrive at
a local maximum with ease. However, determining whether a global maxima had
been reached was not possible due to experimental complexities. Thus, there was
no guarantee of an optimal solution by using extremum seeking control. The POD
feedback approach was able to extract dominant mixing characteristics to feed back
the optimal actuation frequency to itself. Finally, MLC was able to build up on the
POD approach by making use of several sensors outputting velocity signals thus,
automating the process of thresholding actuation. Thus, MLC strategy was proven
to be the best in practice.

4.5 Closed-Loop Separation Control Using Machine
Learning [90]

Another application of the novel Machine Learning Control (MLC), a model-free
genetic learning framework, was studied in this paper. The goal of this study was to
reduce and manipulate the recirculation zone caused due to flow over a backward-
facing step (BFS) boundary. The experimental setup included a gravity driven flow
over the BFS in a fluid channel at Reynolds number of 1350. The actuator in the
setup was a slotted jet providing upstream actuation at 45° to the wall. Depending on
this setup, the control law was optimized for the objective function of the problem
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in 12 generations, by measuring recirculation area in real-time and linking that to
the actuation value. With an 80% reduction in the recirculation area, the control law
was also proven to be generalizable for other operative conditions and the study was
concluded.

5 Case Study: Aerodynamic Shape Optimization Using
Machine Learning

5.1 Multidisciplinary Shape Optimization in Aerodynamics
and Electromagnetics Using Genetic Algorithms [91]

This study was based on improving the traditional design shape optimization problem
that works on minimizing only a single objective function from a single disci-
pline. The authors thus, take into consideration a multi-objective, multidisciplinary
approach of optimizing a 2D airfoil shape for minimizing drag coefficient and elec-
tromagnetic backscatter using genetic algorithms. Hence, the two objective functions
of the optimization were—reducing the drag coefficient whilst keeping the lift coef-
ficient above a certain value, and the second objective function is equivalent to the
integral of the transverse magnetic radar cross section (RCS) over a given sector.
A CFD solver models the flow using finite volume discretization of the 2D inviscid
Euler equations whereas, a fictitious domain method of computational electromag-
netics (CEM) was used to analyze the 2D Helmholtz equation. The genetic algorithm
used was based on Nondominated Sorting Genetic Algorithm (NSGA). By using 2
Bezier curves to parameterize the airfoil shape, a total of 15 design variables were
formulated, which included 9 control points on the airfoil and 1 variable for the angle
of attack of the airfoil. By assuming the wave to be incident at 10°, the backscatter
was measured in a sector between 180° and 200°. While computation of solution
took multiple iterations, an optimized solution for the airfoil shape was achieved by
utilizing efficient parallel computing techniques.

5.2 Machine Learning for Adjoint Vector in Aerodynamic
Shape Optimization [92]

Adjoint method is the most commonly employed practice in aerodynamic design
optimization. However, from a computational standpoint, the cost of calculating the
adjoint vector and the cost of computing the flow is approximately equal. In order
to make the process time efficient and run faster, the authors studied incorporating
machine learning with adjoint vector modeling. Deep neural network (DNN) was
employed to generate a nonlinear mapping between the adjoint vector and the local
flow variables. The architecture of the DNN was as follows—a total of 5 hidden layers
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were constructed with 100, 100, 80, 50, and 30 neurons respectively. The output layer
consisted of four neurons, each corresponding to one of the 4 quantities of the adjoint
vector. The process was carried out at a Mach number of 0.75 and an angle of attack
of 2.5°. Thus, by training on data of different combinations of incoming transonic
states, drag reduction of NACAQ012 airfoil was optimized. Moreover, it was found
that the result generated by DNN-based adjoint method (DAM) was in accordance
with the results obtained from the traditional adjoint method thus, proving the validity
of DAM.

5.3 Aerodynamic Shape Optimization Using a Novel
Optimizer Based on Machine Learning Techniques [93]

In this study, the authors proposed and tested the application of a different opti-
mization technique paired with computational fluid dynamics (CFD) simulations,
to a typical aerodynamic shape optimization problem of missile control surfaces.
The novel optimizer made use of two most widely used machine learning tech-
niques, reinforcement learning and transfer learning, to improve optimization perfor-
mance and efficiency. Deep deterministic policy gradient (DDPG), a cutting-edge
reinforcement learning approach, was utilised to extract the optimization experi-
ence from DATCOM, a fast aerodynamic prediction software. Then, by transferring
learning, the experience was employed for CFD-based aerodynamic optimization.
The problem of aerodynamic shape optimization of missile fins was used to evaluate
the performance of the proposed optimizer. DDPG algorithm was then verified by
comparing the obtained results against three traditional evolutionary algorithms—
NCGA, NSGA-II, and MOPSO. Based on the results, it was concluded that, the new
optimizer had improved in terms of search speed, the lift to drag ratio (L/D) of the
missile was up by 18.67% than baseline, and 62.5% CFD calls were saved. Overall,
TL-DDPG was shown to outperform evolutionary algorithms in terms of both search
performance and optimised outcomes, thanks to the use of DATCOM’s optimiza-
tion expertise as priori knowledge, which is particularly useful for computationally
expensive aerodynamic optimization problems.

6 Conclusions

Fluid mechanics is a complex, high-dimensional, nonlinear field of computational
engineering. Even for some of the most frequent fluid-related issues, traditional
techniques fail to give well-resolved solutions. While not perfect, machine learning
provides the ideal tools for resolving fluid-related problems. This review paper is
aimed to:
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Give a quick rundown of some of the most impressive uses of these strong machine
learning techniques in fluid mechanics.

Provide a review of machine learning basics, from its birth through some of the
early algorithms to contemporary learning modes and principles.

Applications of ML in three of the most significant fields of fluid mechanics,
turbulence closure modelling, active flow control and flow manipulation, and
aerodynamic shape optimization.

And finally, some limitations of ML that despite current technological and compu-
tational advances, we are still a long way from finding a solution for fluid-related
problems that is resolved at all spatiotemporal scales exhibited by natural flows.

As a conclusion, we would like to say that the purpose of this study is to excite and

motivate readers by highlighting recent advances in the area, as well as to encourage
academicians to continue working on innovative interfaces between the two domains.
Having said that, we too are currently working on one such application—aerody-
namic shape optimization of an airfoil using genetic algorithm (a semi-supervised
learning algorithm).
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Influence of Gyroscopic Effect )
and Rotary Inertia on the Vibrations oo
of a Continuous Rotor System

Amit Malgol and Ashesh Saha

Abstract The vibration characteristics of a rotor system consisting of a rigid disk
mounted on the middle of a flexible shaft is studied to investigate the influence of
gyroscopic effect and rotary inertia of the shaft. The bearings are replaced by linear
springs. The partial differential equation (PDE) governing the beam vibrations is
reduced to a set of ordinary differential equations (ODE) by modal analysis. A
detailed parametric study is conducted and the dynamics of the system is studied
through time-displacement responses, phase-plane and frequency response plots.

Keywords Continuous system < Gyroscopic effect - Rotary inertia - Vibration

1 Introduction

The rotating elements are used in a broad range of applications such as motor, gener-
ator, blower etc. The response of the rotary system depends on the excitation inputs
and the system characteristics. In this paper, we primarily focus on the modeling and
analysis of rotor system with the influence of gyroscopic effect and rotary inertia. A
rotor system can be modeled either in the form of a discrete system or a continuous
system. We consider the rotor system as a continuous one in this work. The partial
differential equations (PDE’s) governing the system vibrations are reduced to a set
of ordinary differential equations (ODE’s) by modal analysis.

There is a vast literatures on the analyses of a continuous rotor system considering
different influencing factors. Only a handful of literatures are briefly discussed in
this paper [1-6]. The dynamics of the rotor system with the combined effect of
large deformations in bending, rotary inertia [1, 2], rotor unbalance, the gyroscopic
effect [2, 3] along with the shear effects, and axial dynamic force are considered
by Shad et al. [1-3]. The Euler Bernoulli beam equation theory are used to model
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the continuous rotor system. Hamilton’s principle is applied to derive the governing
equation using the kinetic and strain energy of the shaft [1-3].

Khanlo et al. [4] studied the dynamics of the flexible rotor system with the effect
of disk position nonlinearity. Rayleigh’s beam theory is used to model the contin-
uous rotor system. Different types of responses, such as the subharmonic motion,
chaotic behavior, and quasi-periodic motion, etc. are observed [4]. Duchemin et al.
[5] investigated the effect of base excitation and gyroscopic force on a flexible rotor
system. The Lagrange principle is applied to derive the equation of motion from the
kinetic and strain energies of the rotor system. Deb et al. [6] examined the Campbell
diagrams to analyze the critical speeds of the rotating system with the gyroscopic
effect.

The rotor system can be conveniently modeled in the form of a discrete system [7—
9]. Cveticanin [7] considered the influence of gyroscopic force and some other effects
for the analyses of free vibration of the rotor system. Matsushita et al. [8] explored
the influence of gyroscopic force on the natural frequency of the rotating system. In
some literatures, forward and backward whirling motions have been analyzed [8, 9].

The rest of the paper is organized as follows. The mathermatical model is briefly
discussed in Sect. 2. The analytical method for obtaining the closed form solutions
is explained in Sect. 3. Some results are discussed in Sect. 4 followed by conclusions
in Sect. 5.

2 Mathematical Modeling

The rotor model consists of a rigid disk mounted on the flexible shaft supported with
linear springs, as shown in Fig. 1. Point S in Fig. lc is the geometric center of disc
where shaft axis passes, and point G is the center of gravity of disc. The eccentricity
of G from S is denoted by e.

The governing eqns. of rotor system modeled with gyroscopic effect and rotary
inertia are described as [1-3, 10]

Z (a) Z (b) 4 ()

Fig. 1 a Schematic diagram of the rotor system b cross-sectional view of the shaft ¢ cross-sectional
view of disc
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A82 +E184U g2 U ‘U +omRe 3w
— m
PES0 aX? 29X? 919X2
L
= m,ew’ sin(a)t)S(X — E) (1a)
Azﬂ +E184W e 94 omR? U
- m w
PASR 9XA 29X2 99X2
L
= myew’ cos(wt)d (X - E)’ (1b)

where U and W are the displacements in horizontal and vertical directions, respec-
tively, w is the rotational speed of the rotor, R is the radius of gyration of the shaft, m,,
is unbalance mass, m = pA is mass per unit length of the shaft, and L is the length
of the shaft. The dirac delta function 8(X - %) ensures that the centrifugal force
myew?” is acting at the middle of the shaft. The governing equations in dimensionless

form are obtained as

9%u n *u 2 9%u P 3w > . ( )8 1 (2a)
ey _— = V'V f————F = I'plelr s SIN\I T X —=1, a
3tz | axt 9720x2 I arax? FENT 2

32w 9w 2 *w 2 3%u

otz axt | arzaxz < Maraxe

1
= rmrer]% cos(rfr)B(x - 5), (2b)

KL3
k=T 1y

My
DAL’

where u = ¥, w = =2 1= re = £,

=
I
o B3

r = %, T =Qt, Q= ( AL4) The partial differential Eq. (2) governing the

system vibrations are reduced to a set of ODE’s by modal analysis, the solutions are
assumed as

u(x, 7y =Y Wix)u (), (3a)

i=1

wx, ) = Y Wi(x)w (o), (3b)

i=1

where W, (x) is the ith orthonormal mode shape of a simply supported beam with
spring supported at the ends. The expression for W; (x) is quite long and is given in
Appendix. The mode shapes satisfy the following orthonormality conditions:

1
/\I',-\Ifjdx :8,‘]', (43)
0
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1 1
d*W;(x) d*W;(x) 4
0 0

where the natural frequencies p; are obtained from the following frequency equation

pf(l — cos p; cosh p;) 4 2k? sinh p; sin p;
+ 2kpi3 (cos p; sinh p; — sin p; cosh p;) = 0. 5)
In the modal analysis [11], solutions (3) is first substituted into Eq. (2). Then, both
sides of the equations are multiplied by W; and integrated over the domain [0, 1].
Subsequently, the orthonormality conditions (4) are applied to obtain the following

governing equations for the first mode only

w4+ phuy + 2514,] — Ryr2dyul] + 2Gr2d”rfu/1 =q, sin(rfr), (6a)
” 4 ! 2 ” 2 L
wy + piwi + 28w, — Ryrodyw) —2Grodyru, = q, cos(rfr), (6b)

where R; and G are rotary inertia and gyroscopic effect, respectively, and ¢, =
rmrerj%\lJl (0.5). It is to be noted that modal damping terms (2514/l and 2& w/l) are
added in Eq. (6). R; and G will be taken either as 1 or 0 depending on whether the
inertia effect and/or gyroscopic effect are considered for the analysis or not.

3 Analytical Method

In this section, the exact closed form solutions of Eq. (6) are obtained using the the
principle of superposition. Equation (6) are first simplified into

myu + 2Eu) + gow + kg = g, sin(r,7) = goIm(e"7), (7a)
maw{ + 28wy — giut, + kawy = g, cos(ry7) = goRe(e'7), (7b)
where my =my = 1 — Rir’dyy, g1 = g = QGrer%d”, ki = ke = pi. “Im” and

“Re” in Eq. (7) refer to imaginary and real parts, respectively.
Equation (6) are written in matrix form as

[MZ" + [GF' + [k]¥ = O Im(e™™) + O2Re(e7), (8)
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where

_|mi 0 | 2% & |k O
[M]_[Oml}[G]_[—glzf}[k]_[o kl]’

~ ~ 0 - X u
o-[gle-[o]-[n]-[n)
9o X2 wq
We will first solve Eq. (8) for the excitations Qllm( ir/7) and QQRe( ir77) sepa-
rately. As the system is linear, the method of superposition can be applied to obtain

the solutions for the excitation QIm(e"’/%) + Q,Re(e!”7). The steady-state solution
of Eq. (8) for either form of the excitation can be assumed as

X(t) = (lrf) it 9)
Substituting Eq. (9) into Eq. (8) and separating the real and imaginary parts, we
get

Z(iry)X:(iry) = 01, (10a)

Z(irs)Xa(iry) = 0, (10b)

where Z (l}" f) =r [M 1+ ir¢[G] + [k] is the impedance matrix. The solutions can
then be obtained from [12] the following equations:

0, adjZ(i _~ .
am =[] = g = WA ),
X21 Z(iry) det Z(iry)
0, adjZ(i ~
() = [xlz] - ~Q2 =Re MQ%”” , (11b)
x| Z(iry) det Z(iry)
where
ade(ir )= ki = r]%ml +i28ry Sirig and
y irfg1 ki — r]%ml +i2§7‘f ’

2 2
detZ(lrf) (Iq —rfml) — (2§rf) — (rfgl) —z4rfg1(k1 —r]%ml).
Untimately, the principle of super position is employed to obtain the solutions as

x1(t) = x11(7) + x12(7) = X, sin(rfr — ¢), and (12a)
x2(7) = x21(7) + x22(7) = X cos(ryt — @), (12b)

where X is the amplitude of the vibrations in both the horizontal and vertical
directions and ¢ is the phase angle whish are obtained as
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qo{<k1 —r%ml —,»fgl)z + (ZErf)z}\/<k1 —r]%ml _rfg1)2+ (ZSrf)z

((m - r;ml)z — trs) - (rfg1)2>2 + (4rf§ (kl - r;ml))z

(13a)

X, =

and

1 21y
<k1 — rj%ml — rfg1>

¢ =tan~ (13b)

Interestingly, the amplitude of vibration and the phase angle for both the horizontal
and vertical oscillations are the same. All the results are now discussed in the next
section.

4 Results and Discussion

In this section, a detailed parametric analyses is carried out to understand the effect
of eccentricity ratio (r.), damping factor (£), mass ratio (r,,), radius of gyration of
shaft (r), support spring stiffness (k), and the rotary inertia and the gyroscopic effects
of the shaft on the vibration of the rotor system. Note that £ doesn’t affect directly
the values of the amplitude X; and phase angle ¢ in Eq. (13) and the parameter k; is
not the same as k. The parameter k is coming into the frequency Eq. (5) and k; = p‘l‘,
where the natural frequency of the shaft for the first mode p; is to be determined
from Eq. (5) for different values of support spring stiffness k.

4.1 Comparison of Numerical and Analytical Results

The phase plane plots of the rotor system obtained by numerically simulating the
governing Eq. (5) are compared with the analytical results given by Eq. (12) in Fig. 2.
Figure 2 verifies the correctness of the analytical solutions as they coincide with the
responses obtained from numerical simulation. The time-displacement responses
(not shown here) also coincide for numerical and analytical solutions.

In the forthcoming analysis, the effect of different parameters are analysed through
the frequency response (X vs. r¢) and phase angle (¢ vs. ry) plots. The effect of
eccentricity ratio r, on X and ¢ are shown in Figs. 3. As expected, the amplitude of
vibrations (X ) increases with the increase of the eccentricity ratio (r,). The resonance
frequency is not much affected by r, as all the resonance peaks occur almost for the
same value of . Moreover, the phase angle ¢ is also unaffected by 7, as all the
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== Numerical results

- - Analytical results

x,(7)

Numerical results

- - Analytical results

-0.5 0 0.5

X,(7)
Fig. 2 Phase plane plots in the horizontal and vertical direction. Parameters: r,, = ry = 10,

r =0.02,£ = 0.05, r, = 0.001, and k = 6000

curves for different values of r, are coincident as shown in Fig. 3b. We will refer
the resonance frequency as f, for the subsequent analysis. It is to be noted that the
phase angle ¢ obtained using the “MATLAB” command “atan2d” are in degrees and
¢ — 0°asry — Oand ¢ — 180° asr; — oo as the change is happening gradually
near resonance. In fact, for all the forthcoming analysis also, the asymptotic values
of phase angles are ¢ = 0° for ry — 0 and ¢ = 180° for r; — oo.

Figure 4 show the influence of damping factor £ on X; and ¢. Increased value of &
significantly reduces the vibration amplitude, particularly near resonance. However,
the natural frequency/resonance frequency ( f,) is not much affected by &. Also, the
change of phase angle from one asymptotic value ¢ = 0° for ry — 0 to the other
asymptotic value of ¢ = 180° for 7y — 00 is more gradual for higher values of .
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Fig. 3 aFrequency response and b phase angle plots for different values of r,. Parameters: r,, = 6,
r=0.02,£ =0.05, Ry = G =1, and k = 600

Increased value of mass ratio r,, significantly increases the amplitude of vibration
without much affecting the resonance frequency ( f,) as shown in Fig. 5a. The phase
angle though is independent of r,, which is clear from Fig. 5b.

From the previous analysis, we observed that f, is not much affected by the
parameters r., & and r,,. However, the influence of other parameters, like the radius
of gyration (r), support spring stiffness (k), and the inertia and gyroscopic effect of
the shaft on f, are clearly noticeable from Figs. 6, 7 and 8. It is observed from Fig. 6
plotted for different values of r that f, increases with the increase of r. Moreover,
the peak amplitude at resonance also increases with the increase of r. This radius of
gyration r appears in both the inertia and gyroscopic terms in Eq. (6). A very similar
result is obtained when the support spring stiffness & is varied as shown in Fig. 7; f;
as well as the peak amplitude at resonance increase with the increase of k.
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Fig. 4 a Frequency response and b phase angle plots for different values of £. Parameters: r,, = 5,
re =0.00015,r =0.02, R; = G =1, and k = 1500

The influence of rotary inertia and gyroscopic effects of shaft are analysed in
Figs. 8. As explained earlier, we will use R; = 1 if the inertia effect of the shaft is
considered and R; = 0 if the inertia effect of the shaft is not considered. The same
with the value of G for gyroscopic term. It is observed from Fig. 8 that the inertia
effect of the shaft reduces the resonance frequency ( f,) whereas the gyroscopic effect
of the shaft increases f,. When both of them are considered together (R; = G = 1),
fr slightly increases compared to the case when none of them are considered (R; =
G = 0), but this value of f, is less than the value of f, for R; =0,G = 1.

A better perspective about the effect of different parameters on f, can be achieved
by plotting the Cambell diagram which will be considered in future.
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Fig. 5 a Frequency response and b phase angle plots for different values of r,,. Parameters: r =
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Fig. 6 a Frequency response and b phase angle plots for different values of r. Parameters: r,,, = 5,
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5 Conclusions

In this paper, we analysed the effect of different system parameters on the vibration
characteristics of a rotor system consisting of a rigid disc mounted at the middle of a
flexible shaft which is considered to be a continuous system. The system parameters
considered are the eccentricity ratio (r,), damping factor (£), mass ratio (r,,), radius
of gyration of shaft (r), support spring stiffness (k), and the rotary inertia and the
gyroscopic effects of the shaft. The bearings supporting the shaft at both ends are
replaced by linear springs. The PDE governing the system vibration is reduced to a set
of ODE’s by modal analysis. The exact analytical solutions show that the expressions
for the amplitude of vibrations and phase angle are the same for the vibrations of the
disc along the horizontal and vertical directions. The influence of different parameters
are analysed from the frequency response and phase angle plots. It is observed that
even though the amplitude of vibrations are largely affected by the parameters r,,
&, and r,,, their influence on the resonance frequency ( f,) is hardly noticeable. The
resonance frequency ( f,) as well as the peak amplitude at resonance increases with
the increase of r and k. The rotational inertia of the shaft decreases f, whereas the
gyroscopic effect of shaft increases f;, the influence of the later being the stronger. In
all the cases, the phase angle gradually increases from one asymptotic value ¢ = 0°
for ry — 0 to the other asymptotic value of ¢ = 180° for ry — oo, rf being the
frequency ratio.
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SRG/2019/001445 and National Institute of Technology Calicut under Faculty Research Grant.

Appendix

The expression for ¥;(x) and C; is written as

W;(x) = Cy(2sin(p1x)k sinh(p1) + sin(p1x) p; cos(p1) — sin(p1x) p; cosh(p)
+ 2sinh(pyx)k sin(py) + sinh(py) p; cos(pix) — sin(py) pj cos(pix)
+ sinh(p1x) pj cos(py) — sinh(p1x) pi cosh(p1) + sinh(p1) p; cosh(pix)
— pj cosh(pix) sin(py))/(2sinh(py)k + pj cos(p1) — pj cosh(py)),

Cy =2/(=24p8z — 8kpizy + 64kpizy + 16k%zy + 8k* p1e®rv
— 32kpiz) — 16k*e“P) — 32kplz) + 48kzse®P) + 32kzseP?
— 48kz5e®P) — 24k>z0e PV + 16kp] sin(p1)e®P 4 16kpT sin(p;)eCr
+ 16k?z0e“P? + 32k sin(p) pieP) — 12p8z0e?PV — 8kpte©r
— 16kp] cos(p1)e®rY + 32k?z; — 96kp;e®PV sin(p;)
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+ 16kpte®PV) cos(py) + 8k* p1e©P) 4 16kpte®PV sin(p)) — 24k*zpe®P

— 1220p%P) + 8kpiz, + 32k p12s + Skpter) — 16Kz,

— 48k? p1e“PV + 16p] sin(p;)eCrV + 24 pSsin(py)e*P)

+4cos(pr) ple®P) — 16p]zy — 24k*e®P) — 16p] sin(p;)e

+ 24p1 sin(p)e®Pr — 24 cos(pl)p?e(sl") + ZOp? cos(py)e®PV

— 11 p%e“PV) 4 24k2e@P) (cos(p))? — 12p0z,

+12p%e©PV (cos(p))*x + 16k*e“P) — 16k%z, — 24k*e®PV (cos(p1))?

— 12p%@P) (cos(p1))? + 24k2©P) + 4pTe@P) 4+ 4pTe©r) 4 g pTer)

+ 11 p8e“rPV)((—24p8z) — 8kpizy + 8K% p1e®PV) + 64kpie®F) sin(p,)

+ 16k>zy — 32kpizy — 16k%“P) — 32kptz; + 48kp3zoe®P) + 32kp3z,

— 48kpizoe PV + 32kpiz) — 48kpizoe®r) — 24k 7PV

+ 16k sin(pl)p Gr) 4 16k*z; — 12p1ZOe(2”‘) + 32k sm(pl)p% Gro

— 16kp? cos(p1)e®rY + 32k%z; — 96kp3 sin(p))e®P) 4 48k* p PV

+ 16kp1 cos(p1)e®PV + 16k sm(p1)p4 P _ 24k 70e 6PV — 12pézoe(6p‘)

+ 8k% p1e®PV) 4 8k2 pierD cos(py) + 32k% piza + 8kpje®P) — 8kpterv
— 8kpte® 4 16p] Sln(p])e(3p‘) + 4 cos(py) ple®P) — 16p] sin(p;)e®rv

+ 24p1 sin(p;)e®rr) — 24p1 sin(p;)e®rr) — 24<:os(pl)p6 Gpo)

+ 20 cos(py) pSe®P) + 24 p8sin(p))erV — 16kz; + 12p8z2,

+ 24k%e®PV (cos(p1))? — 16p]z0 — 12p8zy 4+ 12p8(cos(py))*e®P)

— 24k*e %PV (cos(p1))? — 12p8(cos(p))?e®PV) 4 24k?e®P))

4 4pleCr) £ apTe®r) 4 8Tt 4 11 pfer) 4 16k%e 4P

— 24127 — 11 pSeP)) p )03 (—p3 — 2k 4+ 2p3ePV) cos(py)

+ 2kePV cos(py) + 2ke®) — pIe@Pyery)

where,
Zo = cos(p1) sin(p1), Z1 = cos(p1)e®V sin(p1), Z» = (cos(py))?e™n, Z3 =
(sin(p1))?e“rV, Zy = (sin(p1))?e®P), Zs = cos(p1) p; sin(p).
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Friction Stir Welding of IS:65032 )
Aluminum Alloy and Predicting Tensile i
Strength Using Ensemble Learning

Kaveti Upender @, B. V. R. Ravi Kumar, M. S. Srinivasa Rao,
and M. Venkata Ramana

Abstract Joining two metals play a significant role in the automobile and aerospace
industries and it is a challenging job. To overcome the challenges, Friction Stir
Welding (FSW) is considered as the solid-state joining technique in the industries as it
is anew and unique way. As the field of machine learning is extending its applicability
to different fields, it can even be applied in the field of welding. The objective of this
paper is to give a review of FSW of aluminum alloys. In addition, machine learning
regression models are developed to predict the tensile strength of IS:65032 aluminum
alloy by taking rotational speed, welding speed, tool tilt angle, and tool pin shoulder
diameter as the input parameters. In this work, the ensemble learning approach is
adopted to develop models as it uses the wisdom of many learning algorithms to
achieve better performance by filling in the gaps of learning ability. A comparative
study was done by considering coefficient of determination and Root Mean Square
Error (RMSE) of the Bagging and Boosting models in order to determine a robust
regression model for predicting the tensile strength. From the conducted experiment
it was concluded that Gradient Boosting Regressor performed better than the other
ensemble models and feature importance of independent variables is also evaluated.

Keywords Frictions stir welding (FSW) « IS:65032 aluminum alloy + Ensemble
learning - Tensile properties

1 Introduction

Welding is widely used by engineers and manufacturers to connect metal structures
for assembling cars and aircraft, building bridges, etc. For many years joining of
similar and dissimilar metals was achieved by melting the metals. In the early 1990s,
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[1] a new and unique welding technique was developed instead of melting metals to
join them using high temperatures. This method is known as Friction Stir Welding
(FSW). FSW makes use of friction to generate heat, it uses high forces and rela-
tive motion to join the metals. In the FSW process, both the metals parts are
in a stationary position, a non-consumable pin which is also known as a tool pin
is rotated by penetrating it into the interface of two abutting metal plates and stirred
from one end to the other end of the metal in order to join the metals together. The tool
pin is a little shorter than the depth of the metal. Friction generated through the tool
pin heats the atoms inside the base metal. These heated atoms move around from one
metal to another metal and create a strong bond without melting the metals. Besides
getting a smooth weld surface, the bond created by this process is as strong as
the parent material. The weld surface which is heated due to friction is plastically
deformed. In a matter of seconds, the metals are welded and are cool enough to touch.
FSW is superior as it leaves a clean and neat appearance along the face of the weld.
Apart from conventional welding, FSW joins metals without emitting toxic fumes
or gases while welding. With this process, engineers and manufacturers have much
more flexibility in the metals they use.

As the field of machine learning is extending its applicability to different fields,
it can even be applied in the field of welding. For FSW, by taking rotational speed
(RPM), welding speed (mm/min), tool tilt angle, and tool pin shoulder diameter (mm)
as the input parameters a machine learning regression model can be developed to
predict the tensile strength (MPa) of the weldments. In this work Ensemble learning is
used which is a part of machine learning which improves the predictive performance
of the model by combining multiple learning algorithms to solve a problem. The main
principle behind ensemble learning is to group weak learning algorithms together
to form a strong learning algorithm that achieves a better performance than the
individual weak learning algorithm. In ensemble learning, weak learning algorithms
are referred to as the models that cannot perform well by themselves because they
have a high bias or they have high variance and strong learning algorithms are referred
to as the ensemble models.

Bagging and Boosting are the two ensemble learning approaches used in the
experimentation.

1.1 Bagging Approach

The bagging method is focused to produce an ensemble model with low variance than
its components as it learns from several homogeneous weak learners with high vari-
ance and then combines them by using an averaging process as shown in Fig. 1. The
bagging method is also known as parallel ensemble learning because the base
models are trained independently from each other. Random Forest, Bagging, etc. are
few examples of bagging.



Friction Stir Welding of 1S:65032 Aluminum Alloy ...

Axial force

Rotational

T\, Speed
— Shoulder

Retreating
side

Advancing
side

Fig. 1 FSW process

1.2 Boosting Approach

105

The boosting method is focused to produce an ensemble model with low bias than
its components as multiple homogeneous weak learners are combined to obtain a
strong learner that performs better than any individual weak learner as shown in
Fig. 2. The boosting method is also known as sequential ensemble learning because
the base models are trained sequentially. AdaBoost, Gradient Boosting, etc. are

few examples of boosting (Fig. 3).
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Fig. 2 Bagging diagram
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2 Literature Review

Verma et al. [2] performed FSW on AA6082 alloy to determine the ultimate tensile
strength (UTS) of the butt joint. Process parameters like rotational speed and welding
speed were varied for each butt joint. The joint is fabricated with a tilt angle of 2° and
30 s dwell time. H13 die steel is used as the tool pin with 20 mm diameter, 6.1 mm pin
length, 6 mm pin diameter, and hardness of 54-56HRC. According to ASTM ESM-
04, tensile specimens were prepared to perform UTS in the universal testing machine
(UTM). The UTS of the weldments were recorded to train Gaussian process regres-
sion (GPR), support vector machining (SVM), and multi-linear regression (MLR)
machine learning models to predict the ultimate tensile strength of the material. The
conclusion was given that GPR model with RBF and Pearson VII kernel performed
better than SVM and MLR regression models for predicting the values of UTS of
welding joints [2]. Mishra and Jain [3] focused to study the single response opti-
mization of FSW on AA 6082-T6 using the Taguchi techniques to yield favorable
UTS. The tool used in the experiment was made of high-carbon steel. During the
welding process cylindrical, cylindrical with threaded, square, and trapezoidal are
used as the tool pins with a diameter of 6 mm in cylindrical tool pin, 6 mm side for
square tool pin, 6 mm side of the base in trapezoidal, and 3 mm tapered at the tip. An
experiment was conducted with different combinations of rotational speeds, welding
speeds, profile pin, and shoulder diameter. The conclusion was drawn that all the
parameters which were selected have a significant effect on UTS. With rotational
speed of 1200 rpm, welding speed of 30 mm/min, cylindrical threaded tool pin and
16 mm shoulder diameter optimum UTS was obtained [3].

Silva et al. [4] presented an optimization study of friction stir welded joints
through the Taguchi and Artificial Neural Network methods. AA6082 material with
the dimension of 380 x 150 x 3 mm was used to weld on a modified milling machine.
The experiment was performed by varying the tool rotational speed, welding speed,
tilt angle, probe distance from the root surface and shoulder/probe diameters ratio
(D/d). After the experimentation temperature, tensile properties, hardness profile
and bending properties were recorded. An equation with regression coefficients was
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developed to estimate the joint properties and other process parameters are depen-
dent on each other. A conclusion was made that the tools diameters ratio was the
most influential factor in the joint quality and also that the weld speed, the tool rota-
tional speed and the probe/shoulder diameters ratio are dependent on each other [4].
Garg and Goyal [5] worked on 6 mm thick AA6082-T6 alloy as the base material
and tool pin made up of H13 steel with 16 mm shank diameter, 20 mm shoulder
diameter, 40 mm shoulder length, 6 mm pin diameter, square tool pin and pin length
5.75 mm. Few FSW process parameters like plunge depth, welding speed, dwell
time, and tilt angle are kept constant throughout the fabrication. Welding was done
by varying the number of passes and rotational speed. For the tensile test, the spec-
imens are sliced according to the ASTM-E8 M04 standard. Tensile strength, yield
strength, % elongation, and micro-hardness were recorded and inspected by plotting
graphs. Finally, the conclusion was made that the defected welds are produced at
low rotational speed [5].

3 Material

Aluminum alloy IS:65032 is most widely used in the area of manufacturing of struc-
tures as it has moderately high strength with excellent corrosion resistance. It even
exhibits good weldability and extrudability. Tool pins with shoulder diameter of
12 mm, 14 mm and 16 mm were used to perform a butt weld on Aluminum alloy
IS:65032. These tool pins were made up of high carbon steel. These butt weldments
were machined to the required dimensions as mention in Fig. 4 using CNC wire cut
EDM [6-8] (Figs. 5 and 6; Tables 1 and 2).
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Fig. 4 Tensile specimen dimensions (ASTM E8M-04)
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Table 1 Chemical composition of the base material 1S:65032 aluminum alloy [6]
Element Al Si Fe Cu Mn Mg Zn Cr Ti
Weight (%) [97.1 |0.545 |0.534 0224 |0.362 |0916 |0.245 |0.005 |0.016

Table 2 Mechanical
properties of the base material
1S:65032 aluminum alloy [6] ~ Value 266.6 308.5 16.28

Property | Yield strength (MPa) | UTS (MPa) | % Elongation
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Table 3 Few experimental values from the data set

S. No. | Factors Output response weld
strength (MPa)
Rotational Travel speed | Tool tilt angle | Tool pin Sample 1 | Sample 2
speed (RPM) | (mm/min) (Degrees) shoulder
diameter (mm)

1000 60 0 12 204.5 2133

2 1000 80 1 12 200.3 210.7

27 1600 100 1 16 270.5 278.3

4 Dataset

The data set was created by taking the experimental values of Rao et al.
[6]. By analyzing all the experiments values rotational speed (RPM), welding speed
(mm/min), tool tilt angle (degrees), and tool pin shoulder diameter (mm) was consid-
ered as input variables and tensile strength (MPa) of sample 1 and sample 2 as the
target variable. The data set consists of 27 samples and it is split into training and
testing dataset in the ratio of 8:1. All the samples are stored in CSV files, the training
file has 24 rows * 6 columns and the testing file has 3 rows * 6 columns (Table 3).

5 Methodology

Initially, in the training phase the training data set is passed to the Decision
Tree Regressor (DTR), Random Forest Regressor (RFR), Bagging Regressor (BR),
AdaBoost Regressor (AR), and Gradient Boosting Regressor (GBR) algorithms for
training the models. As there are two target variables in the dataset, multi output
regressor models are developed. After training the multi output regressor models
with the training data set, the best model is selected for predicting the tensile strength.
Best model was selected by comparing the coefficient of determination or R? and
Root mean square error (RMSE) of the models. The coefficient of determination
tells us how well the model predicts the target variable. As the value of the R? error
approaches to one then it is said that the developed model is a generalized model.
RMSE talks about how the data is around the best fit line and it penalizes large
errors. In the testing phase, the test data set is passed to the best model for predicting
the tensile strength (Fig. 7).
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‘n’ is the number of samples,
‘y;’is the actual value,

‘y;” is the predicted value and
‘y’ the average predicted value.

6 Results

R? error and RMSE of the experimented algorithms are recorded in Table 4. Based
on the R? error and RMSE of the Regression algorithms a conclusion can be drawn
that Gradient Boosting Regressor is the best model.

2

Table 4 R” error a}nd RMSE S.No. | Algorithm R2 error | RMSE

values of the experimented

algorithms 1 Decision Tree Regressor 0.962 6.565
2 Random Forest Regressor 0.976 5.219
3 Bagging Regressor 0.978 4.97
4 AdaBoost Regressor 0.970 5.83
5 Gradient Boosting Regressor | 0.992 2.895
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Fig. 9 Feature importance sample—2

Table 5 Feature importance of the independent attributes

Sample No. | Rotational speed | Travel speed | Tool tilt angle | Tool pin shoulder diameter
1 0.027 0.038 0.013 0.921
2 0.025 0.030 0.007 0.937
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Table 6 Independent features of the test dataset

K. Upender et al.

S. No. Rotational speed Travel speed Tool tilt angle Tool pin shoulder
(RPM) (mm/min) (Degrees) diameter (mm)
1300 60 1 14

2 1300 100 0 16
1600 80 0 12

In Figs. 8, 9 and Table 5 feature importance of GBR is plotted and recorded
respectively. From these plots and values, it can be confirmed that the independent
feature Tool pin shoulder diameter is contributing more to the formation of the model.

The test data set is passed to the GBR model to predict the tensile strength. In
Table 6 test data sets independent features are tabulated and in Table 7 test data sets
dependent features are tabulated along with the model predicted values.

In Figs. 10 and 11 the actual UTS and the predicted values of samples 1 and 2 are
plotted and the plots show that the predicted results are nearer to the experimental

results.

Table 7 Target variables and predicted values

S. No. | Actual sample 1 | Actual sample 2 | Predicted of sample 1 | Predicted of sample 2
1 257.5 262.2 261.71 261.90
2 280.2 284.1 277.46 285.79
3 200.1 204.2 203.26 207.67
Fig. 10 Tensile strength Tensile Strength vs. No. of Test Data Set
versus sample 1 in the test = @ Predicted values of sample 1
dataset -@ Actual values of sample 1
270
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Fig. 11 Tensile strength Tensile Strength vs. No. of Test Data Set
versus sample 2 in the test j ~@- Predicted values of sample 1
dataset = =@ Actual values of sample 1
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7 Conclusions

In this study, a comparative study on DTR, RFR, BR, AR, and GBR models were
evaluated by measuring the R? error and RMSE of each model. From this study the
drawn conclusions are:

The GBR model performed better than other models as it achieved 0.992 R? error
and 2.895 RMSE.

Among the independent features Tool pin shoulder diameter is contributing more
to the formation of the robust model. From this it can be inferred that tool pin has
major effect on the UTS of the FSW weldments.

In future, algorithms related Bagging and Boosting approaches can be imple-

mented on large datasets. By tuning the hyper parameters of the selected model the
predicting ability of the developed model can be enhanced to a greater extent.
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Experimental Investigation on Nozzle )
Flow at Different Levels of Jet State oo
at Supersonic Mach Numbers

with Sudden Expansion

Ridwan, J. 1. Suheel, Hamza Afser Delvi, M. MashtagAhamed Attar,
Sher Afghan Khan, and Mohammed Faheem

Abstract This study depicts the experiment’s outcomes to assess the control mech-
anism efficacy when activated at the base recirculation zone for an area ratio of 4.84.
The convergent-divergent (CD) nozzles with Mach numbers considered were from
1.25 to 3, and experiments were done for correctly, imperfectly, and under-expanded
cases. For low Mach numbers, namely M = 1.25 and 1.3, variation in the duct’s
flow is identical, and control is not applicable. However, there is an increase in the
fluctuation level from Mach 1.6, and its growth continues until the study’s highest
Mach number. For Mach 1.48 and 1.6, the flow management scores increased the
pressure in the pipe. For Mach 1.8, the effectiveness shows a mixed trend. This trend
gets reversed at Mach 2, and when the flow control mechanism is used, it reduces
pressure. For the largest Mach 3 of the study, the control efficacy is negligible, and
the microjet does not negatively impact the flow field.

Keywords Wall pressure - Area ratio - Supersonic jet + Active control *
Microjets + Sudden expansion

1 Introduction

The jets are utilized to propel jet liquids at high pressures and are applied in industrial
and end-user products such as gasoline injectors, water jet cutters, showers, etc. The
CDs are used to propel gasses to extreme velocity, exceeding the sonic speed to
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obtain the most considerable amount of thrust for an aircraft. The airline industry
employs CDs for aircraft, missiles, and unguided rockets [1]. An elaborate structure
representing the flow separation and recirculation in an abruptly extended flow is
shown. The flow gets re-connected after the breakup, and the viscous seam will split
into twin areas. It gets divided into the recirculation region and the main jet area. The
attachment juncture is where the splitting streamline meets the wall of the tube of the
extended duct. Figure 1 explains the suddenly expanded flow range characteristics
[2-7].

It is noticeable that the combustion mechanisms are preferred by a substantial
decrease of the base drag, while a growing trend of base drag decreases net drag in
air-moving bodies. Equally notable is the absence of oscillations of flow preceding
base drag control. In the sudden expansion of flows, Sethuraman et al. [8] explored
the usage of dynamic and submissive monitor approaches to investigate pressure
inside the pipe. The analysis shows that the active stream management technique
controls the pressure in the wake effectively. A study of Pathan et al. [9] extended
duct optimization shows that the enlarged tube portrays a vital role in improving the
driving force and attachment on the flow path while exiting the nozzle. By increasing
the Mach, the force of the thrust increases. It is observed that the thrust increases
after a certain ideal level with the increasing duct length. Microjets regulated the wall
pressure of the suddenly long nozzle. The extreme variation in the pipe pressure is
during the re-connection duration when the duct size L = 10D is higher.

Wall pressure improvements are between 50 and 60% in this situation [10-13]. It
was reported that the duct size could be distinguished for a fixed level of expansion,
which ends in the most incredible increment or reduction of pressure in the wake.
Usually, duct size L = 5D seemed to be the threshold for manipulating the region’s
vortex. Except for NPR = 3, the limit is reduced to L/D = 2 at supersonic Mach
numbers. The pipe size <5D showed to be inadequate for the stream to be reattached
in nearly all instances [14—18]. Flow expansion plays a crucial role in determining
baseline pressure values. For the lower relief of 2.56 and 3.24, control is quite useful.

Dividing Stream Lines

@;\‘
e

Base -/ \P‘\’ E —
A

Y /“J
O\\“— Reattachment Point
Recirculation

Shock

Fig. 1 Flow with sudden expansion [9, 19]
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Fig. 2 Jet facility [20, 21]

Microjets in the range of 2.6 and 3 for each Mach M = 2.2 have been proved to be
helpful [2]. The study uses microjets for the base region to increase the pressure and
the tube section of the conduit utilizing supersonic CD nozzle Mach numbers.

2 Experimental Setup

2.1 Jet Facility

Experiments were carried at the IIT, Kanpur, India, utilizing an accessible jet lab.
The research lab comprises a storage facility of 85 m?. A multi-stage compressor that
generates a maximum of developing 0.17 ™/s> air at a gauge pressure of 300 psi is
delivered onto the containers. Under pressure, air from the tank is transported through
the pressure regulator via anozzle, across the seating partition. An appropriate mixing
span is placed between the valve and the storage tank to relieve the regulatory valve’s
stream disturbances. The test section is a cylindrical portion with a wire knit inside,
which screens the air before transferring to the nozzle and tube [1, 20]. A blowing
control tank was used to trigger tiny jets to determine the pressure under control
(Fig. 2).

2.2 Experimental Model

Convergent-divergent nozzles and circular ducts are produced from brass. An
increased pipe with a step height of 2.5 was fitted at the exit of the chamber, utilizing
a flange at the exit of the nozzle to perform the tests. The nozzles were regulated after
fabrication to confirm the design Mach (M = 1.25 to 3.0) to establish the definite
Mach at the exit of the nozzle. The detailed procedure for manufacturing the nozzle
and tube is reviewed in the literature [22-26] (Fig. 3).
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3 Results and Discussion

The pressure of the tube is standardized by dividing it with the freestream pressure.
The study was carried out for Mach 1.25, 1.3, 1.48, 1.6, 1.8, 2, and 3. The experiments
were done for Mach 1.25 to 2.0 when nozzles are correctly expanded. At Mach 1.8
and 2.0, the nozzles were underneath the effect of a beneficial pressure ascent. For the
highest Mach number of the study, the nozzle is imperfectly expanded. Findings for
M = 1.25 are exhibited in Fig. 4a, b for duct segments L. = 8D and 4D for perfectly
expanded case. For the greatest duct stretch, there are variations in the pressure of
the duct by thirty-three percent. However, such variations are not seen for L = 4D.
These fluctuations are attributed owing to the interactions of the shock in the interior
of the reattachment duration. Once the flow crosses the reattachment length, there is
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Fig. 4 Results at Mach 1.25 at design NPR
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an effortless growth of pressure till it achieves the ambient requirements. The flow
patterns are identical—control increases the pressure inside the pipe.

With a further escalation in the inertia levels, the effect of a rise in inertia level
is visible in Fig. 5a, b. There are considerable changes and variations in the wall
pressure, and the fluctuations are more than a hundred percent. The fields are identical,
and the control mechanism has no adverse impact on the flow field. When we look
at the findings of this study at Mach 1.8 are shown in Fig. 6a, b for duct size L. =
10D to 4D for design NPR. The control’s outcome is to decrease the wall pressure
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within the reattachment length, whereas, in the regions beyond x = 0.3L, the flow
management effect is to raise the wall pressure.

Results for Mach 1.8 for a favorable pressure gradient for four different duct
lengths are presented in Fig. 7a—d. The study aims to assess the control mechanism’s
effect at a predetermined intensity of the beneficial pressure grade. When the pipe’s
length is considerable, the pressure fluctuations are dominant due to the shock waves’
interface, dividing streamline, and reflecting the waves’ reflections from the wall. The
flow control management efficiency is insignificant. For lower duct length due to the
backpressure’s influence, the duct’s pressure variations are declined.

Figures show that results at Mach 2 for duct dimensions L = 8D to 2D. Figure 8a—
d for correctly expanded cases. As the nozzle flow is at the design NPR, the sheer tier
departing from the nozzle’s exit will pass through the weak waves. These waves will
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Fig. 8 Results at M = 2 at design NPR

have a negligible influence on the flow pattern of the duct. That may be the reason
for minimal variations in the pressure field inside the enlarged duct. Once again,
these findings at design NPR have demonstrated that the flow field will not be free
from the waves. Rather, the Mach waves are noticed in the flow field. Normally the
flow field remains similar before and after the control mechanism’s presence—the
dynamic flow control management scores in a decline of the duct pressure. The extent
of the reduction of the duct pressure is mostly related to the duct size. For large duct
length, control impact is more as compared to the smaller duct length. For smaller
duct lengths, the backpressure influence will be more. It is also seen that the pressure
fluctuations are limited within the reattachment length of the duct.
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Fig. 9 Results at Mach 2 for under-expanded case

Results for the under-expansion case at Mach 2.0 are shown in Fig. 9a, b for
conduit lengths L = 10D to 4D. Once the jets are undergoing the expansion fan due
to a favorable pressure gradient, the pressure has decreased and reached a low level
while departing from the nozzle departure—the value of the pressure at the departure
end is twenty percent of the freestream value. When the duct length is ten times the
diameter, the fluctuations are highest. The control does not show any definite trend
when the flow regulation mechanism is employed for these duct lengths. This trend’s
physical reasons may be the high Mach number, the duct length, and the flow’s relief.
Established on the directly above findings, we can declare that control may not give
the desired results when the area ratio is beyond a certain limit. Because of the large
area ratio, the flow may propagate without influencing the duct’s flow field.

The findings of this investigation at Mach 3 for L = 10D, 6D, and 3D at NPR
= 10 are shown in Fig. 10a—c when the adverse pressure exists. The level of over-
expansion is 0.277. These figures show that the normalized pressure’s magnitude
has different values at the shear layer’s exit position. Their values are 0.45, 0.8,
and 0.7 for tube size L = 10D, 6D, and 3D. Variation in the pressure values is
due to the ambient pressure, the strength of the oblique shock wave, the manifested
shock wave’s strength the vortex’s strength within the reattachment length. Major
oscillations are noticed for 6D duct length. For the largest duct length of 10D small
fluctuations, ten percent duct length is seen to be contained. Later a smooth recovery
of the pipe pressure takes place. The duct length L = 3D seems barely adequate for
the stream to continue to be connected to the pipe.
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Fig. 10 Results at M = 3 for over-expanded case

4 Conclusion

Built on the directly above conversation, we can bring in the following inferences.
For low Mach numbers, namely M = 1.25 and 1.3, variation in the duct’s flow is
identical, and control is not valid. For Mach 1.48 and 1.6, the flow control manage-
ment increases the pipe pressure. However, around M = 1.6, the fluctuation level
from Mach 1.6 and its growth continues until the study’s highest Mach number. For
Mach 1.8, the effectiveness shows a mixed trend. This trend gets reversed at Mach 2,
and when the flow control mechanism is used, it reduces pressure. That indicates that
under-expanded jets need not increase the ducts inside pressure, which is a standard
perception. This study demonstrated that for smaller Mach M = 1.25 to 1.6, the jets



124

Ridwan et al.

with favorable pressure gradient increases wall pressure inside the duct. Here the
relief available to the flow additionally portrays a vital part. For the largest Mach 3
of the current investigation, the flow control management efficacy is insignificant,
and the microjets do not negatively affect the pipe’s flow.
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Multi Objective Optimization Using m
Artificial Neural Networks in the Cutting | @i
Parameters of Machining of Heat

Treated Be-Cu Alloy

Manda Sreeja, K. Devaki Devi, and M. Naga Phani Shastry

Abstract Metal cutting is a complex process which affects the quality of a finished
product. While, quality is the measure of performance and production rate. This paper
describes an efficient model of optimizing cutting parameters in machining of heat-
treated Beryllium Copper Alloy to minimize surface roughness (Ra), cutting forces
(Fc) and maximize Metal Removal Rate (MRR). The input parameters are speed,
feed, depth of cut, nose radius and heat treatment. This study presents Multi Objective
Optimization (MOO) which includes generating Analysis Of Variance (ANOVA) and
Artificial Neural Networks (ANN) is used to predict the output, which is then verified
with the experimental results and the model is then monitored for desired accuracy
levels.

Keywords MOO - Ra * Fc - ANOVA - MRR

1 Introduction

Machining is the process used in manufacturing to remove unwanted material for
forming desired shape. Its main objective is to form the structure of required dimen-
sions with enhanced finishing. As it is the production process which is carried out by
cutting, use of machine tool is unavoidable and hence we can either use manual or
automatic control. Irrespective of control machining is to be carried out by optimal
usage of parameters so that suitable finishing and material removal rate can be
acquired. This paper presents one of such optimal conditions of cutting parameters
in heat treated beryllium copper alloy.

Multi Objective optimization is said to be the process of optimizing one or more
parameters to enhance the desired output in this context Multi Objective Optimization
is nothing but minimizing the selected input parameters to achieve the maximization
in output parameters. The input parameters considered are speed, feed, depth of
cut, nose radius and heat treatment. Each of these parameters has its own impact
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in machining process if it comes to speed, variation in speed leads to irregularities
in material removal rate and feed impacts over the finishing of the material so the
consideration of parameters is a major task and is to be given equal importance
dependent on the output. Here, the output parameters are Material removal rate,
surface roughness and cutting force.

1.1 Nomenclature

S Speed, rpm

f Feed, mm/min

doc Depth of cut, mm

ns Nose radius, mm

ht Heat treatment

MRR Material removal rate, mm>/min
Ra Surface roughness, microns

Fc Cutting force, KN

Beryllium copper alloy has wide range of applications due to its extensive prop-
erties. Some of the sectors where beryllium alloy used are automotive, electro-
chemical, aerospace, medical and telecommunication industries. This be-cu alloy
offers enhanced results in mechanical properties like strength and hardness after
heat treatment.

1.2 Objectives Presented in This Paper

Maximization of Metal removal rate.
Minimization of surface roughness and cutting force.

2 Literature Review

According to Devaki Devi [ 1], multi objective optimization of process parameters is a
suitable method to improve quality of outputs in machining of beryllium copper alloy.
In her research work she proposed several methods to optimize process parameters,
namely response surface methodology and genetic algorithms.

In his paper, Krishna Prasad [2], presented the influence of cutting parameters
using Anova. The conclusion of his paper includes that the parameters like speed,
feed, and depth of cut affects surface finish and in order to get minimum surface
roughness it is equally important to consider these parameters at suitable parameters.
He stated that feed is a suitable parameter in influencing surface roughness.
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Shivade [3] in his paper on optimization of machining parameters using Taguchi
approach claimed that optimum combinations give best results. It may be of single
response or multi response but optimization of design gives enhances results. A
combination of input parameters was suggested to minimize surface roughness.

Shihab [4] presented a survey on cutting temperature in turning process by
utilizing RSM as an endeavor was composed to explore the effect of cutting parame-
ters on cutting temperature while turning of compound steel using multilayer covered
carbide (TiN/TiCN/A1203/TiN) embeds. For performing machining analysis, the
Central composite construct (CCD) was used to huddle information. A few analytic
tests were performed to check the legitimacy of suspicions. Importance of cutting
parameters was decided using measurable investigation.

3 Methodology

Cutting parameters were analyzed in machining of heat-treated beryllium copper
alloy. Experimental data is required along with which investigated selection of exper-
iments is desirable. To accomplish the task of selection of experiments design of
experiments plays a crucial role and to carry out optimization Response surface
methodology and artificial neural networks.

3.1 Design of Experiments

Experiments have been conducted for finding the variations and to analyze the results.
In this perspective experimental trials are to be performed, experiments trails with
variations are designed with an effective techniques said to be design of experiments.
Design of Experiments (DOE) is carried out with the help of design expert software
to draw optimal design in central composite design.

3.2 Optimal Design in CCD

See Table 1.

3.3 Response Surface Methodology

It gives the relationship between one or more response variables. This model was
introduced by Box and William in 1951 who called this model as an approximation.
Suggestion is with using a second-degree polynomial.
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Table 1 Design matrix in composite design

M. Sreeja et al.

Run A:s (Rpm) B:f (mm/rev) C:doc (mm) D:ns (mm) E:ht
1 910 0.053 0.4 0.8 1

2 1200 0.129 0.2 0.4 1

3 1200 0.053 0.4 1.2 -1
4 700 0.129 0.2 0.4 1

5 700 0.053 0.6 0.4 1

6 700 0.129 0.2 1.2 -1
7 700 0.129 0.2 0.4 1

8 700 0.053 0.6 0.4 1

9 1200 0.129 0.2 1.2 1
10 700 0.129 0.6 0.4 -1
11 700 0.053 0.2 0.4 -1
12 1200 0.053 0.2 0.4 1
13 1200 0.053 0.6 0.4 -1
14 1200 0.129 0.4 0.8 -1
15 700 0.053 0.6 1.2 —1
16 1200 0.053 0.6 1.2 1
17 1200 0.092 0.2 0.8 -1
18 1200 0.129 0.6 1.2 -1
19 1200 0.129 0.6 0.4 1
20 700 0.129 0.6 0.4 -1
21 910 0.092 0.4 0.4 -1
22 1200 0.092 0.4 1.2 1
23 700 0.053 0.6 1.2 -1
24 1200 0.053 0.2 0.4 1
25 700 0.053 0.2 1.2 1
26 700 0.092 0.2 0.8 —1
27 910 0.053 0.2 1.2 -1
28 910 0.092 0.6 0.8 1
29 700 0.129 0.6 1.2 1
30 700 0.092 0.4 1.2 1

3.3.1 Experimental Design

A design matrix with 30 runs is obtained after considering the following input factors
with ranges (Tables 2, 3, 4, 5 and 6).

The F-test and P-test conducted on MRR, Ra, Fc in relation with input parameters
depicts that there is a significant variation due to these parameters speed, feed, depth
of cut, nose radius and heat treatment in the model.
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Table 2 Input factors with ranges
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Factor Name, units Minimum value Maximum value
A(s) Speed, rpm 700 1200

B (f) Feed, mm/min 0.053 0.129

C (doc) Depth of cut, mm 0.2 0.6

D (ns) Nose radius, mm 0.4 1.2

E (ht) Heat treatment -1 1

Table 3 Experimental design matrix

Run | Input factors Responses

A:s B:f C:doc |D:ns |E:ht |MRR (mm*/min) |Ra Fc (N)

(Rpm) | (mm/rev) |(mm) |(mm) (microns)
1 910 0.053 0.4 0.8 1 1923 0.112 84.928
2 1200 0.129 0.2 0.4 —1 853 1.335 52.271
3 1200 0.053 0.4 1.2 -1 |2219 0.075 130.72
4 700 0.129 0.2 0.4 1 1792 1.335 26.086
5 700 0.053 0.6 0.4 1 2152 0.225 111.1
6 700 0.129 0.2 1.2 —1 1561 0.445 94.7
7 700 0.129 0.2 0.4 1 1788 1.335 39.2
8 700 0.053 0.6 0.4 1 2062 0.225 166.7
9 1200 0.129 0.2 1.2 1 3063 0.445 45.8
10 700 0.129 0.6 0.4 —1 |4657 1.335 124.1
11 700 0.053 0.2 0.4 -1 633 0.225 45.7
12 1200 0.053 0.2 0.4 1 1134 0.225 35.9
13 1200 0.053 0.6 0.4 —1 3144 0.225 39.2
14 1200 0.129 0.4 0.8 -1 |5261 0.667 88.2
15 700 0.053 0.6 1.2 -1 1796 0.075 160.1
16 1200 0.053 0.6 1.2 1 3743 0.075 117.7
17 1200 0.092 0.2 0.8 -1 1817 0.339 62
18 1200 0.129 0.6 1.2 -1 |7282 0.445 166.7
19 1200 0.129 0.6 0.4 1 8216 1.335 150.3

3.4 Artificial Neural Networks

To validate the results, neural networks are adopted in which validation set is used
for tuning the parameters of a model. Test set is used for performance evaluation.
The validation set is used to compare their performances and decide to select a
model among different models (In ANN, comparison of ANN models with different
number of hidden layers for instance). Figure 1 shows the neuron setup in ANN.
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Table 4 Analysis of variance for Ra
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Source Sum of squares | df Mean square | F-value p-value
Model 6.09 15 |0.4059 51.53 <0.0001 | Significant
A-s 0.0002 1 ]0.0002 0.0297 0.8655
B-f 2.81 1 |2.81 356.19 <0.0001
C-doc 0.0069 1 ]0.0069 0.8818 0.3636
D-ns 1.59 1 1.59 202.25 <0.0001
E-ht 0.0146 1 0.0146 1.85 0.1951
AB 0.0001 1 ]0.0001 0.0105 0.9199
AC 0.0009 1 ]0.0009 0.1125 0.7423
AD 0.0001 1 10.0001 0.0168 0.8988
AE 0.0042 1 ]0.0042 0.5314 0.4780
BC 0.0004 1 ]0.0004 0.0469 0.8317
BD 0.7257 1 ]0.7257 92.14 <0.0001
BE 0.0004 1 ]0.0004 0.0457 0.8338
CD 0.0008 1 ]0.0008 0.1071 0.7483
CE 0.0037 1 0.0037 0.4647 0.5066
DE 0.0027 1 ]0.0027 0.3398 0.5692
Residual 0.1103 14 0.0079

Lack of fit | 0.1103 0.0123

Pure error 0.0000 0.0000

Cor total 6.20 29

As the input parameters considered are five in number and output parameters are
3 in number then the hidden neurons considered to be 2/3rd size of input added with
size of output. This results in 6.33 hidden neurons as of the criteria least number of
hidden neurons acceptable is 10. When these neurons are trained the performance is
as shown in Fig. 2. The convergence is at epoch 2, which can be read from the plot.

In Fig. 3 rating factor is given for training, testing and validation and can be
compared (Figs. 4 and 5).

4 Optimization of Process Parameters

Optimal process parameters are setup using response surface methodology, the
desirability obtained is as follows which can be stated as 0.670 (Table 7).
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Table 5 Analysis of variance for mrr

Source Sum of squares | df Mean square | F-value | p-value

Model 9.732E+07 15 | 6.488E+06 21.40 <0.0001 Significant
A-s 1.429E+07 1 1.429E+07 47.12 <0.0001

B-f 2.732E+07 1 2.732E+07 90.10 <0.0001

C-doc 4.424E+07 1 |4.424E+07 145.90 <0.0001

D-ns 59977.75 1 59977.75 0.1978 0.6633

E-ht 6.815E+05 1 6.815E+05 225 0.1561

AB 1.594E+06 1 1.594E+06 5.26 0.0379

AC 4.734E+06 1 |4.734E+06 15.61 0.0014

AD 5.770E+05 1 5.770E+05 1.90 0.1894

AE 5.862E+05 1 5.862E+05 1.93 0.1861

BC 5.932E+06 1 5.932E+06 19.56 0.0006

BD 55596.14 1 55596.14 0.1833 0.6750

BE 45732.58 1 |45732.58 0.1508 0.7036

CD 5.474E+05 1 5.474E+05 1.81 0.2005

CE 5.014E+05 1 5.014E+05 1.65 0.2194

DE 9.574E+05 1 | 9.574E+05 3.16 0.0973

Residual 4.245E+06 14 | 3.032E+05

Lack of fit | 4.205E+06 4.673E+05 58.46 0.0002 | Significant
Pure error 39967.50 7993.50

Cor total 1.016E+08 29
Table 6 Analysis of variance for Fc

Source Sum of squares | df | Meansquare |F-value |p-value

Model 36471.28 5 7294.26 6.70 0.0005 | Significant
A-s 181.49 1 181.49 0.1667 0.6866

B-f 372.28 1 372.28 0.3420 0.5641

C-doc 31991.57 1 |31991.57 29.39 <0.0001

D-ns 416.52 1 416.52 0.3827 0.5420

E-ht 2629.53 1 2629.53 242 0.1332

Residual 26122.02 24 1088.42

Lack of fit |21657.92 19 1139.89 1.28 0.4258 | Not significant
Pure error 4464.10 5 892.82

Cor total 62593.30 29
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Fig. 1 Neuron setup in ANN

5 Conclusion and Future Scope

This study demonstrated a successful use of Response Surface Methodology for
determining optimal performance parameters with suitable input parameters (speed,
feed, depth of cut, nose radius and heat treatment-annealed and hardened). Further-
more, the individual and cumulative impacts of the input variables on the output
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factors are being investigated. Data validation has been performed using ANOVA
and ANN, which shown that experimental data is valid and convergent.

The optimum values of performance measures are identified and the best combi-
nation of the input parameters for the specified turning process has been anticipated.
Confirmation tests were carried out to assess the efficiency of optimization, which was
shown to be efficient with a 5% inaccuracy. There is always room for improvement
in any research project, and as part of that, heuristic approaches with the inclusion
of additional factors such as tool signature and other tool materials may be used to
improve the process and generalize the uses of beryllium copper alloy.
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Table 7 Optimal solutions for 2 combinations of categoric factor levels

No. |s f doc ns ht |mrr Ra Fc Desirability
1199.998 |0.129 |0.454 |(1.200 |1 |6027.893 |0.419 |91.653 |0.670
2 1200.000 |0.129 |0.474 |1.200 |1 |6244.852 |0.419 |95.349 |0.670
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Fabrication of Highly Oriented )
Piezoelectric Nanofibers Using a Low L
Cost and Lab-Scale Electrospinning

System

Duc-Nam Nguyen @, Van-Tuan Nguyen, Ich-Hung Dam, and Van-Huong Vu

Abstract A large number of piezoelectric polymers have been studied and applied
widely recently and become an attractive topic in both material science and applied
engineering fields. Piezoelectric polymers such as Poly(vinyl fluoride) and Poly(y-
benzyl, L-glutamate) fabricated in nanofibers have shown impressive properties in
the aspect of low weight, high flexibility and high piezoelectricity. One of the major
parameters influencing to the piezoelectricity of electrospun fibers is the orientation.
This paper reviews the contribution of fiber orientation to the piezoelectricity prop-
erties and the technique to manipulate the orientation. The research group introduces
for the first time a fully integrated and compact electrospinning system which is low
cost and suitable for both lab-scale and large-scale purpose.

Keywords Piezoelectric fibers * Electrospinning + Fiber orientation + Nanofibers -
Electromechanical sensors

1 Introduction

Since 1990s, the use of functional materials such as piezoelectric polymer has exten-
sively increased in a variety of fields such as nano-energy harvesting, flexible vibra-
tion, force sensors, tissue engineering, biocompatible devices, tactile sensors, wound
healing, etc. (Fig. 1) [1-9]. Piezoelectric polymers fibers are attractive because of
their dedicated properties, such as large surface area, low weight, high endurance,
high flexibility, high piezoelectric voltage generation, and high capability to inte-
grate with the flexible and complex substrates. Poly(vinyl fluoride) (PVDF) and its
co-polymer such as Poly[(vinylidene fluoride)-co-trifluoroethylene] [P(VDF-TrFE)]
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Fig. 1 Piezoelectric CLASS 1 CLASS 2
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are one of the typical piezoelectric polymers which have received a lot of attention for
various sensor applications [5, 8, 10]. PVDF-based polymers consist of four main
crystalline phases (a, , Y and 3 phase). Unlike non-polar and most stable phases
including a-, y-, and d-phase, the B-phase PVDF produces electrical polar struc-
ture during different processing techniques such as mechanical stretching, electrical
poling and thermal treatment (Fig. 1). On the other hand, P(VDF-TrFE) copolymer
containing trifluoroethylene (TrFE) content, can be crystallized in f-phase easily.
P(VDF-TrFE) is even more advanced than PVDF in the aspect of high crystallinity
and better chemical stability.

Recent discover of piezoelectric polymer is Poly(y-benzyl, L-glutamate) (PBLG)
[11-13]. PBLG is one of Poly(a-amino acid) groups, or polypeptide, and is a
synthetic biopolymer made from amino acid repeating units, i.e. -[NH-CHR-CO]x-.
The unique characteristic of PBLG molecular is the well-defined confirmation of
long-range chain and persisted this structure in both solution and solid state. In
the PBLG molecular conformation, parallel and directional alignment of hydrogen
bonds along the helical axis collectively expose strong electric dipole moments
(Fig. 1). Such strong dipole moments contribute mainly to the high piezoelectricity
and its high thermal stability over long time. As the result, electrospun PBLG fibers
produced impressive piezoelectric coefficient d33 = 27 pC N~! [12] and exhibited
ultra-sensitivity up to 615 mV N~ as integrated into composite structure [11].

Fiber orientation is not the main parameter in some research aspects such as gas
sensor, filter membranes, etc. However, piezoelectric fibers’ performance is inher-
ited from the direction of the polar crystalline or dipole moment. Hence, the fiber
orientation and the piezoelectricity have inherent correlation. Recent publications
have been reported that the orientation or alignment of electrospun fibers govern the
stiffness and piezoelectric character of fibers significantly [2]. Nguyen et al. [12]
proved the correlation between increment of alignment level of electrospun PBLG
with the piezoelectricity. Highly oriented PVDF-fiber based composite generated
piezoelectric voltage constant g3; = 33.9 mV N~! and g33 = 61.2 mV N~! which is
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suitable for high-performance energy harvesting devices [14]. Lee et al. [15] demon-
strated the importance of orientation of electrospun P(VDF-TrFE) nanofiber on tissue
engineering via annealing process on neurite growth. Highly oriented P(VDF-TrFE)
fibers can direct the neurite outgrowth while the randomly oriented fibers promoted
the neurite extending in radial direction. The aligned P(VDF-TrFE) fiber is capable
of restoring the anatomical structure of damage spinal cord tissue [16].

One of the greatest challenges of nanofibers fabricated by ES is how to manipulate
the fibers to the ordered structure precisely. In this study, we present brief explana-
tion of physical principle of fiber formation in ES process. This study focuses on
highlighting and explaining the recent progress in ES in which the orientation of elec-
trospun nanofibers can be controlled effectively and how the orientation influences
the electro-mechanical characteristic of nanofibers. We also introduced the design
of a lab-scale ES system with low cost but high robustness.

2 Electrospinning Principle and Fibers Orientation

2.1 Principle of Electrospinning Process

In the ES setup, a metal nozzle is connected to a positive high voltage source. The
ground is connected to a collector which is several millimeters to tens of centimeters
from the syringe. The polymer solution is pumped out from the nozzle with a constant
feed rate and electrified by the electrical field. As the result, formation of nanofiber
is majored by the interaction of surface tension and electrical forces on the change
of fluidic viscosity. The entire process can be divided into seven stages as shown in
Fig. 2 and elaborated as followed.

Stage 1: The electrical charges inside the polymer solution is electrified intensively
and causes phenomena namely “excess charges”. The excess charges accumulate on
the surface of the fluid, but are constrained by surface tension.

Stage 2: Once the charges concentrated over a small volume and lead to an intensive
interaction of static charges, there will be a “breaking effect” happening at the end
of a droplet because of the Coulomb force. This “breaking effect” is called Taylor
cone.

Stage 3: The surface tension and viscosity are larger than the Coulomb force. As the
result, the fluid jet experiences a short and straight path.

Stage 4: At apoint when the Coulomb force starts dominating other factors and causes
an imbalance state, the first bending instability happens. The jet starts whipping or
coiling. The jet is elongated and decreases its diameter from hundreds of micrometers
to tens of micrometers.
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Stage 6

Fig. 2 Working principle of ES process

Stage 5: The jet now is elongated to sub micrometer level and the dynamic energy
increases tremendously. While the main jet whips, a second bending instability starts
processing.

Stage 6: As the jet gets much thinner, there is a chance that the jet might be broken into
tiny droplets. If this process happens, then the process will be called electrospraying.

Stage 7: At the collector, bundles of fibers in nano- or sub-micro scale are deposited
in a random orientation. Hence, from a small amount of polymer solution, solid state
of fibers is processed in the form of continuous and nano/microfibers.

Many researchers have established the theory for the formation of fibers during ES
process [17]. Models for ES contain numbers of parameters including: voltage, tip-to-
collector distance, solution concentration, solution viscosity, humidity, temperature,
solvent evaporation rate, feed rate, etc. However, researchers have proven that the
instability of fluidic jet is unavoidable to fabricate nanofibers using conventional ES.
Therefore, new techniques have been developed to manipulate the fiber formation
process and achieve the structured fibers.

2.2 Fiber Orientation and the Influence to the Piezoelectricity

For years, controlling the fiber orientation with stable fabrication technique was the
bottle neck in ES method practically. Farrar et al. [13] discovered the piezoelectricity
of electrospun PBLG fibers for the first time; however, the authors were unable to
explain the large variation of piezoelectricity of samples. In 2018, Nguyen et al.
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[12] invented End-point Control Assembly (EpCA) method which allows to manip-
ulate the fiber formation effectively. The EpCA method is based on the electrostatic
concentration effect to target the fiber to a determined position. As the result, both
the level of orientation and the collected area can be controlled precisely (Fig. 3).
It has been proven that the piezoelectric of electrospun fibers composes of large
number of dipole moments along the Carbon chain. Therefore, when every single
fiber is parallel, the overall effect of polar effect is magnified. This is the first time

the correlation between fiber orientation and piezoelectric coefficient is presented
(Fig. 4).

Polarization

Dipole moment in
a PBLG chain

EpCA VAN
Electrospining / \ |.'
\r"\ \r., I\

U |

Fig. 3 Principle of polarized PBLG nanofibers via EpCA process

Fig. 4 The dependence of
fiber orientation to the
piezoelectricity (Reprinted
from [12])
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3 Manipulation of Electrospun Nanofibers

Followed by the need of manipulating electrospun fibers effectively, several tech-
niques had been presented. Some of the most popular ones are (a) centrifugal ES [18],
(b) rotating disk collector [19], (c) auxiliary electrodes [20], and (d) rotating cylinder
collector [21] (Fig. 5). The common advantage of these configurations is the ease of
obtaining parallel nanofibers in a large area. However, monitoring and controlling
the exact position of the fibers are not possible as applying these techniques.

Applying the invention of Nguyen et al. [22] on manipulation the deposition
of fibers on a rotating collector, researchers at Applied Mechatronics Lab (AML)
(Phenikaa University) has introduced a large-scale ES system namely ESA01 (Fig. 6).
This is a compact, integrated system with dedicated functions such as real-time moni-
toring process, video streaming, fume ventilation system, integration with EpCA
method, etc. (Table 1). The functional block diagram was shown in Fig. 7. Comparing
to the equivalent functional electrospinning models, the ESAO1 provides better
performance with lower cost. The ESAO1 has been used to fabricate core—shell
fibers and parallel nanofibers with highly stable results (Fig. 8).

Collector 5
(a) Y Plastic syringe —
e Hcclrospmnmg _:;—.
Syringe : \ envelope
\ Needle -l . .
\ —_——

-

\ Rotating
X ™~ di SIT
e‘\xls— : collector
High-voltage power supply | —

guard

(a) plate (d)
/

Fig. 5 Some of the most popular ES setup to archive highly oriented nanofibers
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Fig. 6 The ESAQ1 system manufactured by AML at Phenikaa University

Table 1 Main specifications of ESA system

Specification Unit ESAO1 Phenikaa ESR200P2R2D Nanospinner-1 Plus
University, Vietnam NanoNC, Korea Invenso, USA
Dimension mm 1000 x 1000 x 1000 | 950 x 640 x 1150 | 740 x 645 x 770
Weight kg 120 - 60
Input VAC 220 @60 Hz 220 @60 Hz 220 @60 Hz
Rotation speed | Rpm 4000 2500 500
Independent Axis 2 1 3
pumps
Feeding rate wl/h 0.01 0.01 0.01
resolution
Voltage kv 30 30 30
Additional functions
Humidity Yes 30 - 85 RH, N/A N/A
control
Camera Yes 5 x camera with N/A N/A
monitoring real-time HD video
streaming
Temperature Yes 20 = 50 degC N/A N/A
control
Air ventilation Yes Yes Yes
Coaxial fibers Yes Yes N/A N/A
fabrication
capability
Cost USD 12,000 30,000 28,450
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Fig. 8 Samples fabricated by ESAO1

4 Conclusion and Discussion

Nanofibers of piezoelectric polymers such as PVDF, PBLG still remain lots of poten-
tial applications in biosensors, electro-mechanical sensors, wound healing, etc. The
orientation of fibers is currently considered as one of the key parameters to improve
the performance of piezoelectric nanofibers. Therefore, the robustness in controlling
the fabrication process and its relation with other characteristic such as orientation can
be only obtained through a stable and advanced system. In this paper, we introduced
a low-cost and lab-scale electrospinning system named as EASOI. By integrated
real-time video streaming processing algorithm, ESAQ1 can be upgraded to apply
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artificial intelligence in control the jet formation automatically in the future. It is
expected that the EASOI can support the study of electrospun fibers which requires
extreme fabrication conditions.
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Visual Product Assessment by Using m
the Eye-Tracking Equipment to Study i
the Effect of Product Shapes

on consumer’s Thinking

Jitender Singh® and Prabir Sarkar

Abstract Product design has become a significant tool for successful companies.
Products arouse emotional feelings in consumers. Emotions can effect buying deci-
sions of consumers as well as product assessments. It is broadly recognized that
higher user satiation and better product performance can be reached through product
aesthetic design. Integrating emotional value into tangible products has become
an important approach for increasing a product’s emulative power in the retail
market. Therefore, it is a need of manufactures to understand how product aesthetics
impact the consumer’s emotions. On the other hand, when designing a new product,
maximum time focus is paid for the enhancement of its usability and functionality, and
very little attention is paid to consumers’ emotional desires. In this paper, we inves-
tigate the relationship between product structure/features and consumer emotions.
Two different products are considered in this study. In addition, by using the four
basic pleasures model of Jordan a closed list of product-specific semantic descrip-
tors is developed. An eye-tracker-based experiment and open-ended survey were
performed during this study, where substantial connections between product geom-
etry and semantic were found. In this study, we find out the emotional responses for
geometric features from users, and the major finding of eye-tracker is discussed in
brief in the results section. The study results are helpful in future product development
and reduce the failure rate of the product.

Keywords Product design + Aesthetics - Consumer appeal - Eye-tracker

1 Introduction

In the current competitive marketplace, fulfill customer desires and taste has become
a key role for every product design industry [21]. Current time customers not only
choose products that provide them physical pleasure in term of quality, price, and
function, but they also seek for cognitively pleasure too. And these play a huge role at
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the time of purchase and it is also known as a sentimental purchase [11]. To provide
product aesthetics designs with an additional sense of qualities, affective design has
been useful, and this shift has received immense responsive in the area of industrial
design [4, 5, 19].

1.1 Perceptual Matching

A term perceptual matching term is known as when one stimuli must be concluded as
same as the second stimuli or differ from the second stimuli, has been an essential tool
for evaluating the cognitive/intellectual and ability to interpretation of human being.
Specifically, this type of works have been used to examine visual product recognition
[7, 8, 12, 13], categorization, relational perception learning [3, 6], and perceptual
learning [6]. One of the most contrary to intuition process of close observation in
perceptual matching is that the easiness of finding the dissimilarities among two
consequently observed objects can change in a serial manner as they can see—
although the same looking objects are related [9, 18]. In this work, we are taking
the help of perceptual matching to define the interaction among the opinion that
industrial designers purpose to convey with the help of product aesthetic design and
the customer insight aroused by the product. We cover the product area and the
customer area.

2 Product Field

A specific object observed in a two perspectives in the product field: the product area
(design area/field and targeted emotion/sentiment) and the customer area (object type
and attained sentiment/emotion).

2.1 Product Design

Incorporating emotional values in objects/products is necessary to several diverse
research capacities. It comprises quality research, consumer behaviour research, and
ergonomics research for finding consumer desires by using the product design. [14,
17, 20]. The research work in these areas helps social scientific theories to find
out consumers’ emotional feelings and demands. Incorporating consumer market
research results in product design needs a perfect pathway with various areas, such
as social, psychology, physiology, marketing, and engineering. In product design,
the prime target is to decipher the feelings, individual experiences, and perceptions.
Based on customer’s requirements, designers then use their personal experiences
related to product designs and various aesthetics skills to generate a physical product.
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As its name suggests, the physical design represents the outer look of the product,
which is a collection of different design elements [1, 10].

2.2 Target Emotion

Individual product/object has an affinity to deliver customers with a design concep-
tion, to an equal degree like taglines/advertisements actively encourage its virtues.
This emotive appeal is planned to serve customer requirements and thus generate
an attraction. The product gesture and charm can be concise as the target emotion
(TE), which is laid down by the product characteristics and can be expressed in a
systematic way by using a marketing approach [15, 16].

2.3 Visual Perception

To illustrate a product with the help of visual insights, humans collect the information
in their mind which they see and provide explanations or descriptions of the product’s
qualities based on the attributes of its look. Because of the practices of cognition,
humans are trained their mined to store the product description by using attributes
of a product and they take help to identify or categories the new product with the
previous information which they were already stored in their mind. To be precise, to
describe a category is the most natural mode for persons to define something that is
visually accessible to them. For instance, when persons are asked to relate to a hot
cup of coffee, most of the time consumers link the cup of coffee with a relaxing time
or relax their mind, another example is Coco-Cola linked with carbonated drinks.

2.4 The Two Matching Relations

Corresponding to the two mood of opinion described in Sect. 2.2, relating to the ability
to interpret the comparison is separated into two aspects: affective comparison and
visual comparison.

2.4.1 Visual Comparison

Nowadays in human cognition a visual comparison is a very hot topic of
research. For instance, as detailed in colour science, visual comparison testing and
following colour-comparison purposes worked as the building blocks of recent time’s
colorimetry [2] and Zotkin [22] visual comparison among visual and actual pictures
led to image-guided neurosurgery. During this work, visual comparison defines the
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relationship among the consumer area and the product area with regards to visual
opinion. The bond between this matching relationships shows the capability of a
product design to lead customer to understand its characteristics specifically and
accurately. As an assessment tool, visual comparison estimate the perfection at what
level the group of a product considered by customers is the similar as it’s of their base
group. On the other hand, there is a chance of misunderstandings, when the matching
strength is weak and customers interpret the product in a wrong way. For instance,
the well-known design of “Tuborg” bottle design shows youthful image and Nestle
water bottle which shows pureness and healthy environment. On the other hand, if
the bottle fill with a coffee, it produce a melody emotion, the silhouette of a coffee
and carbonated drink might be create confusion among the present customers. For
that reason, understandable and specific shape could make customers immediately
find the intended perception of coffee as well as beverage product and increase its
identification, and this will provide considerable help for the development of that
specific brand.

3 Aim and Methodology

As we know, in the current scenario, product design has become a significant tool
for the success of any product base company. Products arouse emotional feelings
in consumers. Emotions can effect buying decisions and product assessments of
consumers. Therefore, it is a need of manufactures to understand how product
aesthetics impact the consumer’s emotions. This paper investigates the relationship
between product structure/features and their relation to consumer emotions. For
that, we considered the different shapes of beverage bottles for this study. An open-
ended survey and eye-tracker-based experiment were performed in this study, where
substantial connections between product geometry and consumer perception were
found. We use twelve different silhouette shapes of bottles from different beverage
categories.

4 Results and Discussion

4.1 Open-Ended Results

For experiment purpose, all the image is downloaded from “PNGWing” with a stan-
dard size. The bottle belongs to different categories like juice bottle (Ju), coffee/milk
(C/M) bottle, carbonated (soft drink) (SD) bottle, wine bottle (W), energy drink (ED),
etc. After selection of different categories of silhouette images, we made six slides
and on each slide, we paste two different silhouette image. We conducted an open-
ended survey among the young generation to collect consumer affective responses
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because today’s generation is more connected with each beverage category. For first
of experiment, a total twenty respondent took participation, their average age is
29 years, and all are working in multinational companies.

During the survey, we requested all the participant to provide your consent for each
categories of the silhouette. i.e., Question: Do you thinking, from which category of
beverage this silhouette is belonging and please write your response for each image
below the silhouette. After completion of the survey, we find the frequency ratio (FR),
for the consumer responses with respect to the different beverage bottle categories.
In the second phase, we conducted an eye-tracker experiment with the same set
of images/slides with a different sets of respondents. We find out their emotional
responses for geometric features from users. From the first phase of experiment, we
find fourteen responses out of twenty respondents. The response of all the participants
is given in Table 1.

In Table 1 we can see that in the first slide, respondents provide a very high FR with
the Al bottle silhouette compared to the other six categories. For the second image
of the first slide, the juice silhouette image gets a 35.71% FR which is top in their
categories. Similarly, the juice image gets 21.43% of the FR with the second priority
in ED categories, then 14.29% of FR with CD and M/C categories. In the second
slide, we paste CD and ED silhouette images. For CD bottle image respondents
provide 85.71% of FR with their respective categories, for second image i.e. ED
bottles, respondents provide 50% of FR (to ED category) and 21.43% to both Ju and
W silhouette bottle. In the third slide, we paste M/C bottle and ED bottle silhouette
image. For M/C silhouette, respondents provide 71.43% of FR with their respective
categories, and for ED bottle silhouette, respondents provide 57.14% of FR. In the
fourth slide, CD and M/C bottle silhouette paste on the white sheet. In the open-
ended survey, for CD, respondents provide an 85.71% of FR with their respective
categories. Similarly, for M/C silhouette respondents provides 28.57% with their

Table 1 The FR on 6 categories for each sample after classification task (partial)

Type of products image | Al (%) |Ju CD ED M/C T \

AL 100 0 0 0 0 0 0

Ju 0 3571% | 14.29% |21.43% |14.29% |7.14% |7.14%
CD 0 7.14% |85.71% |0 0 0 7.14%
ED 0 21.43% |7.14% |50.00% |0 0 21.43%
M/C 0 7.14% |0 0 71.43% |21.43% |0

ED 0 7.14% | 14.29% |57.14% |0 0 14.29%
CD 0 0 85.71% |7.14% |0 0 7.14%
M/C 7.14 21.43% | 14.29% |7.14% |28.57% |21.43% |0

M/C 0 1429% |14.29% |14.29% |28.57% |14.29% |7.14%
AL 100 0 0 0 0 0 0

CD 7.14 0 92.86% | 0 0 0 0

Al 100 0 0 0 0 0 0




154 J. Singh and P. Sarkar

respective category and 21.43% with Ju category. In fifth slide, Ju and AL bottle
silhouette is paste on the white paper, and respondents 28.57% of FR with M/C
category bottle and 14.29% with Ju, CD, and ED bottle silhouette. On the other
hand, a 100% of FR is provided by the respondents for the AL bottle silhouette
with their respective category. In the last slide, we paste CD bottles and AL bottle
silhouettes. Respondents provide a 92.86% FR for a CD and a 100% equal for AL
for the respective categories i.e. CD and AL category, respectively.

4.2 Eye-Tracking Results

In the second phase of this study, we conducted an ET experiment. After completing
an experiment, we request all the respondents to provide their valuable consent for
the same slides shown to them in the ET equipment. We requested all the eight
respondents just after the ET experiment to give their response for the same images
in the open-ended survey and the FR is provided in Table 2.

In the ET experiment, a heat map is generated to note down the consumer eye
movement during the ET experiment, which is shown in Figs. 1, 2, 3, and 4, which is
shown in a respective manner as the slide shows in the second phase of the experiment
(open-ended experiment, just after the ET experiment).

We have seen Fig. 1 and FR in Tables 1 and 2 for open-ended and ET experiments
(open-ended experiment, just after the ET experiment). We found that, left silhouette
image of slide A, shown a 100% of match in both of phase of experiment and the
heat effected zone is formed in the right side of bottle which is above of centroid
section of bottle till the neck section. But, in the case of the right silhouette bottle
(Slide A) the respondents during the first phase of the experiment, attain 35.71% of

Table 2 FR of eye-tracking respondents

Type of products image | Al (%) |Ju(%) |CD (%) |ED (%) [M/C (%) |T (%) |W (%)
AL 100 0 0 0.00 0.00 0 0

Ju 0 25 0 25 25 0 25
CD 0 0 100 0 0 0 0
ED 0 25 0 75 0 0 0
M/C 0.00 0.00 0 0.00 75.0 12.5 12.5
ED 0.00 50.0 12.5 37.5 0.00 0.00 |0.00
CD 0.00 0.00 100 0 0 0 0
M/C 0 0.00 0.00 12.5 87.5 0.00 |0.00
M/C 0.00 12.5 12.5 0.00 25.0 37.5 12.5
AL 100 0 0 0.00 0 0 0
CD 12.5 0.00 87.5 0.00 0.00 0.00 | 0.00
Al 100 0 0 0.00 0 0 0
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Fig. 1 Slide A and slide B
shown the images four
different categories

Fig. 2 Slide C and slide D
shown the images four
different categories
[
- -
1 .

e f

Fig. 3 Slide E and slide F shown the images four different categories

FR. On the other hand, during the second phase of the experiment, we attain a 25%
of FR with actual bottle categories.

The heat-affected zone for the right side of the silhouette is the left side of the
bottle like below the neck of the bottle and centroid section. In the case of right
section of Fig. 1, in slide B, we paste the silhouette image of CD (Limca bottle on
left side) and ED bottle.

In the first and second phase experiment, for the left side of the bottle, 85.71% of
the open-ended participants and 100% of ET respondents recognize this silhouette
with their actual category i.e. CD. On the other hand, there were little contradiction
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between the respondents of the first phase and ET i.e. 50% for the first phase and 75%
for the second phase. And, from the figure, we can be justified that the deep curve of
the CD bottle area is a more important part for identifying the product category, and
similarly, in the case of energy drink bottle, a spiked area which shows robustness
is the more essential part during the ET experiment as described in the heat map in
Fig. 1.

In the case of Fig. 2, in slide D, we present the M/C bottle silhouette (left side),
ED (right side), and in slide C, we present the CD (right side), M/C bottle silhouette
(left side), respectively. The FR is shown in Tables 1 and 2, from the open-ended
survey and ET experiment (open-ended experiment, just after the ET experiment).
We analyse that, left image (M/C bottle) of slide D, shown a 71.43% and 75% of FR
in both of phase of the experiment and the heat effected zone is formed in the right
side of the bottle, from bottom to neck section. In the case of the right side silhouette
bottle (Slide D) the respondents during the first phase of the experiment, 57.14% of
FR with their respective category of beverages.

On the other hand, during the second phase of the experiment, we attain a 50% of
FR with other beverage categories and 37.5% with the respective category. As we can
see that, the heat effected zone covers the neck section, just below the neck section,
and a straight and angular section is just the middle of the bottle spline section.

As in the silhouette image, we can see the spike as well as curve section which
were partly related to the robustness and curvy shape of any fruit. In the case of
slide C, we analyse that, left image (CD bottle), showing an 87.5% and 100% of
FR in both phases of the experiment, and the heat effected zone is formed on the
right side of the bottle, from the bottom to the neck section. Similarly, for the right
image (milk/coffee bottle), shown a 28.75% and 87.5% of FR in both phases of the
experiment, and the heat effected zone is formed on a chamfered zone of spline more
like coffee beans.

In Fig. 3, we present the two images in slide E, i.e., the Ju bottle silhouette in the
left section, and the AL bottle silhouette (Beer) in the right section of the same slide.
In slide E, the highest FR for juice bottles is 28.57% with M/C and 37.5% with tea
category for the first phase and second phase of the experiment, respectively. On the
right side of slide E, the FR for the AL bottle is 100% for the first as well as the
second phases of the experiment. And the heat map formation happens over the slant
height of the bottle. Similarly, in last slide F, we paste two different silhouette. The
left side silhouette is of CD bottle and the right side is of AL bottle. In slide E, the
highest FR for a CD bottle is 92.86% as compared to 87.5% for the second phase of
the experiment with the CD bottle category. On the right side of slide F, the FR for
the AL bottle is 100% for the first as well as the second phase of the experiment. By
seeing the heat map, we can predict that the neck section and just below the neck
section provide a piece of huge information related to the product category.
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5 Conclusion

As we can see the results and discussion in Sect. 4, we analyse that there is a huge
need for each product-related industry to gather the consumer cognitive information
for designing a new product related to the future consumer with a high level of
acceptance rate. Previous researchers use various methods to gather the consumer
response for the development of a new product like Kansei engineering, Semantic
differential method, and Fuzzy AHP, etc.

In this study, we use unique techniques to gather the information and correlate
the information for finding its accuracy. By using FR, we can relate the consumer
response with product black and white images. After that, we use ET for the same
experiment to gather consumer cognitive responses. From that, we can note down the
consumer eye movement on the same image, from that we know that, how consumer
eyes responded to image of the product. And, by using ET, we can find out which
section of product the respondent is looking for. This think, will help for designing the
new product, which was increased the product demand in the current and upcoming
market as well. Ultimately, this will helps to increase the industry profits.
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Abstract Implants are widely used in the restoration of failed joints and bone
fractures across the globe. The success of an orthopaedic intramedullary or
extramedullary implants depends considerably on various design parameters. The
surface texture on implant surfaces is known to influence primary (mechanical)
as well as secondary (biologic fixation) stability. Finite element (FE) based bio-
mechanoregulatory schemes were earlier employed while investigating the quali-
tative trends of bone growth over implant surfaces. Such in silico methodologies,
although an efficient process to assess bone growth at the bone-implant interface,
involve manually intensive modelling owing to large number of design variables and
consequently, demand higher computational time. Machine Learning (ML) based
approaches such as Neural Networks (NN) modelled around a wide range of experi-
mental or computational database may be a viable alternative to minimize the compli-
cation related to tedious FE runs. The aim of this study thus is to assess the efficiency
of using a trained and tested NN while predicting bone growth for unknown data of
design parameters for two distinctly textured implant surfaces. The results obtained
from FE analyses for an unlabeled dataset and bone growth predictions from the NN
for the same dataset for both the implant models were found to be strongly correlated.
Although all design morphologies cannot be incorporated in a generalized NN, the
methodology appears to be an efficient strategy to predict optimal design features
for a specific implant morphology without the need for an exhaustive in vitro or in
silico study.
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1 Introduction

Lack of biological fixation is one of the major causes of aseptic loosening of cement-
less implants. Such failure in implant fixation can be minimized to certain extent by
realistic design changes in the implant morphology [1, 2]. Surface design features
such as surface roughness [3] and macro-textures [ 1, 2] can be tailor-made to promote
sufficient bone growth around an cementless prosthesis. The design evaluation for
a large set of implant designs with similar surface morphology need an iterative FE
modeling which would be manually exhaustive and computationally expensive. In
view of this, developing a predictive mathematical [4, 5] model might be a viable
option for establishing a link between implant surface morphology and quantifiable
degrees of ossification while retaining the accuracy of FE analysis.

The non-primitive nature of most surface features on implant surfaces, together
with a variety of important design considerations, could result in complex non-linear
correlations with ossification levels. Neural networks (NNs) are a type of biologically
inspired machine learning (ML) technique that can be used to create complicated
relationships as predictive mathematical models [5]. NNs were employed in biome-
chanical design evaluation on many prosthesis [6-9] earlier. NN was used effectively
by Cilla et al. [8] to design a single objective shape optimization model for a short-
stem femoral stem. Roy et al. [6] utilized NN to convert FE results to the desirability
function of an optimization problem on dental implant. Chatterjee et al. [9] also
used a trained NN to predict microstrains of a femur-implant system from data as
predicted by FE analysis.

Backpropagation algorithms are widely employed in machine learning to train
NNs. Several generalization approaches, including as Bayesian regularization (BR)
and Levenberg—Marquardt (LM), are employed with NNs to reduce the error associ-
ated with backpropagation procedures. Overfitting the training data is also less likely
using generalization techniques. Because of their benefit in producing a reduced mean
squared error, both the BR and LM techniques are often used [7]. However, Bayesian
regularization outperforms LM [7], with BR attaining the best correlation coefficient
and the smallest sum of square errors. However, there are hardly any literatures that
formulates ML techniques towards assessment of secondary stability of an cement-
less prosthesis based on implant design variables. Furthermore, to the best of the
authors’ knowledge, there has been little research on the usefulness of NN models
for predicting osseointegration over geometrically diverse macro-textured implant
surfaces.

The fundamental purpose of this research is to create new predictive mathematical
models premised on BR-BPNN that correlate significant design variables for two
commercially feasible implant surface textures to ossification levels during a short
healing period. Finally, the utility of the proposed frameworks has been extended to
predict bone growth for those unlabeled data sets formed by Design of Experiment
(DOE) approach.
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2 Materials and Method

Two different representative 3D macro-textured implant models (RVM1 and RVM2)
were created based on commercially viable implant textures. RVM1 contains
uniformly spaced rectangular ribs which partially mimics the proximal anterior—
posterior surfaces of CORAIL [1, 2] hip stem. On the contrary, RVM2 contains
equally spaced hemispherical grooves of equal radius which represents the prox-
imal region of SP-CL [1] hip stem. RVM# stands for Representative Volume Model
‘Number’.

To maintain clinical authenticity, the significant dimensions for the 3D parametric
models were extracted from a radiological image [10] of an implanted CLS Spotorno
using ImageJ v1.53a (National Institutes of Health and Laboratory for Optical and
Computational Instrumentation, University of Wisconsin, USA). The range of the
parameters were decided by the authors based on average width of an intramedullary
hip prosthesis inside a femoral cavity, maximum allowable gap between the bone
and the implant for ossification and ease of manufacturability with the traditional
manufacturing processes.

The representative volumes of bone-implant interface models encompass a fabri-
cated macro-texture covering the implant surface, while the mid-portion representing
granulation tissue (which is the prime site of bone growth) and the bone representing
the portion at the other side (Fig. 1).

2.1 Dataset for “Training” and “Validation” of the NN

The dataset obtained for training and validation was obtained from FE-based bio-
mechanoregulatory algorithm of bone growth as developed earlier by the same
authors [1, 2]. The dataset for both the models were created based on 3 factors 4
levels full-factorial design for RVM1 and 2 factors 4 levels full-factorial design for
RVM2. A significance of the set of chosen parameters were analyzed using analysis
of variance (ANOVA) test.

2.1.1 Parametric NN Modelling for RVM1

To train the NN, data points were taken from 44 FE-based bio-mechanoregulatory
assessments of ossification. While, 20 FE-based results were used for validation.
Three statistically significant design parameters (‘p’, ‘g’ and ‘r’) as input nodes with
one output node corresponding to percentage of bone growth as obtained from FE
results were chosen while training the network. ‘p’, ‘g’ and ‘r’ are also found to
be clinically significant design parameters to estimate bone growth at bone-tissue
interface. The input (Igyp) and output (Ogyag) strings for training the NN [5] of
RVMI1 can be expressed as follows:
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Fig. 1 CAD and FE models of the two bone-implant interface with macro-textures over the implant
surfaces: a RVM1, b RVM2 (mapped colors: blue for implant; red for granulation tissue; grey for
bone)

Irvii =[p q 1], Orvant = [BGryumi] (D

subject to constraints [5]:

1.0<p<25
1.0<¢qg <25
20<r<5.0

2.1.2 Parametric NN Modelling for RVM2

The network was trained using data from 11 FE-based bio-mechanoregulatory assess-
ments of ossification, whereas 5 of these analyses were used for validation. As input
nodes, two statistically significant design variables (‘x’ and ‘y’) were chosen. Similar
to the earlier model, design parameters ‘x” and ‘y’ are found to be clinically signifi-
cant. The input (Igypz) and output (Ogyppa) strings for the NN [5] of RVM2 can be
expressed as:
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Table 1 Levels of design variables (in mm) chosen while creating the dataset for the models

RVM1 Level 1 Level 2 Level 3 Level 4
Design parameters (mm) )4 1.0 1.5 2.0 2.5
q 1.0 1.5 2.0 2.5
r 2.0 3.0 4.0 5.0
RVYM2 Level 1 Level 2 Level 3 Level 4
Design parameters (mm) X 1.0 1.5 2.0 25
y 1.0 1.5 2.0 25
Irviz =[x y]. Orviz = [BGrymo] 2
subject to constraints [5]:
1.0<x <25
1.0<y<25

Table 1 shows the levels of design variables chosen while creating the dataset for
both the models.

2.2 Preparation of FE Models Along with Loading
and Boundary Conditions

As illustrated in Fig. 1, CAD models were first created in CATIA® v5R20 software
(Dassault Systemes, France) and then transferred to ANSYS V14.5 FE software
(ANSYS Inc., Canonsburg, PA, USA). FE models were discretized with eight-noded
hexahedral elements (SOLID185). For each of the FE models, a mesh sensitivity anal-
ysis was performed in order to determine definitive grid sizes and achieve acceptable
accuracy in the findings.

All of the models’ regions (implant section, granulation tissue, and host bone)
were assigned linear elastic, isotropic material properties [2]. The Young’s modulus
of the stainless steel implants used in this research was 195 GPa [2, 5]. The Young’s
modulus of bone was determined as 500 MPa [1, 2, 5], while the Young’s modulus
of granulation tissue was determined as 1 MPa [2, 5]. For the implant and bone, the
Poisson’s ratio was set to 0.3, whilst for the granulation tissue, it was set to 0.167
[5]. The interfaces between bone and tissue and between implant and tissue were
considered to be bonded [1, 2, 5].

The top surface of the host bone was restrained in all feasible orientations, whilst
aradial (gap opening/closing) displacement of 40 jum and a tangential (bone-implant
micromotion) displacement 20 pwm [1, 2, 5], were given to the bottom surface of the
implant.
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2.3 Differentiation of Tissues Using Mechanobiological
Principles

A sequential bio-mechanoregulatory algorithm was used to model evolutionary bone
growth (Fig. 2). A diffusion model was used to simulate the movement of multipo-
tent mesenchymal stem cells (MSCs) inside the bone-implant interface space as
performed in an earlier computational scheme [2, 5] as:

_dc

Vie=—
yve dt

3)

where ¥ is the coefficient of diffusion (0.1 mm?®/day), and the element-specific
number of undifferentiated MSCs is represented by ¢ [5]. The value of ¥ was set so
that the entire stem cell migration process occurs within the granulation tissue layer
within 16 weeks [2, 5], imitating the initial healing period.

Initially, it was hypothesized that the interlayer space between the bone and the
implant was filled with granulation tissue, which is made up of enough blood vessels
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mCsqumﬂ:ﬁonTiwn 1= 120 days — levels of Bone |
at Bone-implant Interface at 57 =i
t=0 S
b
*r -
Structural FE Analysis (4= Diffusion FE Analysis |
Mechanical
Signals
y
_ Bii I 2ul Algorithin
Tisme Young's | Poismon's| Swin Stimulus | Hydrostatic Pressare Stimulus
hebonpn | etenie ] kst %) (in 1) Updated
Gaa) Number of Cell Hsae
1 0167 - . Material
Properties
018
2 0167 o s
<$ >0.15
Cartilage 10 0167 =15 ols
<15 <q18
Eesmanire 1000 03 15t -15 =015
Boas
Matuze Bone G000 03 S D150 +015
Predictive Tissue Phenotype
y
Time-dependent Smoothing Rule of Mixture

Fig. 2 Numerical scheme implemented to estimate amount of bone formation at the site of defect
through a bio-mechanoregulatory model
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generated by angiogenesis to feed nutrients to recently created cells and few other
inflammatory cells that eliminate wounded tissue [2]. The differentiation of MSCs
into distinct osteogenic cellular phenotypes is governed by localised mechanical
stimuli (dilatational hydrostatic pressure and deviatoric strain) [2, 5]. Fibrous tissue,
cartilage, and immature bone are formed from these cellular phenotypes [5]. The
effective material properties (E,+; and v,,,1) of the formed tissues [5] were estimated
based on a rule of mixtures as in Eq. 4:

Cmax — Ctissue Ctissue
Ejy=—"—"7— Egranulurion Tl
Cmax n Cmax

where the material properties of the granulation tissue and generated tissue, respec-
tiVCIYs are Egranulation (also Vgranulation) and Etisxue (also Vtimue); Cmax and Crissue aAIC
the maximum cell concentration and the actual element-specific cell concentration,
respectively [5]. Equation 5 shows how the model’s material characteristics were
updated using a temporal smoothing method [2, 5] as:

Elissue (4)

n

En+l, smoothed = T~ Z Ei (5)

In the numeric scheme, one iterative process represents a single post-surgical day.
The entire healing simulation was developed to run for 120 iterations, which equates
to a post-surgical time of around 16 weeks [2, 5].

2.4 Process Modeling with Neural Network

A single hidden layer of ‘N’ nodes was considered in the study for both the models.
The output node is represented by the percentage of bone growth (BG). Initialization
of weights for the datasets have been carried out to achieve better training perfor-
mance. Tan-sigmoidal and linear functions were chosen as activation functions for
the hidden and output layers of the network respectively. Output (Onn) computed
from the NN are compared with the target output (T, ) to estimate the error. The algo-
rithm minimizes a loss function, &, a linear combination of sum of squared errors and
sum of squared network weights. When the computed £ for a specific combination
of errors and weights satisfies a convergence criterion, training of the NN stops, else
weights were updated iteratively through back propagation of errors with LM algo-
rithm. In the present analysis, mean squared error (MSE) is considered at the point
of convergence for the network and estimated by:

1 & R
MSE = ; (To — Onw) (6)
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The NN models developed in the present study were run in MATLAB environment
(MATLAB 2017a, The MathWorks Inc., Natick, MA, USA). Parametric investiga-
tions were carried out for each of the networks by trial-and-error method so as to
achieve maximum predictability of the models.

2.5 Design of Experiment (DOE) Approach to Assess Bone
Growth

Design of Experiment (DOE) is a statistical technique through controlled tests to
identify the influence of several parameters to a desired output or response. There are
several types of DOE techniques used presently such as full-factorial, fractional facto-
rial, Taguchi, Plackett—-Burman and response surface methodology (RSM). Although
a full-factorial DOE becomes cumbersome for a large number of parameters with
their corresponding levels, it is extensively used to study the influence of all signifi-
cant parameters on a desired response comprehensively. In the present study, 2* full-
factorial DOE was employed with number of input design parameters as mentioned
earlier in the implant models i.e. (2°) 8 models for RVM1 and (2%) 4 models for
RVM2. Unlabeled (unseen) input data was chosen for both the models and FE anal-
ysis was performed so as to validate the results with those obtained through trained
NNs.

3 Results and Discussion

3.1 Performance Analysis of NN Architecture

The near-optimal BPNN architecture with BR for RVM1 was obtained through
a parametric analysis as presented in Fig. 3. BR was chosen as it can provide a
better generalization and minimal over-fitting for a small and difficult dataset. While
performing the parametric study, the number of neurons in the hidden layer (N) was
altered in the range of (5, 15). It can be observed that NN with 6 hidden neurons
showed the least mean squared error (MSE) in testing (Fig. 3). Optimal NN architec-
ture as obtained for RVM1 is found to be 3-6-1 with training MSE to be 1.0E—13 and
testing MSE to be 8.0E—14. Similarly, by altering N, the optimal NN-architecture
for RVM2 (Fig. 3) is found to be 2-7-1 with training MSE to be 1.9E—13 and testing
MSE to be 4.1E—14. Finally, significance of design parameters was analyzed using
ANOVA test in terms of F and p values. ANOVA test was performed at 95% confi-
dence interval i.e. if p-value is less than 0.05, null hypothesis is rejected and all
parameters are considered statistically significant. Moreover, if calculated F is more
than F';;, the design parameters are considered significant. Table 2 ANOVA test for
chosen design parameters for both models. Thus, it is clear from the Table 2 that,
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Fig. 3 Parametric analysis to find the optimal NN architecture
Table 2 ANOVA test for chosen design parameters for both models
RVM1 DF SS MS F p Frig
Design parameters 4 1 2009.61 2009.61 1054.41 0.00 3.93
q 1 1976.78 1976.78 1039.09 0.00 3.93
R 1 1258.57 1258.57 585.55 0.01 3.93
RVM2 DF SS MS F )4 Frig
Design parameters X 1 819.00 819.00 481.98 0.00 4.30
Y 1 830.72 830.72 477.27 0.00 4.30
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p-values for all the design parameters are found to be below 0.05 thus rejecting the
null hypothesis while, F-values were found to be more than F,;; which gives the
confidence for all the design variables of the models to be statistically significant.

3.2 DOE Versus Trained NN for Qualitative Assessment

of Bone Growth

Tables 3 and 4 shows the comparison of the results of bone growth over implant
surfaces as estimated through conventional FE analysis and the trained NNs. The
results from the table clearly shows that, a trained NN is equally efficient in assess-
ment of bone growth over implant surfaces while reducing computational cost over
conventional FE based bio-mechanoregulatory algorithms for further analysis of a

large scale of implant designs.

Table 3 Prediction of bone growth by FE analysis versus NN for model RVM1

Models Control factors Bone growth %
)4 0 r FE analysis From NN

RVM1.1 1.1 2.1 4.1 10.5 10.6
RVM1.2 1.1 1.1 4.1 15.2 15.2
RVM1.3 2.1 2.1 4.1 16.2 16.1
RVM1.4 2.1 1.1 4.1 16.3 16.3
RVML1.5 1.1 2.1 3.1 16.6 16.5
RVM1.6 1.1 1.1 3.1 13.4 13.6
RVM1.7 2.1 2.1 31 144 14.1
RVM1.8 2.1 1.1 3.1 14.7 14.5

Table 4 Prediction of bone growth by FE analysis versus NN for model RVM2

Models Control factors Bone growth %

X y FE analysis From NN
RVM2.1 1.8 1.1 16.9 16.8
RVM2.2 2.1 1.1 14.7 14.6
RVM2.3 1.8 2 16.3 16.3
RVM2.4 2.1 2 13.2 13.2
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4 Conclusion

The present investigation exploits the application of ML techniques such as NN to
the estimation of bone growth. BR-BPNN was obtained for two distinct implant
surface morphologies to test the efficacy of using NN. The amount of bone growth as
predicted by NN was found to have significant correlation with the results obtained
from FE based mechanoregulatory analysis. The present analysis will further assist
in topology optimization of implant surfaces from a wide range of implant models.
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Study and Investigation of Tribological m
Functions of Nano Additive with SAE e
40/W20 Oil on EN 19

A. Vinothkumar, R. Ruban@®, H. Mohit, and G. R. Arpitha

Abstract High operating conditions of moving machine components leads various
wearing and failure mainly due to friction. Lubricants are widely used to overcome
the friction of the components. Poor performance of lubricant plays a significant
energy and material losses. Hence the lubricant needs to synthesis for desirable
high working conditions. When the Nano particles introduced into the lubricant
matrix, it adheres on one of the moving parts and changes sliding friction to rolling
friction resulting in reduced friction losses, wear and increased life of bearing. This
research focuses on usage of SAE 40/w20 oil as a lubricant with addition of Multi
Walled Carbon Nano Tubes (MWCNTSs) as Nano particles. Ultrasonic agitator and
Pin on Disk apparatus were used for testing of material EN 19. This study concluded
that addition of MWCNTs to the lubricating oil results in considerable decreases in
friction, wear rate and increases the load carrying capacity of the lubricant.

Keywords MWCNT - Nano additive - Tribological functions

1 Introduction

Friction is generated when mechanical components come in contact and when there
is a relative motion between them. The tribological interaction of a solids surfaces
exposing surface with interacting materials and environment resulting in loss of
material from the surface. The surface properties of the materials are improved either
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by surface finishing process or by the use of lubricants for reducing the friction and
wear [1]. The study of friction phenomenon at the nanometer scale helps us to further
promote the performance of the machine components. This leads to the idea of using
nanoparticles as lubricants [2].

The nanoparticles as lubricant additives can improve the wear resistance, reducing
friction between the adjoining surfaces and load bearing capacity of the oil arousing
interest among the researchers. Nano-lubricants with metallic additives have been
studied along with the rapid development of technology. The nanoparticles are
involved as additive in lubricant involving carbon nanotubes [3-5]. The nanoparti-
cles are added to the oils to improve the anti-wear properties under extreme pressure
conditions which was reported under experimental results [6]. The nanoparticles
containing anti-wear additives have been very effective in improving the tribological
performance [7, 8]. Typically, SAE 20W40 is used in industrial bearing oils, auto-
mobiles and hydraulics is chosen as base oil [9]. Since due to humidity environment,
low speed and heavy load conditions, it was advisable to use lubricated with the
mineral containing wear additives. Traditionally, in order to protect materials from
wear and seizure, additives such as chlorides, sulphates and phosphates have been
used [10].

It has been perceived that carbon nanotubes specially of multiwalled provides
the desirable performance. Typically, carbon Nano Tubes (CNTs) are allotropes
of carbon with a cylindrical microstructure. The aspect ratio of nanotubes are
constructed upto 1,32,000,000: 1. The carbon nanotubes are employed as additions to
many structural materials because of their exceptional thermal conductivity, tensile,
and electrical properties. Multiwalled carbon nano tubes is a stack of graphene sheets
rolled into concentric cylinders [11]. The multiwalled carbon nanotubes due to its
physical and chemical properties raised its possibility of use in various applications
such as in sensors and field emission displays [12, 13]. In this work, multi walled
carbon nanotubes of 20 nm diameter are employed for testing of wear on bearing
materials.

2 Experimental Details

The friction and wear properties of the pin material are determined by conducting
wear test using Pin-On-Disk tribometer apparatus conforms to ASTM G99 standards
shown in Fig. 1. The pin and disc material are wisely chosen in such a way that Pin
material hardness should not exceed the hardness of disc. Because this may result in
incorrect readings [14]. The Pin Material used in here is EN 19 which has high-quality
tensile strength along with the good ductility and shock resisting properties. It also
possesses wear resistance. The material E19 provides high quality quenched and alloy
tempered structural steel. The material EN19 finds its applications in various machine
tools and motor industries for gears, crankshafts, shafts and bearings. It is used
predominantly in deep groove ball bearings and magneto type bearings, where high
tensile strength steel at good quality is desirable. The composition of the pin material



Study and Investigation of Tribological Functions ... 173

Fig. 1 Pin on disc Fixture Loading plate
tribometer F
/Tcst oil
—_ Disk
Servo Motor
Table.l Composition of pin Element Min (in %) Max (in %)
material
Carbon 0.35 0.45
Manganese 0.50 0.80
Silicon 0.10 0.35
Nickel - -
Molybdenum 0.20 0.40
Chromium 0.90 1.50
Sulphur - 0.05
Phosphorus - 0.05

EN19 is shown in Table 1. As per the specification of the apparatus, the pin diameter
considered here for wear testing is 8 mm and the length is 34 mm with a surface
finish of 10 microns (RA 10) which is prepared according to ASTM G99 Standards.
The Disc Material considered here is EN 31 which is an alloy martensitic steel
equivalent to AISI 52,100 steel. This material possesses higher degree of hardness
with compressive strength and abrasion resistance.

This material is applied where higher level of friction coefficient and surface
loading is required [15]. EN 31 is used extensively in automobile industry in ball and
roller bearings, spinning tools, beading tools, punches and dies. The composition of
disc material EN31 is shown in Table 2. Therefore, EN 19 is chosen as pin material
and EN 31 is chosen as disc material due to their extensive use in bearing materials
and handling of high surface loading. SAE 20/W40 oil as a base oil which is used as
lubricant. The Nano Particles are mixed with the lubricant with the help of sonicator.
Sonication is the process of agitating particles in a sample with the help of applying
sound energy. Water bath is initially prepared and is used to neutralize the heat
produced by the ultrasonic waves. Water is filled upto a certain level in order to
complete the water bath. The tank of the sonicator is filled with crushed ice before
the sonication process is started. The Nano lubricant is placed on the sonicator tray
and the probe is inserted into the Nano lubricant. A frequency of 20 Hz is set using
the control unit. The Ultra-sonication process is done for 30 min. The properties of
multiwalled carbon nanotubes significant in nanolubricants are shown in Table 3. Due
to the production of Ultrasonic waves, the nano particles are agitated causing them to
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Table.Z Properties of disc Element Min (in %) Max (in %)
material
Carbon 0.90 1.20
Manganese 0.30 0.75
Silicon 0.10 0.35
Nickel - -
Molybdenum 0.20 0.40
Chromium 1.00 1.60
Sulphur - 0.40
Phosphorus - 0.40
;?Htlfwzl lle)(riocp;rgi)ens r?efnotubes MCNT Description Characteristic
method
Production Chemical vapor Proprietary
deposition method
Available form Black powder Visual
Diameter Outer Dia: 20 nm TEM, SEM
Length 20 pm TEM, SEM
Nano tube purity >98% TGA, Raman
Metal particles <1% TGA
Surface area 220 m?/gm BET

move around the lubricant and thus ensuring proper mixing of the nano particles and
the lubricant. The Nano particles is again placed in a water bath in order to reduce
the heat after mixing of nano particles for 30 min. It is found acceptable for use once
the lubricant is properly cooled. It was observed that there is negligible amount of
sedimentation which is a result of proper mixing due to ultrasonic waves.

Pin on Disc Tribometer consists of a stationary pin under an applied load in contact
with a rotating disc. The Pin can have any shape to simulate a specific contact, but
spherical tips are often used to simplify the contact geometry. The parameters to
be considered for wear testing in pin on disc tribometer are load, speed and sliding
distance. Load here refers to the amount of load which is given on the disc by the
pin and speed refers to the speed at which the disc rotates. Sliding distance refers
to the distance between the center of the disc and the position of the pin. The Pin
on Apparatus is used to test abrasive wear. Abrasive wear occurs when a hard rough
surface slides across a softer surface. Abrasive wear is generally of two types. The
two modes of wear are two body wear and three body wear. Three body wear occurs
when the particles are not constrained and are free to roll and slide down a surface.

Two body wear occurs when the grit or hard particles remove material from the
opposite surface. The contact environment determines whether the wear is classi-
fied as open or closed. An open contact environment occurs when the surfaces are
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E‘ﬁga‘;t }s)fi’é’eigf; ;g il Characteristics SAEA0/ W20 oil
Kinematic viscosity 13-16
Viscosity index (min) 110
Pour point degree (°C) -21
Flash point (°C) 200
Total base number 4-5

sufficiently displaced to be independent of one another. It was concluded that the
main objective of this wear is to compare and analyze the wear which is caused
due to normal lubricant and Nano-lubricant. Here, regular SAE 20W40 which is
considered normally as normal lubricant. This causes certain amount of wear while
during testing conditions. It is the constant against which the nano lubricant is tested
to determine whether it is advantageous or not. Nano-lubricant consists of 500 ml
of SAE 20w40 mixed with 2.5015gm of Carbon Nanotubes which is of 0.5% of its
weight and the mixing is done in the sonicator at a frequency of 20 kHz for thirty
minutes. As per the specifications of the apparatus, the pin diameter is 8 mm and
the length is 34 mm, with a surface finish of 10 pwm (RA 10), prepared according to
ASTM G99 standards (Table 4).

3 Experimental Procedures

The Pin on Disk Tribometer is prepared by washing the arm and reciprocating module
with diesel. The Pin and the disk are rubbed with emery sheet in order in provide
good surface finish. The weight of the Pin are checked in the digital balance by
replacing one by one. The Pin is fixed on to the pin holder by tightening the lock
screws on either side of the arm. The wear has been checked for three loads such
as 10, 20 and 30 N. Three speeds are used for each load which is of mainly 750,
1000 and 1250 rpm. A total of Nine Pins are required for each cycle of tests—for
dry test, test with normal lubricant (SAE 20w40 oil) and test with nano-lubricant.
The Pins are labelled with a marker and kept in different zip lock bags. These are
separated into three groups of 9 for each cycle. The disk is washed with NaOH to
remove external impurities and it is fixed to the disc holder. The three types of wear
test is conducted, one with dry wear test, another wear test with the use of regular
SAE 20w40 as a lubricant and finally with wear test with usage of nano-lubricant.
In case of dry wear test, testing is done on the absence of lubrication and in the case
of wet wear test, testing is done on the presence of lubrication.
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3.1 Dry Wear Test

The load, speed and sliding distance is entered and the pin is made to be in contact
with the disc. The Disc starts to rotate once the necessary parameters are entered.
Dry wear is easily seen on the surface of the Pin due to the absence of lubrication in
case of dry wear test. The Pin is removed from the pin holder after the time taken to
cover the sliding distance is determined. The weight is taken in the digital balance
once again and this is repeated for the remaining eight pins.

3.2 Wet Test

Lubricant is first filled into a bottle and kept at a high height. Using an Inlet valve
port, a tube is inserted into the bottle and the lubricant is made to flow through the
tube. The other end of the disk is kept near the disk. The lubricant can be controlled
with the help of regulator. The Disc starts to rotate and the pin is in contact once the
parameters are entered and the lubricant is made to flow through the tube. The Pin
is removed from the pin holder after the time taken to cover the sliding distance is
determined. The weight is taken in the digital balance once again and this is repeated
for the remaining eight pins.

4 Results and Discussions

When the Pin and Disc are in contact, control unit is affixed to the Pin on Disc
apparatus which shows the amount of wear occurring on the pin. It is certain that
frictional force and coefficient of friction can be determined after the calculation of
wear rate. The wear rate is calculated based on the volume of the pins. In order to
confine the experimental study within a periphery, the results are calculated from the
data acquisition system of Pin on disk Tribometer. The few trials of the study are
carried out by varying the load such as (10, 20, 30 N) with sliding constant distance of
750 mm. The Physical Parameters such as Wear, coefficient of friction and frictional
force are shown in Figs. 2a, b, 3a, b and 4a, b. Here, the main concern of this study
is the determination of wear rate using volume reduction method.

By this investigation, the load is gradually increased to access the determination
of wear rate occurring over the surface under three set of lubricants. The three set of
lubricants are Dry lubricant, SAE 40/w20 Oil + Nano Oil (0.5% weight). The wear
rate increases with increase in load range from 10 to 50 N, but with the addition of
Nano additives there is a drastic reduction in wear rate by 94.58% by keeping sliding
distance and speed constant shown in Fig. 5. It also perceives that there is a drastic
reduction in wear rate of 96% with the use of Nano lubricants with increase in speed
in the range of (400-800) rpm by keeping load and speed constant is shown in Fig. 6.
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Fig. 2 Wear characteristics on 10 N, 750 mm, SAE 40w/20 oil a without MWCNT, and b with
MWCNT
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Fig. 3 Coefficient of friction characteristics on 10 N, 750 mm, SAE 40w/20 oil a without MWCNT,
and b with MWCNT

With the incremental sliding distance from 750 to 1750 mm, it clearly depicts
there is a reduction in wear rate in a steady manner around 37% upon the addition
of nano Lubricant to the SAE 40/w20 Oil shown in Fig. 7.
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Fig. 4 Frictional force on 10N, 750 mm, SAE 40w/20 oil a without MWCNT, and b with MWCNT
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Fig. 5 Wear rate in varying load (sliding distance 750 mm, speed 400 rpm)

5 Conclusion

The motivation for conducting this wear test is stemmed from the increasing amounts
of wear seen in EN19. Even during the usage of lubricants, it is seen that the wear is
only reduced to some extent and that too only for a short span of time. So, it arises
the need of new alternative engineered lubricant. From our study, MWNCT’s is the
best additive additive to overcome the existing concerns. From our study, it is evident
that the use of nanoparticles as an additive in lubricants can help in reducing friction
between the moving parts which ultimately reduces the wear rate. It is normally
observed that wear rate increases with increase in load but with the addition of nano
additives it is seen that wear rate drastically reduces by 94.58% by keeping sliding
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Fig.7 Wear rate in varying sliding distance (load 10 N, Speed 400 rpm)

distance and speed constant. It is also perceived that there is a drastic reduction in
wear rate of 96% with the use of Nano lubricants with increase in sliding distance
by keeping load and speed constant. It is observed that with the incremental sliding
distance from 750 to 1750 mm, it clearly depicts there is a reduction in wear rate
in a steady manner around 37% upon the addition of nano lubricant to the SAE
40/w20 Oil. The study concludes that the addition of MWNCTs to SAE 40/w20 oil
reduces the wear rate and opens the way to handle the case where extreme wear
prone scenarios which ultimately enhances the mechanical life of the component.
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A Review on Advances in Friction )
Welding of Dissimilar Metals oo

Deepansh Gill® and M. K. Pradhan

Abstract Friction welding is classified as one of the most definitive and cost-
effective processes when it comes to welding different materials. Solid State welding
processes undergo intermetallic compound layering and avoid the melting phase,
which is usually seen in fusion welding processes. The study of friction behaviour,
joining methodology, contact zone temperatures, and interfacial heat production
becomes necessary. This document links the finite element analysis in terms of the
thermal behaviour of the joint to the experimental analysis of the distribution of the
temperature field. The aim is to perform the welding of Aluminium and Stainless
Steel by taking the research a step further than the previously done researches by
mapping thermal data with mechanical behaviour and establish stresses in the joints.

Keywords Finite element method (FEM) + Aluminium alloy (AA) - Stainless steel
(SS) - ANSYS

1 Introduction

Friction welding is a non-conventional method of welding in which joining occurs
in solid state of structure itself allowing various combinations in both similar and
dissimilar fashion. One workpiece is continuously rubbed against the other with
certain rotational velocity which generates the frictional heat and softens the work-
piece then, forging pressure is applied axially. Thus, coalescence is accomplished
by thermo-mechanical means. A similarity can be drawn between friction welding
and forging process but the basic underlying principle in friction welding is that it
converts mechanical energy into frictional heat. Friction welding holds several advan-
tages over fusion welding in terms of lesser heat affected zone (HAZ) formation and
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overcoming the challenging task owing to the verity that these two materials have
varying thermophysical and mechanical properties which makes them relatively less
soluble with fusion welding, that’s why friction welding becomes a suitable process.

Friction welding is branched in three categories namely: rotary friction welding
(RFW), linear friction welding (LFW) and orbital friction welding (OFW). RFW
limits itself to cylindrical geometry workpieces and is operated in three ways namely:
inertia friction welding (Fig. 2) (developed around 1960s), direct/continuous drive
friction welding (Fig. 1) (developed around 1940s) and combined (hybrid) friction
welding [1]. Inertia method has variable speed due to employment of a flywheel
which stores surplus energy and delivers during deficiency while direct drive operates
with a motor providing constant speed. LFW (developed around 1980s) welding is
employed for non-cylindrical (rectangular) shaped workpiece in which friction is
generated by reciprocated rubbing and axial pressure is applied. OFW (developed
around 1970s) is a hybrid of both RFW and LFW which is generally employed
for non-cylindrical cross section and both workpiece are rotated in same sense to
generate the friction followed by axially applied pressure [2]. Most widely used
process in the study is RFW with individual categories despite of the fact that the
thickness of HAZ developed is non-uniform as heat generation rate is non-uniform.
There are some welding parameters which decide the quality of weld namely: relative
velocity between work-materials, process time duration, axial force and amplitude
of translation (especially for LFW, OFW) [2].

Aluminium alloys and stainless steels are conventionally used group of metals
in industries like automotive, aerospace, oil etc. [3]. due to their remarkable proper-
ties and weldability. These possess phenomenal resistance under axial pressure and
torque thus displaying apt strength and deformation capability. Density differences
are taken into consideration which hybridize the material properties of both base
metals which include light weight and corrosion resistance along with strength of
joint [3]. This configuration forms a brittle intermetallic compound (IMC) with lesser
tensile strength than base metal upon the fusion welding, so a solid-state welding

i Welding Speed
T \
2 /'{: \ Forge Force
N, : l",
i \
Of |
< ;’ i }\\
G Friction Force J 1'\
[ } p—————
I
/ :! \/ Total Upset
/ { _— Length
] e — \ % 1
Time —= i

Completion of Welding

Fig. 1 Direct/continuous drive friction welding
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Fig. 2 Inertia friction welding

proves to be an effective method in which temperature range is lesser. The study
becomes complicated due to its nature and difference in properties of aluminium and
stainless steel such as melting point, thermal conductivity and coefficient of thermal
expansion, so a proper optimization of input parameters is required to obtain an
equally optimized weld joint [4].

1.1 Finite Element Method

Finite element analysis/modelling (FEA/FEM) is a very powerful mathematical tool
used to solve computational complex problems. FEM is a prominent example of rapid
technological development in the field of science and technology. It provides suit-
able flexibility in approximating the behaviour of a system under certain stimulus and
establishing the phenomenon under changing stimuli. Analyzing the system compu-
tationally becomes important in terms of feasibility of the process and changing the
parameters to optimize the output as to experimental process is not very economical
and usually takes much greater amount of time. FEM process for a friction welding
process is convoluted one and usually needs a well-defined pattern of algorithms so,
most of the authors who performed FEM in any respective software package have
tried to develop the Temperature versus Welding time curve in order to know the
peak values of temperature reached during welding and accordingly the mechanical
deformation (upsetting) and forge effect (plastic behaviour) can be modelled in a
coupled way as thermo-mechanical FEM. Adaptive mesh (Fig. 4) design was chosen
in all the papers in such a way that its refined at the junction but relatively coarse
at the ends in order to compute the results accurately and economize the process
wherever needed (Fig. 4).

Frictional contact interface initially was considered as coulombic in nature when
the deformation is elastic in nature (Fig. 3), some papers mentioned it [5—7]. While
others took it by default. Later stage is to be modelled with the fact that as material
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Fig. 3 Shear stress versus
normal stress curve

_Amonton's Law

— Ideal

Plastic Flow
hear Stress shear stress= yield stress

\

Coulambic Friction
(Shear stress= coeft of friction x normal stress)

Normal Stress

Fig. 4 Adaptive mesh
representation

softens the plastic behaviour is incorporated into it so it follows plastic flow rule
(Fig. 3).
1.2 Experimental Validation

Experimental validation becomes an important tool in terms of establishing a fact. It
depicts actual reality of the system which is usually predicted from FEM and we can



A Review on Advances in Friction Welding of Dissimilar Metals 185

quantify the deviation from the correctness. All the authors focused on optimizing
the process parameters such as: rotational velocity, forging pressure, upsetting (axial
shortening), welding time. They plotted the optimization with different parameters
some authors plotted equivalent stress [6, 8—10]. Some plotted shear stress (frictional
stress) [3, 8, 11]. Andresidual stress analysis [12, 13]. Temperature profile was plotted
by each author versus various factors such as distance of weld [9, 10, 14, 15], welding
time [5, 6, 8, 10, 11, 13], frictional pressure [9, 10], RPM [9, 10, 14], yield [6], flow
stress [11, 15]. And specific heat [7, 15]. Aiming of finding an optimum peak value
of each of the aforementioned parameters in the plot.

Most of the authors mentioned here have used metallographic testing to determine
microstructure by using SEM—EDX (Scanning electron microscopy—energy disper-
sion X-ray) and physical properties of weld by testing it for hardness in HAZ and base
metal zone. Many have performed tensile, shear and bending tests to determinate the
strength of the weld zone and compare it with base metal.

1.3 Process Applications

Friction welding discovers its application in various industries such as automotive,
aerospace, electrical and agro. Butt joints in drive shafts, oil drill pipes and aircraft
engine components find an extensive use. Agro industries use friction welding for
engine valves, gears, hydraulic piston rods and axles. In aerospace it’s used for
joining turbine blades with discs [2]. Some other applications include cryogenic heat
exchangers’s transition joints, vacuum applications and rocket propulsion systems
which is specifically for Al and steel [16].

2 Review of Application of Methods and Materials
in Friction Welding in the Descending Order
of Development of Process
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3 Results and Discussions

Benkherbache et al. [18] obtained a sound weld using rotary friction welding and
did the process in combination with aluminium and steel for varying RPM and
found that increase in RPM reduces the tensile strength of interface. Senkathir and
Siddharth [19] performed a study on AA-SS and optimized it using design of experi-
ment method—ANOVA and found that friction loading had the maximum influence
on the ultimate tensile strength amongst input parameters, whereas friction time
had the minimum. Hincapié et al. [14] performed an validation study on AA-SS
using three input parameters and found burn-off length is not a decisive criteria
for defect free joint and RPM plays a key role in flash expulsion and heat gener-
ation. Oscar was able to formulate an equation of IMC thickness which depends
on temperature rise as well. Khalfallah et al. [20] used design of method technique
called Response surface methodology (RSM) to optimize the input parameters and
found tensile strength increases with increase in friction pressure/ time and forge
pressure/time, while micro-hardness reduces with increase in friction pressure/time
and RPM. Wan and Huang [21] performed weld parameter optimization and found
that short friction time leads to low temperature rise and less plastic deformation
while longer friction durations would facilitate IMC formation. Kimuraa et al. [24]
performed weld parameter optimization using 1650 RPM, 30 MPa friction pres-
sure, a series of friction durations from 0.04 to 3.0 s, a series of forge pressures
from 30 to 150 MPa, and forge time of 6.0 s, joint efficiency for both tensile and
bend increased upon increasing the forge pressure. Torun [25] tried to establish an
effect of increasing friction time and burn-off length and found that shear strength
increases while hardness showed negligible effect to time. Hynes et al. [12] carried
out process parameter optimization by using ANOVA on AA composite and steel
stud by varying it in three ranges low, medium and high respectively. RPM and
interlayer sheet thickness play significant role in impact strength while friction time
plays least. EDX analysis shows the presence of IMC which is orthorhombic. Nimesh
etal. [8] performed FEM on ABAQUS and experimental testing to determine strength
and hardness respectively. Maximum temperature, stress (Von-Mises and Tresca’s),
elastic—plastic strains were obtained between 2nd and 3rd second of process initi-
ation. Alavala [9] performed FEM on ANSYS and performed process parameter
optimization using ANOVA design of experiments which stated that friction stress
and RPM increase the equivalent stresses but an increase in frictional time reduces it
and directional deformation increases with increase in RPM but reduces with increase
in forge load. Asif et al. [15] performed FEM on ANSYS and validated the results
experimentally for optimized values, with increase in frictional, forge pressure/time
the axial shortening values increase and IMC formation was not found. Reddy [10]
performed FEM on ANSYS and validated the results experimentally for optimized
values, friction pressure/time, RPM, forge pressure play 43.74%, 26.21%, 12.97%, &
16.96% respectively towards deviation in the effective stress and 38.18%, 38.18%),
26.20% and 16.45% respectively towards total deformation. Meshram and Reddy
[26] performed study on effects of silver interlayer on hybrid weld and suggested
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that silver interlayer improves ductility in weld zone along with improved tensile
strength. Silver act as a barrier in between base metals thus prevents brittle inter-
layer formation. Non formation of IMC results in loss in hardness but silver IMC
takes it to a tolerant level. Bennett et al. [5S] modelled the process in 2D FEM using
DEFORM and experimentally validating the results for temperature and upset rate in
three samples with sizes 5, 10, 15 mm respectively. FEM formulation also depicted
austentite concentration and Heat affected zones (HAZs). Maalekian et al. [6] did
a comparative study of FDM and FEM using OFW, maximum effective stress rises
with friction time while effective strain rates reduce. A trivial peak temperature
difference is there between center and base metal at the same time. Maalekian et al.
has used three approaches to model the process- firstly, coulombic law for friction
coefficient. Secondly, sticking and sliding friction modelling being done separately
by utilizing the effects in different regions. Thirdly, experimental method of inverse
analysis. Maalekian et al. [7] has done FEM on DEFORM and experimental testing
of hardness profile and microstructure establishment. Experiment and FEM are in
close agreement with peak temperature obtained between 3rd and 4th second near
1000 °C while size of HAZ is 2.8 mm. Maximum hardness is obtained at weld inter-
face and then falls to a constant value while headed for base metal. Zhang et al. [11]
performed the FEM on DEFORM and has modelled the process in three stages and
temperature rise along with plastic softening. Peak temperature achieved is 1130 °C.
Experimental validation of flash shape formation and directional deformation are in
a close agreement with FEM.

4 Conclusion

(i)  Works have been done on DEFORM software in initial and mainly by using
viscoplastic material modelling but later on authors switched to much user-
friendly software like ABAQUS and ANSYS.

(i)  Friction coefficient is influenced by numerous aspects such as RPM, axial
pressure, temperature profile, plastic deformation etc. Determining the exact
value at different phases of welding is slightly out of league.

(iii) Higher temperature results in more tendency of IMC formation and lower
temperatures results in improper plastic yielding. RPM and frictional loading
are deciding parameters for heat generation. So, they must be controlled by
in such a way that sound weld is obtained.

(iv) RPM, friction pressure and forge pressure play important role in joint strength
while friction and forge timings play key role in microstructural features of
weld joint.

(v)  New mathematical techniques like: Taguchi design, Response surface method-
ology (RSM) and Artificial neural network (ANN) are developed as design of
experiments to improvise the optimization method by increasing the accuracy
computationally.
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(vi) Inverse heat analysis method [2, 6, 7] is a very fine technique being used by
some authors to obtain temperature values much closer to that of the accurate.
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Conceptual Design and Development m
of Automated Waste Segregator L

Vishwas Mahesh ©, Manoj D. Yadav, T. C. Sinchana, S. R. Subhash,
and S. Sushmitha

Abstract The current research focuses on the conceptual design and development
of an automatic trash segregator machine that uses a parallel resonant impedance
sensing mechanism to detect metallic objects and capacitive sensors to discriminate
between wet and dry waste. Currently there is no proper access to waste disposal
services which in turn affects appropriate waste management. Majority of the waste
collected are either dumped unscientifically or disposed to water resource thereby
leading to environmental hazards. Various conceptual sketches are developed for
segregating the waste automatically and the best concept is selected based on the
pros and cons on the developed concepts. The required components are procured
and the selected concept is developed and successfully demonstrated for various
wastes such as metallic, dry and wet wastes. The outcome of the present work helps
in managing and segregating the garbage without spoiling the environment. It also
reduces the man power and makes the process of recycling and reuse easier.

Keywords Conceptual design - Waste segregator - Product design

1 Introduction

The amount and varieties of solid and hazardous garbage are constantly increasing
as a result of continued economic expansion, urbanisation, and industrialization,
national and municipal governments face a new problem in ensuring effective and
long-term waste management [1]. Waste must be properly sorted, handled, trans-
ported, and disposed of in order to reduce dangers for the patients, common people
and the surrounding. After sorting, garbage’s value is determined economically. At
the moment, there is no home waste separation system for dry, wet, and metallic
garbage [2].
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The curse of garbage will become a benefit for civilization if a good recycling
system is implemented. Recycling will be more efficient as a result of the sorting
operation. The old trash management system will be changed into an intelligent
system using this type of garbage sorter. This SMART system will contribute to a
more livable environment, reduced global warming, and a healthier world. People
have employed numerous garbage disposal technologies to remove undesired mate-
rials since the dawn of civilization. Animals are fed or burned after it is buried in the
earth or thrown into the sea. One of the key problems of modern society has always
been getting rid of unneeded things. Throughout history, garbage has played a vital
role. Diseases such as bubonic plague, cholera, and typhoid fever, to name a few,
all threaten Europe’s people and monarchy. They have existed for a long time as a
result of the filth associated with rat breeding and contaminated water supplies. As
witnessed in 1350, if garbage is not adequately managed, it can cause serious harm.
The “Black Plague” erupted, killing over 25 million people. Bangladesh’s garbage
generation rate is growing, and by 2025, it is predicted to reach 47,064 tonnes per
day. The rate of waste generation (kg/upper limit/day) is expected to climb to 0.6
by 2025. Wet trash, dry waste, garden waste, E waste, sanitary waste, and home
hazardous waste are some of the several sorts of waste [3].

Daniel Hoornweg and Perinaz Bhada-“What Tata’s a Waste: A Global Review of
Solid Waste Management” examines how the growing urban population is producing
a growing number of waste management issues in cities all around the world. Surpris-
ingly, the author discovered that global urban inhabitants produce substantially more
waste today than they did ten years ago. While trash output in upper-middle and
upper-income countries is predicted to remain stable in 2025, rubbish production
in lower- and lower-middle-income countries such as India, Nigeria, and Kenya is
expected to more than double [4]. The authors contemplated using a wireless sensor
network to keep track of the bin’s status. However, the researchers employed Argos
mote, which has a geographical coverage of only 430 m and only considers a single
parameter for bin status [5].

The total amount of rubbish produced in 2006 was estimated to be around 2.02
billion tonnes, up 7% from 2003. Segregation, treatment, and transportation of waste
must all be done properly. To reduce the risk to the public’s health and to maintain
environmental safety. When garbage is correctly classified, its economic worth is
maximised. Poor garbage disposal practises cause serious environmental issues in
a given location. Improper waste disposal is defined as the disposal of waste in a
manner that has negative environmental consequences. Hazardous garbage thrown
in the ground is one example, as is not recycling items that should be recycled [6, 7].

Clean Ahmadabad Abhiyan, Trash-Wise, Mumbai Environmental Action Group,
Vatavaran, and Srishti are among the non-governmental groups working in the subject
of waste management. They have all succeeded in raising public understanding of
their rights and obligations in relation to solid waste management and the cleanliness
of their city. These organisations encourage community participation in solid waste
management by promoting education and awareness in schools [8, 9].

According to the literature, the contemporary population lacks access to proper
garbage disposal services, resulting in a waste management issue. The majority of



Conceptual Design and Development ... 201

garbage collected is discarded or leaks into bodies of water, resulting in poor living
conditions and a contaminated, unhealthy environment. As part of a smart waste
management system, there is no trash sorting technology that may be utilised in
homes, offices, or industries. As a result, the current project aims to design and build
an automated trash segregator system for various forms of garbage.

2 Methodology

Figure 1 depicts the approach used in this research. The sensation of awareness of a
pervasive social problem, a social phenomenon, or a notion that is worth studying—as
it takes investigation to understand—is referred to as problem identification. Obser-
vation, knowledge, wisdom, and skills are used to identify such a situation. The
systematic step that the proposed project will follow to solve a problem in known as
problem statement. The main focus of the problem statement will be on the negative
aspects of the existing condition and it concentrates on what is leading to it. A litera-
ture review is a systematic review of scholarly sources (such as books, journal articles,
and theses) that are pertinent to a certain topic or research question. It’s frequently
written as part of a thesis, dissertation, or research paper to assist you put your work
in context with other works. The project objectives are the aims you intend to achieve
by the project’s conclusion. This could include tangible goods such as deliverables
and assets, as well as intangible goals such as improving productivity or inspiring
others. At the end of the project, your project goals should be measurable, attainable,
time-bound, and unambiguous. Concept research, also known as conceptual design,
is a stage of project planning that entails creating ideas and analysing the advantages
and disadvantages of putting those ideas into action. In fact, this stage is some-
times referred to as “Ideation” or “Concept Generation.” Fabrication is the process

Fig. 1 Methodology IDEMNTIFICATION OF PROBLEMN
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of making anything from raw or semi-finished materials rather than pre-assembled
parts. To put it another way, it is the process of creating something from the ground
up rather than putting something together. The goal of the Testing/Refinement phase
is to find any and all issues that prohibit the new application from being utilised in
production successfully.

2.1 Requirement Specification

The components used in proposed automatic waste segregator is shown in Fig. 2

Arduino is an open-source computer hardware and software company. The
Arduino community is a project and user organisation that develops and uses devel-
opment boards based on microcontrollers. These development boards are built using
Arduino Modules, which are open-source prototyping platforms. For the simplified
microcontroller board, a variety of development board packages are available. The
most common way to programme is through the Arduino IDE, which employs the
embedded C programming language. This gives you access to the Arduino Library,
which is constantly growing thanks to the open-source community’s contributions.

Moisture is detected using the Moisture Sensor. The sensor’s two huge exposed
pads serve as probes and act as a variable resistor. It calculates the volumetric mois-
ture/water content indirectly by using some of the object’s characteristics as proxies
for moisture content, such as electrical resistance, dielectric constant, or neutron
interaction. The relationship between the measured property and moisture must
be calibrated, and it can vary depending on environmental factors such as electric
conductivity, temperature, and so on.

The search coil of a metal detector sends an electromagnetic field into the ground.
Any metal objects (targets) that come into touch with the electromagnetic field
become energised and produce their own electromagnetic field. Unlike photoelectric

Arduino UNO Moisture Sensor Metal Sensor

IR Sensor Servo Motor

Fig. 2 Components used in automatic waste segregator
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sensors, inductive proximity sensors can detect a metal object through opaque plastic.
Plastic, wood, paper, and ceramics are not detected as non-metal targets. Because
these sensors exclusively detect metal objects, accumulated dust or oil splash on the
sensor head has no effect on detection.

To sense a specific phase in the environment, an IR sensor generates and/or detects
infrared radiation. Thermal Radiation is emitted by all objects in the infrared spectrum
in general. This type of radiation, which is invisible to the naked eye, is detected by
the infrared sensor. A detector that reacts to infrared (IR) radiation is known as an
infrared detector. The existence of an impediment is detected using infrared sensors.

A rotary or linear actuator with the ability to precisely control angular or linear
position, velocity, and acceleration. It is made up of an appropriate motor and a
position feed-back sensor. It also demands a sophisticated controller, which is often
a separate module designed specifically for servo motors. It can be rotated between
0° and 180° in any direction. By providing a power-width electric pulse to the control
pin, the degree of rotation can be regulated.

2.2 Concept Generation and Fabrication

In this phase, four different concepts are generated based on the authors’ brain-
storming, as shown in Fig. 3. The idea A operates by detecting the type of garbage

= Bin 1
TE=:
Bin 3
T
L1
T —J |
Concept A Concept B

O

Comveyor belt

[ G Bin 1 Bin 2

TS

Bin 2
L
i =] [ ]

Concept C Concept D

Fig. 3 Concepts generated for automatic waste segregator
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Fig. 4 Fabrication of
proposed equipment

Collecting Bins Assembled Model

and then rotating the disc to place the proper container at the disposal site. Concept B
is a slightly modified version of concept A that is enclosed and uses an angled sensor
for sensing. Concept C uses a conveyor belt to transport waste, whereas concept D
uses two bins and a tilting lever to dispose of it. After weighing the advantages and
disadvantages of each concept, it was determined that concept A is the best fit for
the proposed automatic waste segregator, and fabrication began. Figure 4 depicts the
many steps of the proposed machine’s fabrication.

3 Results and Discussion

The proposed working model of automatic waste segregator is designed and devel-
oped. At the household level, an automatic trash separator has been effectively
adopted to separate waste into metal waste, dry waste, and wet waste. Only one
sort of waste can be separated at a time, because metal, wet waste, and dry waste
have different priorities. Wet, dry, and metal waste were used in the experiment. It
is discovered that the capacitance count of wet rubbish changes more, whereas the
capacitance count of dry waste changes significantly less. Other objects are identified
as dry debris because their relative dielectric constant is moderate. The automatic
garbage sorter successfully sorted the waste into glass, metal, moist garbage, and dry
rubbish, according to the experimental results. Table 1 shows the results obtained.
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glilf)elreelllt g;zzlgsf(‘):/);:tiged for SI. No Metallic waste Discarded or not

1 Coke tin YES
2 Nut and bolt YES
3 Metal scrap YES
Dry waste

4 Dry leaves YES
5 Paper cups YES
6 Clothes YES
Wet waste

7 Wet paper YES
8 Kitchen waste YES

4 Conclusions

Various conceptual designs have been developed for automatic waste segregator. The
best concept among the proposed concepts is selected. The working model of auto-
mated waste segregator is successfully development and demonstrated. The designed
automatic trash segregator aids in the management and segregation of rubbish without
harming the environment, as well as the segregation of metallic, dry, and wet wastes
at the household level. One type of garbage can be separated at a time using the
designed technology. The automatic segregation method saves time and effort for
humans. The procedure of recycling and reusing becomes simple. The system is
completely automated, efficient, time-saving, and simple to operate. We can check
on the status of the bins after they’ve been separated at any moment.
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Design and Analysis of Car Brake Rotor )
and Brake Caliper for Efficient Braking e

J. Karthik and Manas Kumar Pal

Abstract Road accidents have become very common nowadays. Therefore, safety
has become a priority for vehicle drivers as well as passengers. The idea behind
this work is to improve the safety parameters of a brake system. There are different
reasons why accidents happen and one of them is improper timing of applying brakes
by the driver. Any sudden obstacles appearing to the driver leads to panic, and this
situation results in accidents as the driver cannot apply brakes in time due to panic.
Taking the driver reaction time into consideration, this work leads to modifying the
brake design to avoid accidents and hence can increase safety. A car braking system
consists of a brake rotor and brake caliper. In this paper, an efficient braking system
is presented where the design of the brake rotor and the brake caliper is modified
by considering the stopping distance and driver’s reaction time. It is seen that the
modified design is safe and able to perform efficiently without any failure.

Keywords Brake rotor - Brake caliper - Stopping distance

1 Introduction

The modern automobile is one of the most complex machines on earth with thousands
of parts each with specific design functions. Passenger cars have emerged as the
primary means of family transportation, with an estimated 1.4 billion in operation.
Earlier, automobiles were not as efficient as they are now. Many breakthroughs
have come into light with constant research on different components. Though the
automobile industry has grown in terms of size and quality, there is still a lot of
research and room for development. Safety of the driver and the passengers are the
most important factor which is take care during the design of a automobiles. Several
authors discussed different types of brake design which can be implemented by the
automobile industry [1-5]. Patel et al. [1] has designed and modelled a brake caliper
and has calculated the corresponding factors which are important for brakes. These
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included calculation of bore area of master cylinder, pressure at caliper end, area of
caliper piston, total force on brake pad by single piston, and clamping force on disc.
Vinay et al. [2] studied the design and the analysis of the disc brake rotor and they
also studied the thermomechanical analysis of the brake rotor. This paper showed the
calculations to find the kinetic energy (K.E.) of the vehicle, the stopping distance of
the vehicle, braking force, the angular velocity of the rotor, and the heat flux. These
parameters determine the performance of the brake rotor. The factor which has been
included in my project is the new and sleek design with different dimensions and
materials.

Amrish et al. [5], studied the brake design and the brake rotors used in this paper
are both solid disc rotors as well as a drilled rotor. This paper is only based on the
design and analysis of drilled rotors i.e. ventilated disc rotors. These drilled ventilators
are placed in a specific and unique way in our design and are very different from
the referred papers. The disc used in their paper was slightly bigger with an outer
diameter of 381 mm and inner diameter of 125 mm whereas this paper displays the
design dimensions with an outer diameter of 256 mm and inner diameter of 153 mm.

The paper written by Shah et al. [3], does not include the thermal analysis of the
brake caliper. Their paper has only considered stress distribution and deformation
analysis. Our paper is trying to fill this gap by showing the thermal analysis of the
brake caliper along with the static structural analysis. Our thermal analysis includes
Temperature analysis and Total Heat Flux analysis.

Upon close observation and review of the papers it has been found that several
papers discuss the calculations for stopping distance, etc. but the reaction time of
the driver has not been considered in most of the calculation. Hence this parameter
has been considered in our paper. The reaction time in this paper is taken to be 2.5 s
which is considered as the worst-case scenario.

The main objective of this project is to consider the driver reaction time and
design an efficient system that can reduce the braking distance as well as the braking
time. Also, this project is focused on designing a brake rotor that is structurally and
thermally stable when different boundary conditions are placed. Finally, this project
aims to analyze the results which are obtained from the analysis of the brake rotor
and brake caliper.

2 Design Procedure

2.1 Working Methodology

The working methodology of this type of brake system is simple. It consists of a
brake rotor and a brake caliper. Firstly, when the car driver applies force on the brake
pedal or applies brakes, these brake pedals push themselves back applying pressure
on the brake fluid which is at the end of the brake pedal. Now, this pressure pushes
the liquid further and reaches the brake caliper. This pressure builds up or amplifies
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as it travels towards the brake caliper following Pascal’s principle. Pistons are placed
inside the brake caliper which pushes the brake pads attached to the brake caliper
against the brake disc to slow down the vehicle. Therefore, the pressure applied by
the driver goes to all four wheels simultaneously and results in slowing the vehicle.

2.2 Design Parameters

Hyundai i20 model with 1510 kg weight and 50 m/s maximum speed are considered
for design. Deceleration, stopping distance and stopping time of vehicle is calculated
after considering the braking force, kinetic energy and equations of motion. Consid-
ering driver reaction time and the stopping distance the required braking force is
calculated and both the brake rotor and the brake caliper are newly designed with
different dimensions for better performance. The design criteria include the parame-
ters and dimensions used to design the components. The outer diameter of the brake
rotor is 256 mm whereas the inner diameter is 153 mm. The ventilated disc rotors help
the heat to dissipate faster than the normal one so, for heavy vehicles it is important
to have them. In this work, we have considered the ventilated disc.

2.3 Material Selection

Gray Cast Iron is used as a material for the brake rotor because of its high thermal
conductivity due to its higher graphite content. Due to its structure, it allows low heat
to transfer, therefore, giving it greater life than many other materials. The material
used for the brake caliper is aluminum alloy because of its lower weight than other
metals, therefore, reducing the overall weight of the car. The properties are given in
Tables 1 and 2.

Table 1 Mechanical

. . Properties Value Units
properties of gray cast iron
for brake rotor Elastic modulus 6.61787e+010 N/m?
Poisson’s ratio 0.27 -
Shear modulus 5e+010 N/m?
Tensile strength 151,258,000 N/m?
Mass density 7200 kg/m3
Table 2 Mechanical Properties Value Units

properties of aluminum alloy
for brake caliper Tensile yield strength 2.8e+08 Pascals (Pa)

Density 2770 kg/m3
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3 Results and Discussion

3.1 Results for Brake Rotor

When the component is subjected to different loading conditions, the material should
be capable of withstanding all the stress and strain. Therefore, for the results to be
obtained few boundary conditions are being put on the brake rotor. These boundary
conditions include load and pressure which have different directions. For this project,
the worst-case scenario is considered where the load is 400 Newtons which is acting
along the ‘Z’ axis whereas the pressure is 1,000,000 N/m? acting normal to the brake
rotor under static structural analysis.

Von Mises Stress Analysis of Brake Rotor

Von mises stress is a value to determine whether a given material will yield or fracture.
It is mostly used for ductile materials such as metals. The von-mises yield criterion
states that ‘if the von mises stress of a material under load is equal or greater than
the yield limit of the same material under simple tension then the material will yield.

Figure 1 represents the von-mises stress of the brake rotor when the load of
400 N and pressure of 1,000,000 N/m? are applied on it. It also shows the maximum
and minimum stress experienced by the brake rotor where the maximum stress is
3.893e+007 N/m? whereas the minimum stress is 2.100e+004 N/m?. As the stress
reaches a higher value, the color of the component in the analysis changes from blue
to red. Different parts of the component experience different stress such as the middle
part of the rotor. It experiences higher values of stress as it is fixed to the wheel and

won Mises [NfmA2)
3.893e+007

3.569e+007

_ 3.245e+007
. 2.920e+007
. 2.596e+007
. 2.272e+007
1.948e+007
L 1.623e+007
. 1,299 +007
_ 9.74%+006
6.506e+006

3.264e+006

2.100e+004

Fig.1 Von mises stress analysis of brake rotor
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Fig. 2 Equivalent strain analysis of brake rotor

shows chances of deformation. The green part represents that the component has an
average impact on that part.

Equivalent Strain Analysis of Brake Rotor

Equivalent strain is a scalar quantity and is also called von mises equivalent strain. It
has no units and is the ratio of change in length to actual length. The results can be
seen in the figure where the maximum and minimum values are shown. The strain
does not have any units and therefore is a constant.

Figure 2 shows the equivalent strain analysis of the brake rotor under various
loading conditions. It represents the values ranging from minimum to maximum
with colour coding. The blue colour represents parts with low stress whereas the red
colour represents high stress. As the value increases, the colour changes from blue
to red.

In this analysis, the minimum value of the strain occurs on the disc of the brake
rotor with the value 2.857e—007. The maximum strain occurs at the part where the
brake rotor is fixed i.e., somewhere in the middle of the brake rotor with the value
3.69e-004. This happens because when the brakes are applied, the brake pads press
against the brake rotor during its rotation therefore, the part where it is fixed is the
most affected.

Displacement Analysis of Brake Rotor

Displacement plots are similar to contour plots but simpler in terms of plotting,
they show the deformed model geometry either alone, with the undeformed edge,
or overlaid on an outline of the undeformed geometry. These displacement plots are
particularly useful for reviewing the mode shapes from the modal analysis.
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Fig. 3 Displacement analysis of brake rotor

Figure 3 shows the range of values which are in between maximum and minimum
values which are 8.264e—002 and 1.000e—030 mm respectively. In the picture, it can
be observed that this range of colours is evenly distributed throughout the component
whereas the highest displacement is only seen on the corners of the brake rotor. This
is because most of the loads are acting towards the ends.

3.2 Results for Brake Caliper

In this section, both structural analysis and thermal analysis have been performed on
the component to obtain the corresponding results.

Total Deformation Analysis of Brake Caliper (Static Structural analysis)

In simple words, total deformation analysis shows all the parts where the deformation
has occurred on the component. Here, this deformation is represented in the form of
colours, and values are mentioned corresponding to the colours. Loads are applied to
the brake caliper to obtain the results. Two forces of 1241.1 Newtons each are being
applied in the opposite directions on the inner side of the brake caliper. These forces
are applied in such a way because when the brake pads press against the brake rotor
during braking, the resultant force acts normal to the force applied.

Figure 4 shows the parts of the components where the deformation occurred. The
component is colour-coded where the blue colour shows the parts with minimum
deformations whereas the red shows the parts with maximum deformation. As the
deformation values increase, the colour changes from blue to red. In Fig. 4, the
part where the brake pads are pressed against the brake rotor shows the maximum
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Fig. 4 Total deformation analysis of brake caliper

deformation as most of the force is taken by that part. The rest of the brake caliper
shows minimum deformation. Here as shown in Fig. 4, the maximum deformation
occurred is 0.33159 mm.

Equivalent Elastic Strain Analysis

The equivalent elastic strain can be defined as the limit for the values of strain up to
which the object will rebound and come back to the original shape upon removal of
the load. It does not have any units, therefore, it is a constant.

Figure 5 shows different values each corresponding to a different colour. It shows
that the component has a minimum elastic strain in all parts. Here, the maximum
and minimum values are 0.015212 and 2.1229e—8 respectively. This means when
the brakes are applied, the brake caliper experiences minimum elastic strain for this
particular material.

Total Heat Flux

Heat flux is also referred to as heat flux density or heat-flow density. It is the flow of
energy per unit of area per unit of time. Its units are watts per square meter (W/m?)
(Fig. 6).

For the brake caliper, the total heat flux is minimum throughout the length whereas,
it experiences a little higher heat flux in the ends showing in colours light blue and
green. Also, the inner sides of the component are affected with higher than minimum
heat flux. Nowhere with the current load maximum heat flux is experienced by the
brake caliper. The minimum heat flux is 2.4242e—7 W/mm? and the maximum is
9.5012 V/mm?.
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2.1229e-8 Min

Fig. 5 Equivalent elastic strain analysis of brake caliper

21114
1.0557
2.4242e-7 Min

Fig. 6 Total heat flux analysis of brake rotor

4 Conclusion

The brakes are the most important component of a vehicle and one of the main
mechanisms which are taken into consideration when safety is considered. The main
objective of this work is to design an efficient system that can reduce the braking
distance as well as the braking time. This project shows the new design and analysis of
the brake rotor and brake caliper in detail. The braking time and braking distance are
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considered during the design of the brake rotor and the brake caliper. These are done
through calculations including various parameters such as the driver’s reaction time.
The brake caliper has also been designed which has the capability to press against
the braking pads and stop the car at a lesser time than normal. All the components
are made of Grey Cast Iron and analysis is done with various boundary conditions.
The results show that the newly designed disc brake rotor and brake caliper would
be suitable for implementation.
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Effect of Impact Angles on the Frontal )
Structure of a Vehicle er

Rudolf Ragis, Akshaykumar Khatane, Kesav Chandran, and P. Baskar

Abstract Recent initiatives by organizations such as Global NCAP have revealed
that the sub-par standards of safety of the Indian automobile market had conformed
to. The base model vehicles from our manufacturers could not conform to the inter-
national crash test standards. Thus, the study of the crash and its effect is imperative.
This work is an attempt to analyze the crash by varying the angle of impact and the
velocity of impact. The idea behind the variation in the angle of impact is based on
the response to an approaching threat. On seeing an approaching obstacle, the driver
might swerve and crash the vehicle in at an angle. This is an attempt to analyze the
crash by varying the angle of impact and the velocity of impact. The current research
also looked at the variation brought on by material. A standard Front structure of a
chassis is modeled and is meshed in ANSYS. It is then put under the required loading
conditions and variations are recorded based on the angle of impact, velocity and
material.

Keywords Crash test + Angle of impact + Frontal structure

1 Introduction

Alekhya et al. [1] reports that, in recent years, the main purpose of Automobile
sectors have transformed into altering the design features of a vehicles regularly,
for instance, the chassis, braking system, suspension system, air bag, seat belt and
others. The motive of the vehicle designer is to mitigate the probability of susceptible
injuries during varying impacts of collision. There is an increasing average Global
Road Crash Rate of 3700 deaths per day as per world health organization road safety
report 2018. To initially alleviate the fatality rate, experimental and virtual analysis
study the car dynamics, velocity, repercussions of a vehicle collision, crash sensors,
and personal injuries. The speed of the vehicle is the key factor which increases
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the risk of the crash and severity of injuries and that could possibly result in death.
Only 46 countries have laws to meet the speed criteria of the vehicles. As most of
the countries don’t have set speed limits, especially at high speeds it is necessary to
decelerate and control the vehicle in order to avoid fatal crashes.

Safety of a vehicle has become a primary concern for the automotive industry,
especially in the recent years, with the increase in the number of cars on the road and
the awareness of the public towards the lack safety norms of the vehicles compared to
global market. Thus, it is of utmost importance to provide for life saving technologies
and designs for the automobiles that are to run on roads. For a safe design, an energy
absorbing structure is required to reduce peak force by gradual dissipation of force
over time.

In the early years, crash safety evaluations of a vehicle were conducted using
manufactured prototypes. This was both time consuming and expensive. The
advancements in the computing and simulation have made it possible to perform
safer and more economical analysis on the vehicles. To put in perspective a single
regulation in 1985 would have to have 150 prototype cars to be required to destroy
to yield result as FE model size was 10,000 Elements. Comparing it to just 20 years
down the line, 20 Regulations are checked using only 20 prototypes as the FE Model
size crosses 5 million elements. Thus it is much easier to perform crash test on
various structures and chassis without actual destruction of prototypes. This proce-
dure is carried out in stages, i.e. Modelling and Analysis. The Model creation is
done using various tools/software. Kiran et al. [2] considered the various types of
car body structures and modelled in CAD and crash analysis is done in ANSYS
software. Aluminum and Concrete are considered as materials for car body and wall
respectively. Car outer body and wall is modeled in SOLIDWORKS. A SOLID186
Element is used as it is higher order 3D with 20 nodes. This element supports large
deflection, plasticity, large strain capabilities, hyper elasticity, stress stiffening, and
creep.

Kirkpatrick et al. [3] modeled an existing vehicle in a short time digitization was
carried out. The first step in digitization of the car model was to find the mass and
locate the center of mass of the vehicle. Then, the non-structural parts were removed
and weighed. The vehicle was stripped down to its structural components for the
digitization process. A global coordinate system was needed as the vehicle had to be
moved multiple times during the process. The vehicle was also rested on blocks that
were inserted directly beneath the frame, thus removing the movement caused by
suspension. Digitization was performed using a Faro Arm 3D coordinate measuring
instrument. After digitizing the exterior surfaces, the body panels were detached and
the newly exposed internal surface was also digitized. Finally, the body was fully
detached to expose the frame, suspension and drivetrain. The engine was considered
as a rigid body in the finite element model. Hyper Mesh pre-processing software is
used to scan the model statically before starting the simulation.

Any analysis is as good as its mesh and boundary condition. A smarter meshing of
the vehicle structure will lead to less load and solving time and more accurate results.
Therefore, in certain cases altogether different software is used for meshing. The type
of element used for meshing the structures also defines the behavior of the model.
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Modelling and meshing of the chassis use SOLID45 element for the modeling of solid
structures and shell63 element for shell as both bending and membrane properties
are available.

Atahan et al. [4] model was generated using True Grid mesh generation program
and LS-DYNA 3D finite element code was used for crash simulations. The vehicle
model contained 125,000 nodes with 25,000 brick elements and 88,000 shell
elements. The simulations showed a good correlation with the crash test and compo-
nent tests, except for time of response. This was attributed to approximations in the
modelling of bumper isolators and engine mounts.

Material selection is an integral part of the design procedure and analysis proce-
dure as well, as the variation in material yields different results leading to changes in
design on iteration. Comparing isotropic metals to composite materials drastically
changes the design on the vehicle. Side impact beams made of composites may help
to increase protection during lateral impact, by virtue of their high energy absorbing
capacity. Injuries in rollover incidents can be reduced by using material with high
strength-to-weight ratio. Yadav et al. [5] found that crashworthiness of vehicle struc-
ture made of carbon composite and E Glass composite, with a much lower weight,
was superior to typical structural steel and aluminum alloy.

Marzbanrad et al. [6] analyzed the front bumper beams made of aluminum; glass
mat reinforced thermoplastic and high strength sheet moulding composite. They
compared using impact simulation. The results showed that the high-strength sheet
moulding composite minimized the deflection, impact force and stress distribution
of the damping beam, and maximize the elastic energy.

According to Ambati et al. [7] it is critical to simulate the right conditions for
the right results. The idea behind the variation in angle of impact is based on the
response to an approaching threat. On seeing an approaching obstacle, the driver
might swerve and crash the vehicle in at an angle. Thus, at the obstacle or the wall
has to be at an angle from the center line of the front impact structure. Fixing the
rear mounting point and providing the velocity to the entire structure towards the
inclined wall will solve the problem. The velocity given is found as the component
of velocity of the vehicle going straight. The angled impact is simulated at +0°, +
5°, +10°, +15°, 420°, 4+30°, +40° and +50°. Both positive and negative angles
are considered because the vehicle models are not laterally symmetric. The offset
impact is carried out at 20%, 40%, 60%, 80%, 90% and 100% overlap.

Abdel-Nasser et al. [8] found out on observing the effects on design by using
deflection as a major criterion. The Energy stored in the material is also a crucial
indication of ability of energy dissipation. Results are taken as mass of the geometry
using various materials listed previously. Energy absorbed by the materials play an
important part in safety during the simulation. Total energy is measured as well. But
the specific energy of each material is the real measurement of the energy absorption.
Thus, deflection/deformation and the energy stored in the material together give an
accurate idea of what the intensity of the crash would be.
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2 Methodology

Behaviour of a design before its manufacture is a very important trait to study, as
sometimes desired traits are achieved only after previous tries. Since it is not possible
to manufacture every iteration of the design, it is analysed using various methods.
Theoretical analysis and Computerised simulation cum analysis are the two basic
methods by which most of the design are analysed in recent years. Moreover, compli-
cated designs are not always easy to be analysed by manual analytical calculation.
Therefore, computerized analysis is widely used in most industries and engineering
design works. There are various software available for analysis. Some of the most
commonly used are Hypermesh, Abaqus, Autodesk Simulation, Ansys, NASTRAN
and LS-DYNA.

Ansys is selected as software for the current analysis. Selection of module purely
depends on the type of analysis to be performed on the component, whether it is
thermal, magnetic, Dynamic, Static or Structural. In the current case the vehicle
crash is a highly nonlinear transient dynamics phenomenon [9]. Therefore Explicit
Dynamics is a natural selection for the Analysis. The Explicit Dynamics module
requires part input in the form of material data and part geometry. Ansys itself has a
large library of a variety of materials with different applications; it also has an option
to add library or materials into the library. This gives us the freedom to add as many
materials as needed.

The Part geometry can be imported from various software including Autocad,
CATIA, and in Creo. However it is possible to link the Creo geometry file to ansys
for faster alterations and analysis, providing a seamless experience of design and
analysis. Even Ansys provides a Designing interface for modelling, Known as the
Design Modeller. The Models which were designed for the research were designed
in Creo as it is shown in Fig. 1. The inclusion of angle between the wall and the

Model View | Print Preview |

Fig. 1 Design modeler interface
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Fig. 2 Mesh generated model (Nodes: 11,625, Elements: 25,747)

Impact structure is done during the assembly after the modeling. Various assemblies
varying in angle of offset 0°, 10°, 20° and 30° are saved in STP format.

The Part is then discretized or meshed into smaller elements and it is viewed in
Fig. 2, to ease analysis, the areas around the curves and the step areas are taken care
of specially to provide proper results for the analysis, since these areas are the areas
where stress behavior is different [10] and is to be studied properly, as there are many
substructures such as ribs and reinforcements.

Any analysis is as good as it’s boundary conditions, the closer to real life the
better the results is. So Boundary conditions are important factor in the analysis.
Ansys provides a wide variety of tools for the application of boundary conditions.
The wall is given fixed support at the bottom as planted on the ground. The impact
structure is restricted the vertical movement using displacement condition as 0. The
impact structure is given the velocity in the angle specified in the assembly. That is
maintained using a local coordinate system to provide the velocity along the x axis.
This changes in every assembly as changed. This ensures the closeness to the real life
operating conditions. The analysis starts at the moment of contact, thus the impact
force is seen low.

The front structure of the vehicle is subjected to impact from various angles [11].
The modelled front structure is assumed to be made of aluminum alloy. This is made
to impact a steel wall at a velocity of 100 m/s. Solutions were obtained using LS-
Dyna solver in ANSYS workbench. The results required for the analysis were to
observe the stress and deformation and verify the safety of the components.

The results are then taken in the form of highest values along with the graphical
representation of the stress, deformation and strain. This representation is very helpful
in understanding the stress behavior of the component which in turn is very useful for
the designer to understand the crash and failure of the component [4]. Deformation
is necessary as it gives us the idea of the safety of the survival cell.
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Fig. 6 Crash analysis at an angle of 30°—meshed structure with boundary condition
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In order to analysis the vehicle body structure at different angle of impact the
model is made in Creo and imported into Ansys. Figures 3, 4, 5 and 6 shows the
meshed structure and boundary conditions at 0°, 10°, 20°, and 30° impact.

3 Results and Discussion

The area of Safety and crash analyses has grown by heaps and bounds in the past
few decades. The advancement in Computing and Simulation has made it possible
to perform safer, and move economic analysis. With the advancement in computing
technologies it’s the only becoming more and more realistic to simulate so many
modal Points and the growth has been exponential. It is now entirely possible to
extremely realistic conditions and situations to study mean. All that is required is a
Computer powerful enough to do so.

The Introduction of composite material to Automobiles in the past 2 Decades has
revolutionized Safety in high and Race cars and formula Cars Soon his will be Seen
in the vehicles of the future. Due to me focus of greener lighter and more efficient
vehicles. The Constant Development in Active Safety Systems has silently but surely
saving lives with the drastic elimination of human Error factors from the vehicle.
CAS, ABS, ACC, is some examples of the lifesaving Safety systems.

3.1 Crash at Zero Degrees

The results of analysis are exhibited in Fig. 7. The stress values are shown at the end
time instant. It was observed that the end time of analysis plays a vital role in the
results displayed and the computing time. The deformation difference between the
end times is because the structure keeps moving with the velocity even after 0.0001 s.
The lower value of stress at 0.001 s is due to the plastic deformation.

3.2 Crashat 10°

Figure 8 shows the crash analysis at 10°. The Angle offset leads to lower stress as the
deformation is marginally higher. As there is no direct impact on the rib the stress
concentration is lower. This is marginally safer as the non-reinforced lower structure
absorbed energy for plastic deformation.
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(c) Contour plot of Equivalent (von-Mises) stress

Fig. 7 Contours of crash analysis at zero degrees

3.3 Crash at 20°

Figure 9 shows the crash analysis at 20°. The angle offset leads to lower stress as
there is no direct impact on the rib. The non-reinforced lower structure is deformed
over a large area.

3.4 Crash at 30°

Figure 10 shows the crash analysis at 30°. The angle offset is such that the impact is
on the area where the structure changes shape and direction on the upper structure
and the left side rib is directly impacted on the lower structure. This leads to high
stress concentration and low deformation. This is unsafe as the reinforcement will
not crumple and thus transfer the shock of the crash.
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(¢) Contour plot of Equivalent (von-Mises) stress.

Fig. 8 Contours of crash analysis at 10°

4 Conclusions

Results from the analysis show that the higher angles of impact can slow down
dissipation of energy and reduce severity of impact. The Convergence could not be
reached due to lack of computing power. Based on the analysis performed here, the
following conclusions can be drawn:

e The angle offset has the impact on the crash. It alters the area of the impact zone.
Although the complexity of the design suggests that assumption is not advised,
but on analysis it is observed that the more the area is in contact with the obstacle
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(c) Contour plot of Equivalent (von-Mises) stress.

Fig. 9 Contours of crash analysis at 20°

the more the area of dispersion will be high which will lead to lower value of
stress. The angle of Impact has a major effect on crash [12]. The structures that
come in first contact with the obstacles vary with the angle of Impact and this
leads to different in crash performance.

e However, it cannot be generalized for complex structures, as there are many sub
structures in a total structure which provide strength and rigidity, and it is difficult
to predict which angle will lead to a contact with the substructure. Complexity
of frontal structures of different vehicle due to difference in design will cause
varying performance and it cannot be generalized at which angle the crash is
likely to have less Impact.
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Fig. 10 Contours of crash analysis at 30°

e It is observed from the results of the research that, when the deformation is high
the stress is low and vice versa.

e The dissipation due to plastic deformation plays a major role in the safety of the
vehicle. Crumble zone plays a major role in the front impact safety. Here too the
zones/structure which deform more are seem to have induced less damage to the
structure connected to it.

e It’s also not proper to predict a trend that an increase or decrease of the impact
angle, the stress will be high or low due to the placement of substructures and
reinforcement. The support structures such as ribs and reinforcements should be
rigid enough to take the impact. But they should also be able to collapse at high
stress so as to not transfer the load to the passengers.
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Due to complexity of design it is not advisable to assume but on analysis it is
observed that, more the area in contact with the obstacles better the dissipation of
energy leading to Lower values of stress.
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Finite Element Analysis of High-Density )
Polyethylene (HDPE) Nanocomposite L
for Potential Use as Dental Implant

Mayank Dey, Rahul Vamsi Katabathuni, Nitesh Dhar Badgayan,
and Santosh Kumar Sahu

Abstract The present investigation is oriented towards finite element analysis of
High Density Polyethylene (HDPE) based polymer nanocomposite for potential
usage as the dental implant. The polymeric nanocomposite was 0.ICNT/HDPE was
chosen for the dental implant analysis. The modelling of the implant was carried
out in CATIA V5 R20 software, and the analysis was performed using commercial
FEA (Finite Element Analysis) software i.e. Ansys Workbench 2019 R1 GUI. The
structural analysis was performed at various loading condition i.e. 50, 100, 150, 200,
250 and 300 N. The results indicates that the equivalent Von-Mises stress at 50 N
was 8.6 MPa increased to 500.5% when the load increased to 300 N. Similar trend
was observed for contact pressure and load. It is also noted that the equivalent Von
Mises stress results are below the yield stress of 0.1 CNT when the load is below
250 N. It has potential application as dental implant material when bite force value
below 250 N.

Keywords High density polyethylene + Nanocomposite -+ CNT + Ansys
workbench - Finite element analysis + Equivalent Von-Mises stress *+ Bio-implant
material - Dental implant

1 Introduction

Biomaterials are a unique material that is proposed to interact with bio-based systems
without triggering any major side effects or ailments [1, 2]. The application includes
joint replacement, bone cement, heart valves, stents, contact lenses, surgical clips,
dental implants etc. [3, 4]. Among the different bio-materials available, polymeric
based material specifically, HDPE based thermoplastic polymer is the prime choice
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due to specific properties like non-corrosive, high hardness, superior impact strength
and easily formable [5, 6]. In addition, it is also biocompatible, chemically stable and
well-tolerated with surrounding tissue [7]. The application of virgin HDPE polymer
hinders in many fields, including dental implant due to lower wear [8], mechanical
[9, 10], rheological and thermal properties [11, 12].

The lacuna is fulfilled when suitable nanofillers are added with a virgin polymer
matrix [13, 14] to form a nanocomposite. The subsequent paragraph discusses the
brief literature review in the above perspective.

Garmabi et al [15] reported  mechanical  properties of
HDPE/nanoclay/nanoCaCO3; hybrid composite. It was observed that at 5 wt.%
nanoclay, 8 wt.% nano CaCOs; enhanced the tensile modulus by 65% due to
the large aspect ratio and reinforcing effect of CaCOs on nanoclay. Sahu et al.
[16] investigated the wear performance and damping properties of HDPE/O.1
ND/MWCNT/GNP nanocomposite and their hybrids. It was observed that
the addition of 0.1 ND significantly improvised the wear performance of
composite and among the hybrids HDPE/O.1 GNP/ND has shown best wear
performance and damping abilities due to intercalation of ND between GNP
layer. Badgayan et al. [17] performed the mechanical and thermal properties
of HDPE polymer matrix composite filled with 1D (MWCNT) and 2D (h-
BNNP) nanocomposite. The results suggested that the addition of MWCNT
has significantly improvised the nanocomposite and the best performance was
seen for 0.15 h-BNNP/0.25 MWCNT hybrid nanocomposite. Mechanical prop-
erties of HDPE/MWCNT/AI,O3 for potential use in hip joint replacement was
investigated by Dabees et al. [18]. Sahu et al. [19] carried out mechanical prop-
erties evaluation of HDPE based polymeric composite reinforced with 0.1 wt.%
of OD, 1D and 2D nanofillers i.e. ND, MWCNT and GNP nanocomposite
respectively. The best mechanical performance was noted for 0.1 wt.% ND
composite, with a considerable rise of hardness, fracture stress and Young’s
modulus i.e. 34, 42, 23% compared to virgin HDPE. Dimple et al. [20] eval-
uvated HDPE based composite and hybrid for possible application in total hip
prosthesis using finite element analysis. It was observed that 0.15 h-BNNP/0.25
MWCNT hybrid nanocomposite is suitable for all human actions i.e. jogging,
cycling, stair climbing and walking as the stress value lies below the safer
value.

Based on the above literature studies, it is inferred that HDPE based polymer
nanocomposite specifically 0.1 CNT/HDPE nanocomposite exhibited the best
mechanical, wear properties along with its biocompatible, which was chosen for
the material for finite element analysis of dental implant. Among the tooth, the
molar tooth was chosen for dental implant analysis as humans mostly use the molar
tooth for chewing and breaking the hard food entity. The static structural analysis is
performed on the molar tooth and the results like equivalent von Mises and contact
pressure results were accessed.
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Table 1 Material properties
adopted [19]

Material properties Values
Density (g/cm?) 0.974
Young’s modulus (GPa) 1.2
Poisson’s ratio 0.44
Tensile yield strength (MPa) 42

2 Materials and Methods

2.1 Materials

Material for simulation of dental implant is 0.1 CNT/HDPE nanocomposite is used.
The material properties were chosen from literature Sahu et al. [19] and represented

in Table 1.

2.2 CAD Modeling and Finite Element Simulation

2.2.1 CAD Modeling

The 2D diagram of a molar tooth is shown in Fig. 1a, where it shows the different
parts of a single molar tooth. A Three-dimensional (3D) model of a molar tooth is
modelled using CATIA V5 R20 software is shown in Fig. 1b. The detail dimension

is represented in Table 2.

zZ

Fig. 1 a 2D model; b 3D model ¢ Meshed model of a molar tooth
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Table 2 Geometrical Dimensions of the molar tooth [21]

Parts Actual molar teeth | Geometric modelling by CATIA V5
R20

Height of crown (mm) 5.2 5.2

The perimeter of the crown at the | 18.4 18.42

middle (mm)

Height of implant (mm) 10.89 11

Perimeter of implant (mm) 13.50 13.51

Pitch of implant thread (mm) 0.61 0.60

2.2.2 Boundary Condition and Finite Element Analysis

The 3D model discussed in the previous section is imported to the ANSYS Work-
bench environment as IGES format in the static structural environment and further
analysis is performed. The boundary condition is set by creating a similar molar
tooth in the inverted direction on the top of the considered base molar tooth. The
base molar tooth is fixed in all direction and the various load of 50 N to 300 N is
applied along the Y-direction on the top tooth.

The load value chosen here can be referred to as Fernandes et al. [22]. The meshing
is performed by taking quadrilateral element for crown section and tetrahedral
element for neck and root section, which is shown in Fig. Ic. The mesh convergence
analysis was performed and there were 12,751 nodes, 7172 elements considered,
whereas 7731 nodes, 4363 elements considered for the neck and root section. The
equivalent von-Mises stress and the contact pressure is accessed from the simulation
test.

3 Results and Discussion

Figure 2a shows the load vs. equivalent Von-Mises stress (EVS) at various load
conditions. It is observed that at 50 N load the EVS is 8.6 MPa, which is increased
to 100.1, 200.3, 300.5, 400.6 and 500.5% respectively. The EVS criteria give the
deterministic characteristic for the material ability to sustain the loading. The value
of yield stress for the material used i.e. 0.1 CNT/HDPE is 42 MPa, whereas the
highest obtained EVS is 51.6 MPa, which indicates the failure of material at the
highest load. However, at a load lower than 250 N, the yield stress is far away from
the EVS, indicating its safer usage at a load lower than 250 N. Figure 2b represents
the load vs contact pressure at various loads i.e. 50, 100, 150, 200, 250 and 300 N
load. It is observed that at 50 N load the contact pressure is 60.6 MPa, which is
increased to 121.2, 181.8, 242.4, 303.1 and 363.7 MPa respectively. There is an
increase in the trend of contact pressure is seen with an increase in load similar to
EVS, which is shown in Fig. 2¢. The contact pressure is generally measured normal
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Fig. 2 a Equivalent Von-Mises stress versus load; b Contact pressure versus load; ¢ Equivalent
Von-Mises stress versus contact pressure versus load

load vs contact area, which indicates proportional to load. Hence the increase in
load causes an increase in contact pressure. The stress distribution results for EVS
and contact pressure is shown in Table 3. There is no significant stress intensity is
seen in both EVS and contact pressure distribution results, which indicates the dental
implants are shaped to use in the current loading condition.

4 Conclusions

The structural analysis of molar tooth dental implant at various load conditions 50,
100, 150,200, 250 and 300 N using Ansys static structural was analyzed. The material
for the dental implant simulation was 0.1 CNT/HDPE nanocomposite was selected.
Based on the current investigation following the inferences are drawn

(a) Equivalent Von-Mises stress increases with increase in load and at higher
load i.e. 300 N, the value was 51.6 MPa, which lies above yield stress of
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(b)

0.1 CNT/HDPE polymer nanocomposite, indicates the failure of material at
higher load.

The contact pressure value showed proportional relation with load and
equivalent Von-Mises stress.

Itis concluded that the molar dental tooth with 0.1 CNT/HDPE polymer nanocom-

posite is safe to use when the load is below 250 N. The further experimental and
simulation study will supplement the above suggestion and feasibility of adoption
as dental implant material.
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Process Simulation of Electrical )
Discharge Machining: A Review i

Diksha Jaurker ® and M. K. Pradhan

Abstract Electrical discharge machining (EDM) is a metal removal machining
process that is characterized by erosion caused by a rapidly occurring discharge
between the tool and the workpiece. In the modern world, EDM faces numerous
challenges when it comes to machining hard materials and complex shapes of struc-
tures. The thermal stress that develops just after the end of the spark and the residual
stress that continues to develop after corresponding cooling, as well as the impacts
of process parameters such as pulse on time, pulse off time, peak current, and output
parameters such as metal removal rate, surface roughness, tool or electrode wear
ratio, have been heavily researched and investigated in the past. The focus of this
research is to examine prior findings about the used a suitable optimization tech-
nique for the EDM process and its variants as well as create a path to future scientific
investigation.

Keywords Electrical discharge machining (EDM) - Finite element method
(FEM) - Thermal stress - Residual stress + Simulation + Modelling

1 Introduction

Machining processes have been developing long along with the development of
the human race, from the formation of wheel to computerized non-conventional
machining. Now today’s world demands high quality, precision machining processes
for obtaining the standards, economical products in minimum time to achieve the
industrial goal with higher efficiency. One of the most significant emerging machining
processes to achieve the required goal in the world is Electrical Discharge Machining
(EDM), which is a desirable non-conventional machining process getting attention
for zero force, a contact-less process which enables machining of hard materials and
complex geometries, with high precision, good surface finish which is not achieved
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by conventional machining processes and its capability to regulate the process param-
eters to accomplish the requisite surface finish and dimensional accuracy. EDM has a
wide-ranging application in industries such as die industries, aerospace, automotive,
electronics industry, mould making, medical, micromechanics, etc.

Electrical Discharge Machining is a metal removing process, which removes
metal by the means of electric spark thermal erosion with a constant electric field in
adielectric medium. The electrically conductive workpiece and tool are connected to
the positive and negative terminal of the generator respectively, so they have a huge
amount of free electrons to flow. When a potential difference is generated between
tool and work-piece, the electric field will be developed, free electrons will be plucked
in large numbers due to electrostatic force and get accelerated towards work-piece.
Energized electrons will ionize the dielectric molecules generating more ions and
electrons which will again undergo collision, leading to a huge increment in the
concentration of ions and electrons between tool and workpiece, plasma channel will
be established between tool and work-piece. Electrons will follow the least resistivity
path, will move toward the work-piece in huge amount, hence spark will be generated
and the work-piece will be impinged by electrons having high kinetic energy which
will be converted into high-density thermal energy which results in localized melting
workpiece causing material removal. This thermal erosion produces a recast layer on
the machined surface with microcracks. Here due to localize non-uniform heating
and rapid cooling of material generates a multi-layered Heat Affected Zone in the
subsurface of the workpiece and consequently produces thermal stresses. If these
stresses have magnitude more than the material’s yield stress, they will persist in the
workpiece as residual stress during subsequent cooling, which contributes to fatigue
crack growth, crack closure, and fracture [1].

To study the complex process of EDM, we need to study the establishment of
plasma channel between workpiece and tool, thermodynamics of the spark causing
thermal erosion, microstructural and metallurgical changes of material. For this study,
aheat transmission thermal problem needs to be constructed to model the EDM mech-
anism, where the electric spark generated in EDM is the heat input, and by solving
this heat transmission thermal problem for the workpiece will give us the temperature
distribution in it. And to solve this numerical model finite element method is used
and the impact of various process parameters on the output parameters, temperature
distribution, thermal stresses and residual stresses can be investigated.

1.1 Variants of EDM

Die-sinking EDM is a variant of EDM where the final desired shape of the workpiece
is complemented by the tool shape when an electric field is set up between them and
thermal erosion takes place.

Powder mixed EDM is a variant of EDM process where suitable electrically conduc-
tive abrasive powder particles are added into the dielectric fluid resulting in decreases
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its insulation strength as these powder particles get ionized upon setting an electrical
field and show accelerated zigzag motion between electrodes, leading to an increase in
the inter-electrode gap, as result of which EDM performance improves and heighten
surface finish is obtained in comparison to the conventional EDM.

Wire EDM is another variant of EDM where discharge occurs between metallic thin
wire and workpiece, the metallic thin wire is used to cut shapes. Main cuts and trim
cuts are performed on the work material using WEDM, the main cut is preferred
when material removal rate (MRR) or cutting speed is a primary need and when high
surface finish is more desired than the trim cut of performed at lower power setting
after the main cut. [2]

2 Technique Used for the Study

2.1 Finite element method (FEM) is a computational technique for solving
differential equations developed for mathematical modelling to investigate
engineering problems in the fields of heat transfer, structural analysis, fluid
dynamics, and also coupled problems like thermo-structural, electromagnetic,
thermochemical, etc. In FEM the domain of the problem is discretized into
small elements with the help of nodes and the differential equation is solved
within the boundary of the element and by combining these discrete solutions,
a global solution is obtained [3]. The chances of having error in the solution are
minimized by increasing the number of elements hence reducing the element
size.

2.2 X-Ray Diffraction (XRD) method is governed by the Bragg’s law, when a
specific wavelength (1) beam of X-ray falls on the workpiece’s surface, the
scattered radiation undergoes interference. Bragg’s law is stated by the below
equation:

ni = 2dsin6

where,

n  Order of diffraction
6 Diffraction angle
d Distance between crystallographic planes

Firstly, the strain generating the shift in crystallographic planes is evaluated
assuming linear elastic distortion of the crystal lattice and then the value of
stress is evaluated using Hooke’s law [4]

2.3 Taguchi Method is a statistical methodology to enhance the quality of the
product to be manufactured, by the optimization of process parameters. The
main intention is to improve the quality of a product and design robust systems
that are more reliable under uncontrollable conditions [5].
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2.4  Scanning electron microscopy is a technique used for the visualization and
investigation of surfaces, where a fine electron beam is scanned through the
fracture surface to produce a picture and the rate at which the image is scanned
tells the issues. The pictures can later be advanced employing frame integration
and averaging [6]. An electrically conductive workpiece is required for this
method, at least the surface should be conductive, and, the workpiece should
be electrically grounded to avoid the accumulation of an electrostatic charge at
the surface.

2.5 Focussed Ion Beam (FIB) milling—Digital Image Correlation (DIC). FIB
is used to mill standard geometries and the relaxation causing the surface
displacements is captured by the scanning electron microscope (SEM), than
images are created using DIC software, these are then used with finite element
modelling for calculation of the residual stresses in the workpiece [7].

3 Previous Works

Mohanty et al. [8] uses Field Emission SEM for two cases WS, combined with
de-ionized water and MoS, powders mixed in deionized water and discovered that
WS, coated samples have a heighten density of surface crack and residual stresses
develop on the recast surface than that of MoS, powder coated samples. Yue et al. [9]
performed experimental analysis using SEM, the influencing effect of thermal stress
on material removal during EDM of the C;_SiC composite and the stress distribution
on the C;_SiC composite’s discharge surface was investigated. Thermal stress was
generated that exceeded the tensile strengths. Srinivasa Rao et al. [10] investigated
the impact of wire EDM parameters upon the residual stresses in aluminium 2014
T6 alloy with a L8 orthogonal array Taguchi method confirms that increasing the
pulse on time and peak current, increases surface roughness and cutting speed. The
spark gap voltage, pulse on time, peak current, and cutting speed all had a substantial
impact on residual stresses.

Some researchers have conducted an experimental analysis employing the X-Ray
Diffraction method and also performed computation analysis using FEM for the vali-
dation of results. Aghdeab et al. [11] using the X-ray diffraction method and FEM the
residual stress arises during EDM was determined, and discovered that the residual
stress boosted with raising the current, pulse on time, and pulse off time. Sundriyal
et al. [12] investigated the powder mixed near-dry (PMND-EDM) process, and it
was discovered that raising the concentration of metallic powder in the dielectric
was assisting in broadening the plasma channel owing to an enhanced conduction
all through machining and increasing the inter-electrode gap. Das and Joshi [4] used
FEM model, calculated the wire safety index. The stresses arised on the wire were
found to be greater than the molybdenum’s yield stress. Tlili and Ghanem [13] devel-
oped a thermomechanical model based on hydrodynamic Gruneisen-type conduct for
the hydrostatic component of the stress, paired with Johnson—Cook plasticity model
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which reports for strain-rate-dependent stress in the scope of a shockwave condi-
tion and observed traction type residual stresses on the surface which is balanced
by sublayer’s compressive stresses. Saxena [14] estimate the thermal stresses and
discovered that the initial compressive stresses encircling the formed crater, after
heating change its nature to tensile, and as the crater reaches greater depth, the
stresses transits into compressive residual stresses which bring the system into equi-
librium. Zhanga et al. [ 15] Examined the thermal deformation of a thin-walled sample
and concluded that the force at the bottom must equate the residual stress at the top
of the thin-walled sheet. Where Salvati and Korsunsky [2] assesses micro- to nano-
scale residual stress, used FIB-DIC method for modeling, which was validated by
FEM analysis, and discovered that peak current and pulse on time, are critical for
the intensity of induced residual stresses and crack emergence.

Bhattacharyaetal. [16] applied FEM to simulate generated residual stresses during
WEDM cutting and the volumetric strain change caused by phase transformation
with the temperature introducing a user-defined subroutine. Thermal expansion is
considered in the FEM analysis to account for metallurgical phase changes. Kumara
and Jilte [17], discovered that the equivalent stress appears in the tool’s and work-
piece’s core spark zone. The current density has a significant impact on the response
output parameters. Mohapatra et al. [18] simulated for the wire using ANSYS Fluent
and estimated the temperature and equivalent stress. The temperature of the wire
was observed to vary up to 5500 K. At the centre of the wire length, equivalent
stress was observed with a maximum effective stress of 397 MPa. Assarzadeh and
Ghoreishi [19] performed an electrothermal simulation and discovered that progres-
sive increases in discharge current create steadily deeper crater voids, implying the
creation of more re-solidified materials atop the crater. Liu and Guo [20] accounted
for massive random discharges to examine the residual stress arises in die-sinking
EDM and investigated characteristics of sub surface’s local and average residual
stress. Singh and Kumar [21] calculated the radial, tangential and axial stresses in
the electrode in the static structure module and observed that the magnitude of stress
hikes with hike in current values. Pradhan [1], Biswas and Pradhan [22], Pradhan
[23], Pradhan and Biswas [24] investigated the correlation between parameters and
the highest temperature acquired at the end of the heating cycle and the residual stress
arising, by FEA modelling, and it was discovered that compressive thermal stresses
formed underneath the crater and tensile stresses existed farther from the axis of
symmetry and observed that by intensifying the pulse energy the thermal stresses get
affected to a greater depth. Kansal et al. [25] build the FEM model for powder mixed
EDM and calculated the distribution of temperature and MRR from the temperature
profiles and observed that along the radius and depth of the workpiece many different
process parameters affect the temperature distributions. Allen and Chen [26] simu-
lated for micro-EDM, analysed the residual stress and investigated the effects of
vital EDM parameters on tool wear ratio and the dimension of the formed crater.
Yadava et al. [27] presented for EDDG, a model has been created using FEM to
assess thermal stresses. The developed algorithm first determines the temperature,
and then using this temperature field, estimates the thermal stress field. Computations
were performed in-plane strain conditions for various grinding wheel down feeds.
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Das et al. [28] simulated with DEFORM to study the transient temperature and crater
portrayal, the heat-affected zone and residual stresses in the workpiece.

Only that research is highlighted in Table 1, which used a suitable optimization
technique such as the Finite Element Method (FEM), X-Ray diffraction method,
FIB-DIC, SEM, and others for the EDM process and its variants such as WEDM,
micro-EDM, powder-mixed EDM, powder-mixed near dry EDM, etc.

Along with the time, researchers are considering various aspects of the simula-
tion, such as using a gaseous dielectric medium, evaluating different tool electrodes,
analysing surface wettability, and micro-hardness, developing a customised mixing
chamber for creating a heterogeneous dielectric mixture, and imposing the model
with an infinite-element boundary to dodge shockwave reflection on the free surface,
to ensures convergence towards the equilibrium condition. For the wire-EDM proce-
dure, the wire safety index is analysed, microcracks on the wire surface are being
analysed, and the authors are attempting to describe the shape and dimension of the
spark.

4 Conclusion

In this review paper, a remark on various research works carried out in the field of
EDM is presented.
The observed points are follows:

e [t has been observed that thermal modelling of EDM mechanism followed by
simulation is the key to investigate and predict the output parameters, temperature
distribution and stresses, and these results have been validated by conducting
experimental work.

e Experimental analysis carried out by researchers used X-ray diffraction method,
Taguchi method, Scanning electron microscopy method, Focussed Ion Beam
(FIB) milling—Digital Image Correlation (DIC) method.

e The experimental research shows that with increment in current pulse off time
and pulse on time, increment in residual stress was observed.

e With the increment in current and voltage level, there is an increment in the
maximum temperature and the maximum residual stresses.

e The depth at which the peak value of residual stresses will attain, increases
proportionally with the pulse energy.

e The residual stresses comes very close or exceeds to the value of yield strength
of the material at vicinity of spark location.
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A Finite Element Study on the Effect )
of Bulk Material on the Auxetic Behavior | @@
of Additively Manufactured

Three-Dimensional Reentrant

Honeycomb

Aravind Rajan Ayagara @, Chaitanya Vinayak Varma®,
and Rohan Gooty

Abstract This study investigates the behavior of three dimensional reentrant auxetic
honeycomb made of different bulk materials. The energy absorption capacity of
auxetic structure depend on both geometrical properties of the unit cell as well
as mechanical properties of the bulk material. Auxetic structures are classified as
auxetic foams, 2D auxetic structures, and 3D auxetic structures. Based on the liter-
ature survey, 3D reentrant auxetic honeycomb (3DRAH) with a relative density of
0.16 were considered for this investigation. The important aspect of this study is
to analyze the effect of bulk material and their properties on the performance of
3DRAH. A total of four commonly used plastic materials in additive manufacturing
technology were selected as bulk material, they are Polylactic Acid (PLA), Acryloni-
trile Butadiene Styrene (ABS), Nylon and High-Impact Poly Styrene (HIPS). All four
auxetic models were subjected to quasistatic uniaxial compression using LS Dyna
explicit solver. Our numerical simulations showed that at quasistatic loading condi-
tions, the deformation mechanism of 3DRAH is a combination of in-plane bending,
out-of-plane bending, and lateral distortion. Moreover, the stress—strain response and
the Specific Energy Absorbed (SEA) of the 3DRAH sample are most influenced by
the mechanical properties of the bulk material. It is proved through our simulations
that as Young’s modulus of the bulk material increases, structural properties like
Elastic modulus, Yield stress, Plateau stress and the SEA of the structure increase.
No specific correlation was observed between mechanical properties of the material
and the densification strain of the structure. We suppose that the densification strain
of the structure is rather controlled by the aforementioned deformation mechanism.
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Keywords 3D reentrant auxetic honeycombs - Fusion deposit modeling - Finite
element analysis + LS Dyna - Specific energy absorption

1 Introduction

Auxetic materials or structures are the ones that possess a Negative Poisson’s Ratio
(NPR) i.e., they retract along the lateral directions when subjected to compression
along the longitudinal direction and vice versa. They in fact show superior perfor-
mances in mechanical, thermal, acoustic as well as impact energy absorption. The
reason behind this improved performance is due to the arrangement of the struc-
ture. There are auxetics in foams, two-dimensions and three-dimensions as well.
Numerous studies have been carried out on the behavior of aforementioned auxetic
categories. One recent review on auxetics and auxetics subjected to large deforma-
tion [1], gives a detailed description on the effects of deformation rate, bulk material
and the geometry on the behavior of different auxetic structures.

Out of the auxetic structures tested, the Reentrant Auxetic Honeycomb (RAH)
is the best for impact and shows good energy absorption capacities [2]. One of the
recent studies on three dimensional reentrant auxetic honeycombs (3DRAH), [3] had
successfully implemented it for protection of face against impact. Despite the fact that
3DRAH has been successfully studied and implemented in practical applications, we
do not see more publications that speak about neither the deformation mechanism
nor the effect of bulk material. For example, [1] had presented a wide review but
not many articles give an insight on 3DRAH. In contrast, they do conclude that the
auxetic structure’s behavior is controlled by the bulk material, relative density, unit
cell dimensions [4], manufacturing technique used [4], and even the rate of loading.
The negative Poisson’s ratio along the two lateral directions is controlled by number
of repetitions along all three directions.

Quite a few research articles address the use Finite Element Simulations for predic-
tion of auxetic behavior in the literature. For example, [5] and [6] had carried out FE
simulations of 2DRAH. Whereas, [3] present FE simulations concerning 3DRAH.
Yet again, there are minimal number of articles on FE simulations of 3DRAH.

In this study, we present the effects of the bulk material on the behavior of 3DRAH
under quasi-static compression through Finite Element simulations. All numerical
simulations were carried out with LS Dyna Academic Explicit Solver. The FE model,
results and discussions are presented in the sections below.
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2 Materials and Method

2.1 Unit Cell Geometry

The unit cell configurations of a three-dimensional reentrant auxetic honeycomb
(3DRAH) were adapted from [3]. According to them, the relative density (peq) ofa
3DRAH can be controlled by three different parameters i.e., the reentrant angle (¢7),
the unit cell length (a) and the thickness of the strut (¢). The latter two parameters
are consolidated into one through a non-dimensional number (§), which gives us the
ratio of thickness over unit cell length (§ = ¢/a)

£ — cos? — sint} )
~ 2(1 — sin®)
Peq 222 . .
— = ——[4 4 cos? £ sin — 2&(3 £ sind)] 2)
Ps cost

That being said, the parameter p; in the above equation is the mass density of the
solid bulk material that is used in the process of additive manufacturing of the auxetic
sample. You might notice that the relative density equation consists &= symbol. This is
to represent a change in relative density for both 3DRAH and the three-dimensional
auxetic honeycomb (3DAH). The above equation for the case of 3DRAH, narrows
down to the form below

b _ 2

Ps cos

2
5 [4 + cos®? + sin® — 2&(3 + sind})] 3)

The relative density equation corresponding to 3DRAH, when expanded, takes
the form a cubic polynomial in terms of € as below.

e’ +aE? +aE+ap =0 4)

Where the coefficients are

4(3 + sint) 2(8 + sin® + cos®}) Peq
= s ay = ;a; = 0anday = —
cost} Ps
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The coefficient ay is the number that corresponds to a desired relative density
value, which is a constant. In this study, the relative density was also kept constant
at 0.16. Solving for the above set of equations, we can now establish the values
corresponding to our relative density.

In this study, the relative density was also kept constant at 0.16. Solving for the
set of equations published in [3], we can now establish the values corresponding to

our relative density. The unit cell geometry considered in this study has ¢ = 30°,
a=10mm, and t = 1.2412 mm.
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2.2 Finite Element Model

The finite element simulations were carried out on the LS-Dyna explicit solver,
which offers numerous contact algorithms between deformable and rigid bodies.
The geometries designed in CATIA V5 were imported to ANSYS workbench in
the LS Dyna environment to mesh and create the keyword file. The model aims in
recreating the uniaxial compression at a constant displacement rate. The model is an
assembly of a top plate, 3DRAH structure, and a bottom plate. The top and bottom
plates were assumed to be rigid structures whereas the 3DRAH is a deformable one
(see Fig. 1). The following paragraphs present the details on the FE model.

The top and bottom rigid plates were considered of 60 mm x 60 mm x 3 mm
and were meshed with 8 node hexahedral elements with one Gaussian integration
point (ELFORM = 1). The element size chosen for rigid plates was 1 mm to avoid
the formation of three-dimensional stress wave in a rigid or elastic [7]. On the other
hand, the 3DRAH structure was meshed using tetrahedron elements (ELFORM =
13), which are similar to tetrahedron elements with one integration points but with an
additional average of pressure. This additional averaging of nodal pressure, decreases
the volumetric locking observed in numerical simulations involving incompress-
ible or ductile materials. The element size chosen for auxetic sample was ¢/2 i.e.,
0.621mm to avoid the formation of volumetric locking as well as negative volume
that arises due to large element size in tetrahedral elements.

Constitutive Law

Constitutive law is one of the most important factors of a FE model. If not chosen
wisely, it shall lead to divergence of the numerical simulation. Quite a few authors in
our literature survey have stated that the behavior of the bulk material of an auxetic
structure will affect the behavior of the structure. Put in simpler words, the ductility
or brittleness of the bulk material will have an influence on the auxetic behavior. The

Free along Z axis only Too PL
.......................... op Plale

SURFACE TO SURFACE __J | . . .‘ ‘ ‘. .

SOFT =2
0‘0000’0

000“00‘

SURFACE TO SURFACE sossseose

S0F=2 00000000

w = 25 mm/min

SINGLE SURFACE CONTACT

Bottom Plate

Fixed boundary condition

Fig.1 The finite element model of the rigid plates and 3DRAH structure assembly with other
details
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loading plates were assumed to be rigid in nature, thus, the material model *MAT-
009 RIGID of LS Dyna material library was used to define them, using density
7800 kg m~3, Young’s Modulus of 210 GPa and Poisson’s Ratio 0.3.

In this study, we have investigated four different materials as bulk material for
auxetic structure: Poly Lactic Acid (PLA), Acrylonitrile Butadiene Styrene (ABS),
Nylon and High-Impact Poly Styrene (HIPS). All four materials were modelled using
a Piecewise Elastic Plastic constitutive law (*MAT-024) in the LS Dyna material
library. The MAT-024 constitutive law in LS Dyna, provides the user with the option
of giving either the basic data for the plastic behavior or a set of eight data points in
terms of plastic strain and plastic stress. The first method was chosen in this work.

The constitutive law assumes an isotropic hardening behavior by default. The
yield function (¢) post elastic domain is

S~S~—§<0 )
ijRij =

The parameters S;; and o, are deviatoric stress components and plastic stress
respectively. This material model does offer the consideration of strain rate effects
on the plastic domain. The strain rate sensitive plastic stress is given in Eq. 6, that is
considered through Cowper-Symmonds Law. In addition to that, o, is the material
yield strength, Ep is the plastic modulus and & e’}f is the effective plastic strain.

op = [1 ; (g)’l’}{% L Ep(e) ©)

Eran - E

Ep=—TAN =
Erayn + E

(N

Here, E is the Young’s Modulus of the material and E7 4y is the tangent modulus
of the plastic phase of the material. For example, the presents the stress strain curves
from literature (round markers) and the interpolated model using basic data from

LS Dyna (dashed black line). A summary of the MAT-024 inputs given form all
materials is presented in Table 1 (Fig. 2).

Table 1 Material properties required to define the *MAT-024 constitutive law in LS Dyna

Bulk Density p | Young’s Poisson’s | Yield Tangent Source
material | (kg/m?) modulus £ | ratio v strength o, | modulus E7

(GPa) (MPa) (GPa)
PLA 1240 0.973 0.36 15.7 0.513 [8]
ABS 1010 1.05 0.3 34 0.491 [2]
Nylon 984 0.493 0.39 36.1 0.295 [2]
HIPS 1080 2.05 0.35 19.3 0.534 [9]
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Fig. 2 Constitutive law adaptation by *MAT-024 for PLA (top left), ABS (top right), nylon (bottom
left) and HiPS (bottom right) using material properties in Table 1

Boundary Conditions and Contact

Boundary conditions are also one of the important aspects for a good and reliable FE
model. The experimental test is uniaxial; therefore the bottom plate is fixed whereas
the top plate is given a displacement boundary condition along z axis at a rate of
25 mm min~!. The auxetic sample was free to move along all three directions.
Another important aspect of the numerical simulation is the transfer of forces from
the rigid plate to auxetic sample. This is possible by defining an appropriate contact
algorithm between the rigid plates and auxetic sample. Even though the rigid plate
moves at a constant speed, in turn applying load on the auxetic structure, the energy
transmission between each constituent of the assembly as well as the transmission of
forces between two continuums cannot be done just by giving different properties.
There must be a physical contact that shall help the solver to recognize different
continuums of the system. For this purpose, a total of three contacts were defined
between each constituent of the assembly. An automatic surface to surface contact
based on the pinball segment penalty formulation was defined between the auxetic
and the rigid plates (*CONTACT_AUTOMATIC_SURFACE_TO_SURFACE with
SOFT = 2 option of LS Dyna). The pinball segment-based penalty formula-
tion i.e., SOFT = 2 was chosen due to the difference in the order of magni-
tudes of the material properties of plate and auxetic structure. To avoid the inter-
penetration of elements of the auxetic structure along the compression process,
a single surface contact was defined between the elements of auxetic structure
(*CONTACT_AUTOMATIC_SINGLE_SURFACE of LS Dyna). It is to be duly
noted that all contacts were assumed to be friction less. A pictorial representation of
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the FE mesh alongside boundary conditions and contact indications is presented in
Fig. 1.

3 Results and Discussions

The contact algorithm used in this study, gives us the contact force between two
contact surfaces i.e., top plate and auxetic as well as auxetic and bottom plate. Taking
the contact force between top plate and the auxetic structure, we can easily determine
the corresponding stress values in the auxetic. Moreover, the numerical model will
also provide us with the displacement of the sample along X, Y, and Z axes with
respect to time. These displacements shall lead us to the corresponding nominal strain
values with respect to time. The initial lengths of auxetic along all three directions
are 40 x 107> m respectively and the initial area A, is 0.0016m? in the transversal
planei.e., the XY plane. These give us the nominal stress and nominal strains along
the loading and transversal directions.

3.1 Stress Versus Strain Response of 3DRAH Samples

The stress strain response of all auxetics showed three stages, initial elastic phase
till yield, reduction of rigidity and plateau stage, and the densification stages. During
the initial elastic stage, the struts show elastic deformation. If the applied load is
removed before the structure starts to yield, the structure will come back to its original
position. Post the yield point (i.e., point b) the struts start to buckle or bend, therefore,
projecting loss of rigidity of the structure. If we continue the loading, the stress levels
start to stabilize at a constant value for increased deformation. This indicates that the
struts are undergoing buckling process till the onset of densification or one part of
the auxetic structure is buckling whereas the other part is still intact. Post this point,
the struts are totally distorted so that even small increase in strain will induce large
stress concentrations and hence contributing to exponential increase of stress.

The physical states of the PLA-3DRAH corresponding to the key points in the
stress strain curve (see Fig. 3) are presented in Fig. 5. The stress strain curve can
be linked to the physical state of the sample. For example, let us see the state b,
which corresponds to yield of the structure. At this point, we see the first lateral
distortion (in XY plane) of the sample (twisting like a Rubric cube), which is due to
the bending of struts. An increase in stress will lead to more distortion and thus loss
of rigidity till the point c. Further increase in load, will make the sample to twist as
well as buckle along the longitudinal (YZ plane) and transversal plane (XZ plane).
At certain point, the layers start to collapse, this marks the onset of densification
stage (point d). Continuation of increase in stress, will add up to collapse of other
layer till ultimate failure of the sample.
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Fig. 3 Stress—strain
response of PLA-3DRAH
under uniaxial compression
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The stress strain response of ABS-3DRAH (Fig. 4) also resembles the PLA-
3DRAH, with minor changes as the values of stress and strain at the key points is
almost the same for both PLA and ABS. This is because both ABS and PLA belong
to the basic polymer family used in additive manufacturing. A keen observation to
the Fig. 6 reveals that the struts buckle more with respect to those in Fig. 5 at yield
point. In other words, the struts with ABS have the capacity of taking more loads
before point b. Moreover, they also show evidences of more lateral distortion as well
as out-of-plane and in-plane bending of the structure. Once the structure reaches
densification stage, we can notice same response as that of PLA.

Similarly, the stress strain response and the physical states of the Nylon-3DRAH
are presented in Figs. 7 and 9 alongside the HiPS-3DRAH counterparts in Figs. 8

Fig. 4 Stress—strain
response of ABS-3DRAH
under uniaxial compression
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Fig. 5 Deformation states of PLA-3DRAH for corresponding key points
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Fig. 6 Deformation states of ABS-3DRAH for corresponding key points

Fig. 7 Stress strain response
of nylon-3DRAH under
uniaxial compression
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and 10. Similar to PLA and ABS, Nylon and HiPS show lateral distortion and in-
plane/out-of-plane bending of the sample. Despite the fact that Nylon and HiPS
belonging to the same family of polymers, they show very less similarities in the
stress strain values. Simply stating, the stresses for HiPS are twice that observed in
Nylon as in contrast to the PLA-ABS family. The stress strain responses yet prove
the effect of bulk material on the behavior of 3DRAH structure (Table 2).
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Fig. 8 Stress strain response of HiPS-3DRAH under uniaxial compression

Fig. 9 Deformation states of the nylon-3DRAH for corresponding strain values
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Fig. 10 Deformation states of the HiPS-3DRAH for corresponding strain values

Table 2 Summary of key points of the 3DRAH structure

Bulk material | Elastic Yield strength | Plateau stress | Densification | Densification
modulus | (MPa) (MPa) strain (m/m) modulus
(MPa) (MPa)

PLA 45.90 1.312 0.990 0.124 20.230

ABS 51.32 1.375 1.047 0.125 18.472

Nylon 22.17 0.696 0.518 0.123 10.528

HiPS 53.86 2.040 1.639 0.163 37.906

3.2 Poisson’s Ratio of 3DRAH Samples

Auxetic materials are different form conventional materials as they possess a negative
Poisson’s ratio. The Poisson’s ratio v, and v, were calculated from strains specified
above. The longitudinal direction in this study is Z and the lateral directions are X and
Y. A comparison of the Poisson’s ratio for all bulk materials along both lateral planes
(vxz, vy) are presented below. The variation of Poisson’s ratio with the longitudinal
strain ¢, are represented by solid lines and the corresponding value at densification
strain (g4) are represented by star markers.

Since the auxetic structure is no longer reliable after the densification point as there
will be damage and failure of struts, we consider only the variation of Poisson’s ratio
only till the densification point (point d). The Poisson’s ratio for PLA, ABS, and
Nylon shows an initial increase, followed by a decrease in Poisson’s ratio before
the densification point (see Fig. 11). Whereas, HiPS in contrast shows a monotonic
increase. This conclusion is valid for both v,; and v, in Fig. 12. A quantitative
comparison of the Poisson’s ratio for all bulk materials is presented in Table 3

Seeing these numbers, it is evident that the 3DRAH structure shows relatively
good Poisson’s ratio performance along the XZ plane when compared to YZ plane.
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Fig. 12 Poisson’s ratio v, for all bulk materials

Table 3 Poisson’s ratio for all bulk materials at densification point (star markers)

Bulk material Poisson’s ratio vy, Poisson’s ratio vy,
PLA —0.47 —0.16
ABS —0.44 —0.32
Nylon —-0.27 —0.06
HiPS —0.52 —0.28
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3.3 Energy Absorption of 3DRAH Samples

The interest of auxetic structures in to have high energy absorption capacity for a
given loading condition. The energy absorbed by an auxetic structure is the area
under the stress strain curve till the point of densification. In simpler terms, it is the
strain energy that we are talking about. Similar to the Poisson’s ratio, the energy
absorbed should be considered only till the point of densification. There are several
indices that are used to evaluate the energy absorption capacity of an auxetic material.
The common parameter is the Specific Energy Absorption (SEA), which is energy
absorbed per unit mass of the sample. This is the index that we follow here. A quick
look to Fig. 13 reveals that the HiPS-3DRAH is the one with high energy absorption
whilst the Nylon-3DRAH is the one that has the least.

As mentioned in Sect. 2.1, all geometries have a volume of 640000mm?. The
difference in SEA arises from the deformation mechanism of the sample and the
density of the bulk material. Table 4 shows the quantitative comparison of all four
bulk materials.
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Fig. 13 Energy absorbed by different samples and their corresponding energies at densification

Table 4 Strain energy absorbed and SEA index at densification for all samples

Bulk material Strain energy, U(J) Density, p(kg m*3) Mass (kg) SEA (J kg*])

PLA 8.731 1240 0.0794 110
ABS 9.580 1010 0.0646 148.3
Nylon 4.053 984 0.0630 64.33

HiPS 19.67 1080 0.0691 284.68




270 A. R. Ayagara et al.

4 Conclusions

Finite element simulations of 3DRAH structures under quasistatic uniaxial compres-
sion were carried out. A total of four different bulk material properties were tested
for the structure. All sample showed dominant shear, lateral distortion due to a
mixed stress state of tension, compression, bending and shear among the struts of
the structure. Change in bulk material affects the quantities which control stress—
strain response and energy absorption. Auxetic samples made from High-impact
Poly-Styrene is the one that showed better performance in stress—strain behavior as
well energy absorbed during the compression period till densification. As Young’s
modulus of the bulk material increases, structural properties like Elastic modulus,
Yield stress, Plateau stress and the SEA of the structure increase. No specific correla-
tion was observed between mechanical properties of the material and the densification
strain of the structure. The samples in fact undergo large deformation, this means
that damage accumulation in the bulk material shall further affect the performance
of the structure. A study consider the adverse effects of damage is in progress, which
will shed more light in understanding the exact behavior of 3D Reentrant Auxetic
Honeycomb under quasistatic as well as dynamic loading.
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Path-Planning of Robot End-Effector )
for Hairline Crack Sealing Using L
Intelligent Techniques

Santosh Kumar and B. Sandeep Reddy

Abstract Recent years have seen robotics expand to the development of various
inspection and repair technologies. Robotic solutions are being explored for the
development of technologies to repair cracks and leakages in industrial pipelines.
Literature review indicates that a lot of cracks in industrial pipes are in the form
of straight lines or a hairline, at the initial stage and gradually increase with time.
However, if repaired at the initial stage, these cracks can be prevented from propa-
gating. Crack repair requires an appropriate tool placed at the end-effector of a robot,
and further requires that the end-effector is able to trace the path formed by the crack.
In such a manner, if the end-effector holds the sealing device, it can be applied over
the crack to seal it effectively. In this paper, the path planning of the end-effector
of a 3-DOF manipulator is presented using intelligent techniques, to ensure that
the end-effector can trace the path over the crack. ANFIS (Adaptive Neuro-Fuzzy
Inference System) is used to address the inverse kinematics problem. The Gaussian
(gauss) membership function is utilized in the ANFIS architecture during the training
process.

Keywords Inverse kinematics + Repair robot - Workspace + ANFIS

1 Introduction

Robotics is the fastest growing industry nowadays. The challenges faced in robotics
range from inspection to repair to path planning to control strategies and positional
accuracy. Robots are generally used to save a human being from laborious and
dangerous work. Recent advances in robotics indicate a growing trend to apply the
principles of robotics for developing maintenance, inspection and repair technologies
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for industrial pipelines. Great dangers are posed to the health of workers involved in
cleaning and repairing operations in industrial pipelines [1]. There are many types
of toxic gases produced especially in sewer pipelines. The primary component of
sewer gas includes hydrogen sulfide, methane, ammonia, and carbon dioxide, which
if inhaled, may lead to death. Further problems exist in the actual conducting of
inspection, maintenance and repairs in real pipelines due to poor accessibility to
various parts of the pipelines, inaccurate fault/leak detection methods, the require-
ment of continual condition monitoring and so on. One of the major problems in
the use of robotics technology in the development of robotic repair technologies is
that repair requires the use of a manipulator system with an end-effector (holding
the tool for repair), to navigate in closed pipelines. Given the restricted diameter of
pipelines and pipeline bends, manipulation of the end-effector becomes problem-
atic. In mathematical terms, manipulation requires the inverse kinematics solutions
to exist [2].

This paper deals with the case of cracks in industrial pipelines. Sewer pipelines,
for example, are made up of concrete and stoneware for smaller dimensions and
brickwork and reinforced concrete for larger dimensions. The crack in a sewer pipe
is generally hairline in nature at the initial stage and gradually increases with time.
The leading cause of cracks in sewer pipelines is improper construction, improper
maintenance, and high traffic load [3]. When it comes to the development of robotic
technologies for repairing cracks, then certain questions arise as to the choice of the
robotic system and its design, the type of end-effector to be used, path planning and
control of the end-effector and so on. One of the most important problems in such a
case is one of path planning as it is necessary to accurately describe the desired end-
effector motion within the physical constraints imposed by the pipeline. In this paper,
a 3-DOF serial robot manipulator is considered which has to navigate an industrial
pipeline bend (shown in Fig. 1) to repair a crack. Figure 1a, b show a schematic of
the problem considered in this paper comprising repair of cracks in a pipeline using a
3-DOF planar robot. The robot, although wheeled, is presumed to remain stationary

Hairline Crack repair
by 3-DOF planner
robot in-side bend

pipe

Hakrline
Crack

(a) (b)

Fig.1 a Line diagram and b cad model, of sewer pipeline with inspection robot
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at the time of repair and only the links (arms) will rotate to guide the end-effector to
carry out the repair.

The guiding of the end-effector for repair requires the computation of inverse
kinematics of the 3-DOF robot. The study of forward kinematics of serial robots is
a simple task, but computing inverse kinematics is more challenging as the relation
between joint space and Cartesian space contain nonlinear term which involves tran-
scendental equation having more than one solution. Although the 3-DOF serial robot
inverse kinematics has been analytically computed in literature [2], more efficient
computational methods are needed when dealing with real-life robots (especially
when DOF is higher than three). Furthermore, to the best of our knowledge, 3-DOF
robotic systems and their use in the repair of cracks has not been investigated. Effi-
cient methods for the computation of inverse kinematics, has in recent years lead to
the use of intelligent techniques. The two most popular soft computing techniques are
artificial neural network and Adaptive Neuro-Fuzzy Inference System [3—6]. These
techniques generate faster input—output relations than analytical methods. In these
techniques, the network is trained by the large data of forward kinematics and the
solution for inverse kinematics is accordingly computed.

The paper is organized as follows. In Sect. 2, the 3-DOF planar robot is described.
In Sect. 3, the ANFIS technique which will use for inverse kinematics computation is
described. In Sect. 4, ANFIS technique is applied for generation of inverse kinematics
of the 3-DOF serial robot. Section 5 compares the ANFIS technique to the analytically
computed inverse kinematics solution developed in literature. Section 6 presents the
conclusion and future work in related areas.

2 Description of 3-DOF Serial Robot

In this work, we have considered a 3-DOF serial robot. The length of the links a, b,
and c are 125 cm, 85 cm, and 65 cm, respectively and all the joints of the manipulator
are rotary. The first link of a robot is fixed on a cart and the last link is connected to a
three-finger gripper as the end effector. The forward and inverse kinematic solutions
have been found analytically in literature [2]. Figure 2 illustrates the line diagram of
the three-arm serial robot.

The forward kinematics, providing the end-effector positions for a given set of
joint angles, can be described as

X3 =a X cosf; +b x cos(d; + 6,) + ¢ x cos(0; + 6, + 63) (D)

y3 =a x sinf; + b x sin(f; + 6;) + ¢ x sin(6; + 6, + 63) 2)

The inverse kinematics relations, describing the joint angles for a given set of
end-effector positions, are as below.
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Fig. 2 Schematic of 3 DOF
serial robotic arm

@ =tan™! (yi> 3)
X3
Xy =X3—CXCOSQ, Y, =y3 —C X sing
2 2 2 2
—a"—b
6, = —cos™! Lty —a 4)
2xaxb
b x sin 6
0, = tan™" %2 —tan~! _oxeme 5
X2 a+b x cosb,
3=¢0—0—0, (6)

The (x1, y1), (x2, ¥2), and (x3, y3) are the end coordinate of link 1, link 2, and
link 3. And 6y, 6,, and 63 are the angle of the respective link. This can be found in
Egs. (1-6). The above Eqgs. (1) and (2) represent the positions, and Eq. (6) illustrates
the orientation of the last link (end-effector) [2].

3 The Intelligent Technique (ANFIS) for Path Planning

ANFIS technique is based on the principle of neural networks and fuzzy logic. The
adaptive neuro-fuzzy inference system was been proposed by Jang and Sun [4]. Both
neural networks and fuzzy logic are model-free estimators and share the common
ability to deal with uncertainties. Details on ANFIS can be found in the reference
[5], which applies ANFIS for control of robotic manipulators. However, for the sake
of completeness, ANFIS is described in brief as below. ANFIS network has five
different layers, namely, nodes layer, membership layer, rule layer, defuzzification,
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Fig. 3 Architecture of ANFIS technique

and output layer for solving the problem. The structure of the ANFIS network is
shown in Fig. 3. The various layers can be described as follows.

Layer 1: Fuzzification layer

In this layer input, x and y are fuzzified by the adaptive node of this layer. For
each crisp input, x and y have fuzzy sets, and attached corresponding membership
functions that give a degree of membership variable with respect to fuzzy sets. These
will be the output of the node. The fuzzy set for crisp inputs x and y are represented by
A;(j =1,2)and B;(j = 1, 2). Moreover, membership functions are represented by
taj(x) and wp;(y). The Membership functions are so many types for this layer like
triangular, trapezoidal, Gaussian, bell shaped, and sigmoid. In this paper, Gaussian
member function [6] is used whose membership value is

_(ra)z
n(x;o,a) =e 27

where parameter o denotes the width of the curve and a shows the distance from the
origin.

Layer 2: Rule layer or product (T-norm operation) layer

In this layer, the node will connect the antecedent part of the rules by using the
algebraic product. The output of this layer will be the product of all incoming input.

W = paj(x) - ugi(y)
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Layer 3: Normalization layer

Each node of this layer receives input from all the nodes of the previous layer and
calculates the firing strength of a given rule. The normalized firing strength of the
Jjth point can be calculated by the jth nodes firing strength to the sum of all rules of
firing strength.

__ W

;= ——
wi + wy

where w; shows the normalized firing strength of given rule.
Layer 4: Defuzzification layer

In this layer, nodes are connected to the corresponding normalization node, and
receives the initial signal x and y. The defuzzification node determines the weighted
consequent value of a given rule which may be represented as follows

w;. fi(x,y) =w(pix +q;y +r;)

where w; represents the normalized weight of rule i, f;(x, y) is the output function,
pi, q; and r; are linear consequent parameters represent the total number of rules in
the rule base.

Layer 5: Summation layer

In this layer, we calculate the overall output of the ANFIS network, by summing all
defuzzification signals from the previous layer.

2 2
2 wifi(x,
Final output = ZWi.fi(x, y) = M
i=1 D Wi

In all of these layers, two types of the node are used first: a square node for
adaption of the parameters, and a circular node which behaves like a fixed node with
no parameter [7-12].

4 Implementation of ANFIS for Computation of Inverse
Kinematics of the 3-DOF Serial Robotic Arm

In this section, the use of the ANFIS approach to find the inverse kinematics of a
3-DOF system is presented. ANFIS works on the principle of training and testing of
the input—output dataset. In the training dataset, the joint variable () is regarded as
an input dataset and the Cartesian coordinates of the robot’s end-effector (x and y)
are considered output datasets. The array of output datasets (x and y) is generated by
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Fig. 4 ANFIS network for computing inverse kinematic solution of a hairline crack

feeding joint angles 01, 6,, and 63 into forward kinematic formulations. The range
of joint angles to form the input—output training dataset is as follows.

0 =m/6:004:7/4, 0, =—7m/2:0.04 :7/3, 63 =—m :0.04 : /6.

After forming the training dataset, for the given data set (61, 6,, and 03), three
ANFIS models are generated (ANFIS 1, ANFIS 2, and ANFIS 3) using genfis
command in MATLAB. Further, in the testing phase, the ANFIS predicted inverse
kinematic solutions (q,42,93) are computed for the desired trajectory using evalfis
command. The relationship between crack trajectory and ANFIS-estimated joint
angles is shown in Fig. 4, as follows [13].

The three training datasets are constituted as (x, y, 61), (x, y, 83), and (x, y, 63)
where total 16 rules are formed considering four MFs for each input parameter. These
rules are responsible for establishing the information base. A total of 10 epochs are
considered after running the training network several times with different number of
epochs. The training process is stopped when specified tolerance level is achieved. By
default, a neuro-fuzzy model uses two network learning methods; backpropagation-
and hybrid-based. The first one uses a gradient descent algorithm [14], while the
second one utilizes the least square method [15] and gradient descent algorithm to
calculate the error. The second one, i.e., hybrid one, is used in this work to train
ANFIS architecture.

5 Results and Discussions

In this section, the numerical simulation results of the application of ANFIS for
computing inverse kinematics solutions is presented. Figure 5 shows the plots of
the various configurations of the manipulator based on inverse kinematics solu-
tions computed (both analytically and using ANFIS). MATLAB has been used for
computational purposes.

In Fig. 5a, the workspace of the end-effector for which the ANFIS network is
trained is shown. In this, we have restricted ourselves to a specified range of 0,
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Fig. 5 a Workspace of end-effector, b the desired coordinate points along the hairline crack, ¢
analytical inverse kinematics solutions by via points, d desired, and ANFIS coordinate point along
hairline crack

0,, and 03 as mentioned in section IV. Because, under training and overtraining
both deviate from the result. Figure 5c shows the desired path along the hairline
crack (i.e. the analytically obtained inverse kinematics solutions). Figure 5d shows
a comparison between the manipulator configurations based on inverse kinematics
solutions obtained analytically when compared to those obtained using ANFIS. The
crack path is assumed as a straight line. And the equation of this straight path is x =
169 units, and y varies from 210 to 70 units.

The error of each point has been shown in Table 1. It is found that the deviation
of the end effector, in this case, is the range of micrometer, which is tolerable for
hairline crack (Table 2).

From Tables 3 and 4, it is found that there is little difference in solutions obtained
analytically and via ANFIS, for joint 1. But at joint 2 and joint 3, the difference
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Table 1 Error in coordinate

279

(X, Y) on a hairline crack

S. No. | Erx (error in X coordinate) | Ery (error in Y coordinate)
in mm scale in mm scale

1 0.0745571300084237 —0.00481438686590536

2 0.241960653390669 0.397849419493977

3 0.0778327574824544 0.115311398387598

4 —0.127632931576937 —0.172405936520187

5 —0.153713787794354 —0.187429139625587

6 0.0222301887538322 —0.0697010733479402

7 0.261517945983374 0.0207083503058215

8 0.414466695796608 0.0331909035000137

9 0.404964936853568 0.00138729688327004

10 0.271482987895453 —0.00414613918066209

11 0.138677114371686 0.0304737618740475

Table 2 Input angles for hairline crack repair by analytical and ANFIS method

S.No. |61a q1 024 q 63a a3
Desired | ANFIS input | Desired ANFIS input | Desired | ANFIS input
input input input

1 1.0806 0.6836 —0.4650 |0.3459 0.2776 0.0781

2 1.1813 0.6266 —0.8063 |0.6682 0.4842 —0.5322

3 1.2335 0.6212 —1.0392 | 0.8496 0.6281 —1.0623

4 1.2623 0.6480 —1.2261 |0.8837 0.7462 —1.4408

5 1.2747 0.6749 —1.3849 | 0.8280 0.8491 —1.6695

6 1.2738 0.6840 —1.5234 | 0.7466 0.9414 —1.8063

7 1.2610 0.6753 —1.6458 | 0.6685 1.0254 —1.9080

8 1.2372 0.6578 —1.7543 | 0.5895 1.1023 —2.0052

9 1.2029 0.6420 —1.8500 |0.4875 1.1726 —2.1016

10 1.1587 0.6354 —1.9336 |0.3402 1.2362 —2.1772

11 1.1053 0.6380 —2.0052 |0.1475 1.2926 —2.2038

is large in comparison to joint 1. The same thing can also be observed in Fig. 6d.
However, one major observation at joint 2 and 3 are the deviation of ANFIS angle
from analytical are opposite in nature, i.e. the error is clockwise in the former and
anti-clockwise in the latter. In other words, joint 2 is having a negative error then joint
3 is having a positive error. Actually in this case, the effect of joint 2 is compensated
by joint 3. Therefore, the resultant effect on the end effector is very negligible.

For every position of the end effector of the 3-DOF robot, there will be two
configurations: one is elbow up, and the other is elbow down solution. Most of the
time, it has been observed that one of the desired solutions goes outside the pipe. In
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Table 3 Minimum and maximum error at respective joint (analytical elbow up)

Joint Error at joint 1 Error at joint 2 Error at joint 3

1 0.396983699061118 —0.810950179446667 0.199490637913691
2 0.554784578996670 —1.47456901099477 1.01644464429932
3 0.612256700725698 —1.88878363824177 1.69037518341620
4 0.614312184311730 —2.10975417391159 2.18702873949296
5 0.599810755512012 —2.21281401356801 2.51864819730823
6 0.589810316223132 —2.27000109735052 2.74774470457943
7 0.585690231910501 —2.31425074258355 2.93342931086449
8 0.579389373339927 —2.34370781161512 3.10752267331058
9 0.560917890200388 —2.33750503793550 3.27415638337131
10 0.523312710551048 —2.27385696963490 3.41335580534757
11 0.467385502596472 —2.15269124541966 3.49634496759702

Table 4 Error at the respective joint when elbow down position

Joint Error at joint 1 Error at joint 2 Error at joint 3

1 0.0221148674188520 0.119075845312667 —0.355666555203377
2 —0.089420238726995 0.138106342079596 0.0479741089486149
3 —0.209852045701527 0.189533659322347 0.434166632279309
4 —0.345353877058462 0.342354897212324 0.694585729739234
5 —0.471660765967208 0.556889981546427 0.820415723673008
6 —0.574200129305971 0.776807747828878 0.864946304929136
7 —0.655079620217825 0.977328199610135 0.882620220799133
8 —0.724497817869547 1.16480348693352 0.902898565971418
9 —0.793945662925160 1.36252737460883 0.928987523952533
10 —0.871627896903169 1.59340845237608 0.941030990790800
11 —0.957937135146601 1.85776840685764 0.911207953062787

this case, the elbow-down solution is going outside the sewer pipe. The error at joint
angles 1, 2, and 3 are shown in Table 4 when the elbow is in down configuration.

6 Conclusion and Future Work

In this work, the inverse kinematics of a 3-DOF robot has been determined by ANFIS
technique. The technique has applications in the development of robotic technologies
for hairline crack sealing. ANFIS supports potential conformity and involves compu-
tational cost. The main advantage of ANFIS is to solve non-linear, transcendental,
and non-closed form solutions for higher DOFs manipulators without analytically
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Fig. 6 a The input of the Desired and ANFIS angle for the first joint, b the input of the Desired
and ANFIS angle for the second joint, ¢ the input of the Desired and ANFIS angle for third joint,
d the error of joint angles at respective point

finding the inverse kinematic solutions. Once the network is trained for a given
workspace then the chances of error for a given workspace are less in this method.
The above-mentioned intelligent method is currently being investigated for the case
where obstacles exist in the path of crack and even in the path of the robot. Further-
more, the intelligent technique is also being investigated in the case of collaborative
robots whose end-effectors can simultaneously follow the path of the crack in a
synchronized manner. Thus, these results may be helpful in 3D space path planning.
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