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Preface

We hereby are delighted to announce that Manchester Metropolitan University,
Manchester, UK, and Universal Inovators have hosted the eagerly awaited and much
coveted International Conference on Computing and Communication Networks
(ICCCN-2021) in virtual mode during November 19–20, 2021. The conference has
attracted many high-quality submissions and stimulates the cutting-edge research
discussions amongmany academic pioneering researchers, scientists, industrial engi-
neers, students with the reception of papers including more than 1150 authors from
different parts of the world. The committee of professionals dedicated toward the
conference is striving to achieve a high-quality technical program with tracks on
Networks and Computing Technologies, Advances in Artificial Intelligence and
Machine Learning, Security and Privacy, Emerging Topics in 5G/6G Communi-
cation Systems, Cyber Physical Systems, Emerging Trends in Data Analytics, Cyber
Security for Industry 4.0 and Smart and Sustainable Environmental Systems. All
the tracks chosen in the conference are interrelated and are very famous among
present-day research community. Therefore, a lot of research is happening in the
above-mentioned tracks and their related sub-areas. More than 210 full-length
papers have been received, among which the contributions are focused on theoret-
ical, computer simulation-based research, and laboratory-scale experiments. Among
these manuscripts, 53 papers have been included in the Springer proceedings after
a thorough two-stage review and editing process. All the manuscripts submitted to
ICCCN-2021 were peer-reviewed by at least two independent reviewers, who were
provided with a detailed review pro forma. The comments from the reviewers were
communicated to the authors, who incorporated the suggestions in their revised
manuscripts. The recommendations from two reviewers were taken into considera-
tion while selecting a manuscript for inclusion in the proceedings. The exhaustive-
ness of the review process is evident, given the large number of articles received
addressing a wide range of research areas. The stringent review process ensured that
each published manuscript met the rigorous academic and scientific standards. It
is an exalting experience to finally see these elite contributions materialize into a
volume as ICCCN-2021 proceedings by Springer entitled “International Conference
on Computing and Communication Networks.”

xi



xii Preface

ICCCN-2021 invited three keynote speakers, who are eminent researchers in the
field of computer science and engineering, from different parts of the world. In addi-
tion to the plenary sessions on each day of the conference, five concurrent technical
sessions are held every day to assure the oral presentation of around 53 accepted
papers. Keynote speakers and session chair(s) for each of the concurrent sessions
have been leading researchers from the thematic area of the session. A technical
exhibition is held during all the 2 days of the conference, which has put on display
the latest technologies, expositions, ideas and presentations. The research part of the
conference was organized in a total of 15 special sessions and 2 workshops. These
special sessions and workshops provided the opportunity for researchers conducting
research in specific areas to present their results in a more focused environment.

An international conference of such magnitude and release of the ICCCN-2021
proceedings by Springer have been the remarkable outcomes of the untiring efforts
of the entire organizing team. The success of an event undoubtedly involves the
painstaking efforts of several contributors at different stages, dictated by their devo-
tion and sincerity. Fortunately, since the beginning of its journey, ICCCN-2021 has
received support and contributions from every corner. We thank them all who have
wished the best for ICCCN-2021 and contributed by any means toward its success.
The edited proceedings volume by Springerwould not have been possiblewithout the
perseverance of all the steering, advisory and technical program committeemembers.

All the contributing authors owe thanks from the organizers of ICCCN-2021
for their interest and exceptional articles. We would also like to thank the authors
of the papers for adhering to the time schedule and for incorporating the review
comments. We wish to extend our heartfelt acknowledgment to the authors, peer-
reviewers, committee members and production staff whose diligent work put shape
to the ICCCN-2021 proceedings. We especially want to thank our dedicated team of
peer-reviewers who volunteered for the arduous and tedious step of quality checking
and critique on the submittedmanuscripts. Themanagement, faculties, administrative
and support staff of the university have always been extending their serviceswhenever
needed, for which we remain thankful to them.

Lastly, we would like to thank Springer for accepting our proposal for publishing
the ICCCN-2021 proceedings. Help received fromMr. Aninda Bose, the acquisition
senior editor, in the process has been very useful.

Manchester, UK Ashish Khanna
Deepak Gupta

Organizers and Conveners
ICCCN-2021
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Dilek Bilgin Tükel Doğuş University, Istanbul, Turkey

Sreedevi Uday Department of Computer Science and Engineering, Amrita School
of Engineering, Amrita Vishwa Vidyapeetham, Bengaluru, India

M. Ugur Seker Orion Innovation Turkey, Istanbul, Turkey

Huong Nguyen Van Viettel Solutions, Hanoi, Vietnam

Linh Nguyen Van Viettel Solutions, Hanoi, Vietnam

Quang Than Van Viettel Solutions, Hanoi, Vietnam

Emrecan Varyok Department of Automotive Engineering, Atılım University,
Ankara, Turkey

Praveena Vasudevan Department of ECE, SRM Institute of Science and Tech-
nology, Deemed to be University, Kattankulathur, Chennnai, India

Rachit Verma Centre for Development of Advanced Computing (C-DAC), Hyder-
abad, India

Courboulay Vincent IT, Image, Interaction Laboratory (L3I), University of La
Rochelle, La Rochelle, France

Sonali Vyas University of Petroleum and Energy Studies, Dehradun, India

Arun Kumar Yadav National Institute of Technology, Hamirpur, HP, India

Divakar Yadav National Institute of Technology, Hamirpur, HP, India

Qifan Yang School of Software, Dalian University of Technology, Dalian, China

Xulu Yao Manchester Metropolitan University, Manchester, UK

Moi Hoon Yap Manchester Metropolitan University, Manchester, UK



xxviii Editors and Contributors

Tan Shy Yu Institute of Computer Science and Digital Innovation (ICSDI), UCSI
University, Kuala Lumpur (South Wing), Malaysia

Atef Zaguia Department of Computer Science, College of Computers and Infor-
mation Technology, Taif University, Taif, Saudi Arabia

Yanlong Zhang Manchester Metropolitan University, Manchester, UK

Xiao Zheng School of Computer Science and Technology, Shandong University of
Technology, Zibo, China



Intelligent System for Acquiring
Knowledge by Converting Arabic
Speech to Text

Amany S. Elsharawy, Atta E. Alalfy, Elsaeed E. AbdElrazek,
and Ahmed A. Ewees

Abstract The purpose of this study is to acquire the required knowledge resulting
from converting Arabic speech into text. This system passes through some stages.
The initial stage is “system training.” This stage starts with identifying the lecturer's
sound in different frequencies and then saving it upon an audio file and then
converting it from analogue waves into digital ones; this is called “the prepro-
cessing path.” The properties of this audio file are then extracted and stored within a
template. The second stage is “system testing.” This stage compares the new sound
file with the one previously stored on the system directory by comparing certain
features. When the sound characteristics are matched using a similarity scale, the
selected sound file has been identified. The third stage is printing the words into a
text document. The next stage revises the resulting words according to specific rules
identified by the proposed system itself. The final stage extracts the knowledge
from the revised text. The proposed system is evaluated using Arabic dataset; it
contains Arabic speech collected from different person types and ages. The
experiment tests the system under three different recording modes, namely normal,
quick, and loud. The results showed that the proposed system is effective in
acquiring knowledge from converted Arabic speech to text especially with normal
recording mode in Arabic speech recognition and classifying the fields.
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1 Introduction

Despite the progress accomplished in the area of speech communication and Arabic
speech recognition (ASR), it is still considered one of the most important fields
calling for extensive research [1]. The conversion of speech into text is among the
most important fields of language processing. Converting Arabic speech into text is
a challenge to most researchers dealing with Arabic language. Arabic is known to
be one of the most challenging morphological complex languages [2–8]. As a
result, the development of ASR or automatic speech recognition is a significantly
difficult task. Arabic language is known to have a high number of dialects, which
we use in our daily communications. There is a considerable difference between
these dialects and the research dealing with them [9]. Splitting speech targets the
split of speech input signals into a number of basic units or words, and defining the
beginnings and ends of these units (words, syllables, or phonemes) [10]. Another
approach to identify the pronunciation variation is by using the phonological rules
of this language that considers the phonetic variation through ASR pronunciation
dictionaries [11]. The influence of phonological rules in Arabic speech recognition
shows that the performance of ASR can be improved by eliminating the mismatch
between the speech and the text used in training the audio model [12]. Employing
phonological rules for the ASR dictionary adaptation is classified as a
knowledge-based (kb) approach; however, data-driven is another option for the
pronunciation variation. Hence, both approaches introduce some variants to gen-
erate phonetically rich dictionary pronunciation that might alleviate the acoustic
changes on the performance. Modeling pronunciation variation includes two types,
the within-word and the crossword pronunciation variation [13]. Although
extracting knowledge is creating knowledge from structured (like relational data-
bases and XML) and unstructured sources (like images, text, and documents), the
obtained knowledge must be in a specific format that is readable and interpreted by
machines, and must express knowledge in a facilitated manner. Even though natural
language processing (NLP) and extract transform load (ETL) extraction of infor-
mation are methodologically similar, the most important factor is that the extraction
results go beyond creating structured information or transforming into a relational
scheme. It needs the reuse of the existing information or generating a new scheme
based on the source data [13].

Many studies were involved in the ASR field as the authors of [14] proposed a
system for converting Arabic speech to text using recurrent neural networks
(RNNs). It used a character-based decoder to avoid using a word lexicon. It also
applied connectionist temporal classification as an objective function. The corpus
contained 1200 h of broadcast programs. The error rate reached of 12.03% for
non-overlapped speech. Furthermore, another ASR system was presented by [15] to
recognize 260 h of recorded files, and its experiment provided a good result than
the compared method and indicated that providing a less information in training
phase about the data was better than providing inaccurate information.
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In this regard, this paper proposes an intelligent system to obtain knowledge
from a text resulting from converting Arabic speech into this text. Therefore, the
main contribution of this paper is to propose a system to convert Arabic speech to
text besides classifying the domains of this text automatically.

The proposed system includes many stages, which are: (1) the training stage,
(2) the testing stage, (3) the extracting knowledge stages. In the next sections, we
will review the details of the previously mentioned stages, whereas Sect. 2 illus-
trates the used method. Section 3 includes the proposed framework. Section 4
includes building-specific sound dictionary. Section 5 includes converting sound to
text. Section 6 includes extracting knowledge phase. Section 7 shows the experi-
ment. Section 8 concludes the paper.

2 Methods and Material

This section describes different methods used in this paper.

2.1 Speech Duration

It is very important to determine the time durations of each emotion statement. Both
voiced and non-voiced parts are included in these times, which contribute to
emotion. The ratios of voiced and unvoiced durations of emotion statements are
considered as one of the parameters of feature recognition [14]. In order to separate
the voiced and unvoiced parts of a signal, zero crossing rate (ZCR) and short time
energy (STE) methods are used. The STE method is used in this paper. The process
of detecting the signal voiced and unvoiced parts using STE method is illustrated as
follows [16]: (1) Calculate the average energy (Eav) for (Ev) and use it as a
threshold level. (2) Compare elements of (Ev) with (Eav). (3) If En > Eav, then
Framen is “voiced frame”: Add n to (FNv), else Framen is “unvoiced frame,” where
FNv vector contains frame numbers for the voiced parts. (4) Reconstruct signal for
the voiced parts using (FNv). These durations are calculated from original signal
and signal for the voiced parts as follows:

Ds ¼ Len xð Þ=fs; Dv ¼ Len xvð Þ=fs; Du ¼ Ds� Dv ð1Þ

where Ds is duration of the original signal (voiced + unvoiced) parts, Dv is
duration of voiced parts, bDu is duration of unvoiced parts, Len(x) is length of
original signal, and Len(xv) is length of signal for the voiced parts. Consequently,
five proposed features are extracted from signal durations.
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2.2 Speech Rate

There is a significant connection between speech rate and different modes. Humans
tend to speak faster when they get excited than in cool mood. So, anger, fear, or
high-frequency content emotions might have a higher speech rate than neutral or
sad or low-frequency voices. For an utterance, the average speaking rate (Sr) can be
estimated as follows [17]: Sr ¼ nw

Ds, where nw is the number of words in utterance.
Ds is the duration of the original signal (voiced + unvoiced) parts. Calculating
number of words in a signal is explained as follows [16]: (1) Detect difference
between FNv elements and put differences in DFv vector. (2) If Difn > 1, then
replace Difn by “1,” else replace Difn by “0.” (3) Count the number of DFv
elements that is equal to “1” and put the output in C. (4) Calculate nw as follows:
(nw = C + 1). (5) Compute the average of speaking rate through nw divided by Ds.

2.3 Energy

The intensity of the spoken signal generated by energy is highly associated with
different modes. Speech signals of happy and angry emotions have much higher
energy than sad emotions [18, 19]. The function of short-term energy is to extract
the value of energy in each speech frame. The energy of each frame is calculated by
[20] E ¼ PN�1

n¼0 Si nð Þj j2, where E is energy of each frame, si(n) denotes the ith
frame of the speech signal s(n), and N is the total number of samples in a frame or a
window (frame length). After applying previous equation for all frames in a signal,
a vector of energies (Ev) is obtained. It consists of number of energy values for all
frames in the signal. Consequently, in this paper, five proposed features are
extracted from Ev. These features are: mean (Em), max (Emx), min (Emn), median
(Emd), and standard division (Esd).

2.4 Formant

Formants, or vocal tract resonances, have a significant role in studying both speech
production and perception, particularly with using vowels [21]. Formant is one of
the most important parameters to reflect sound track features. First, linear prediction
is applied in order to calculate the 14 order prediction coefficients. Those coeffi-
cients are then used to estimate the sound track frequency response curve. Finally,
the peak picking method is adopted to calculate the frequency of every formant
[22]. Emotional states alter the shape of the vocal tract. Formant is an acoustic
resonance of the human vocal tract. It is measured as an amplitude peak in the
frequency spectrum of the sound [23]. The first three formants F1, F2, and F3 are
extracted by using linear predictive coding (LPC) filter as shown in [24]. Three
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vectors (F1v, F2v, and F3v) are acquired for all frames in a signal. Then, the
average for each vector is calculated to obtain total F1, F2, F3 for all frames.
Finally, five proposed features are extracted from signal formant frequencies as:
FSet3 = {F1, F2, F3, F2/ F1, F3/ F1}.

2.5 Pitch

Pitch is fundamental frequency of speech signal. It is the periodic time of a wave
pulse produced by compressing air through the glottis from the lungs. When the
emotions of a person change, his/her biological characteristics like blood pressure
and flow of air from the lungs change as well. So, extracting this feature helps to
identify the emotions of a person [25]. By using the autocorrelation method, the
pitch of all the speech can be estimated, as explained in [26]. After applying it for
all frames in the signal, a vector of frequency pitch (FPv) is obtained. Consequently,
five proposed features are extracted from FPv. These features are: mean (FPm), max
(FPmx), min (FPmn), median (FPmd), and standard division (FPsd).

2.6 MFCC

MFCC is considered as among the best distinctive features of recognition problems.
MFCC is based on the characteristics of the human ear's hearing and perception that
utilizes a nonlinear frequency unit to simulate the human auditory system [27].
MFCC includes a few steps. These steps are explained in [28]. After applying
MFCC for input utterance, it is transformed into a sequence of acoustic vector. The
statistical features mean (Mm), standard division (Msd), median (Mmd), skewness
(Msk), and kurtosis (Mku) are calculated from the acoustic vector. As a result, five
proposed features are extracted from signal MFCC.

3 The Proposed Framework

The proposed framework contains three stages as follows: The first stage (the
training stage) is considered to be the basic structure of the sound system. It is based
and trained on the input sounds that the system identifies and stores. This stage
consists of some many substages, the first of which is obtaining the required sound
by recording a person’s sound in various tone frequencies. The input file is then
converted from analogue waves to digital ones. This is known as the “preprocessing
path.” The next step removes noise and pollution, to obtain pure sound that can be
processed. The sound words are then decoded in a specific sound dictionary tem-
plate, a text name is added, and an equivalent domain code is used. Each word has
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been recorded a number of times, depending on the recording mode. The next stage
is to extract some sound features to be stored within a template for later in the stages
for processing the sound to be converted. The next stage comes to extract some of
sound features stored in forms within the template to dependence later in the stages
of processing the sound to be converted. The second stage is the testing stage. In
this stage, the system is tested by converting the selected sound file into a text file,
passing through several substages starting with reading the sound file and gener-
ating an initial processing for it. Another substage of processing starts with the
process of splitting the sound file into words by using a certain set of parameters
that will be listed later. These words are organized in a queue, so that it will be easy
to handle their comparison and testing according to the system of the initial input
word. Each word in the queue is compared to the sound dictionary stored in the
databases, by comparing extract features for each case. When the characteristics are
matched by a similarity scale, this means that the desired result has been reached,
which is identifying the sound file. The next step is printing the word in a text
document. The third stage) the extracting knowledge stage) includes a number of
substages. This stage can be explained as how to extract kb from the text. This text
was obtained from recognition, processing, and printing of the converted spoken
sound to a text file. Figure 1 shows the steps of the proposed method.

4 Building Spoken Word Dictionary

The main step in the conversion of spoken words into written text is generating a
sound word dictionary. This dictionary is used as a reference source in the matching
of words. The detailed steps of this flowchart are explained as follows:

Fig. 1 Steps of the proposed method
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4.1 Perform Word Template

The dictionary is made by using a word template. This template was designed by
the authors. Each word is recorded by the user in different modes (normal, quick,
and loud). The words are related to different domains.

4.1.1 Word Class Number

The first field in the template represents the word class number (WID). It consists of
three digits beginning with the number (000) and ending with the number (999).
This number of digits may be increased or decreased according to number of word
classes.

4.1.2 Spoken File Name

The second field in the template represents the spoken file name. This field includes
two blocks. The first block is the sound word name (W) in which the spoken word is
recorded. The second block is called the recorded word mode. The selected
recording modes are normal, quick, and loud.

4.1.3 Equivalent Text Word(s)

The third field in the template is the equivalent text word(s) (EW). Different words
can be expressed for each recorded word, according to their classification within the
used field. A single Arabic word may have various equivalent meanings according
to the given domain. Each word is recorded by the user in different modes. For
example, the word “ ملع ” has more than one meaning that varies according to the
domain such as “ هيار ” and “ روهشم ”. This part is useful in case of refining the
translation.

4.1.4 Domain Code

The fourth field in the template is the domain code (DC). For eight domains, DC
may include three digits to express a specific domain. These fields are categorized
to make it easier to determine where the words are stored for the keyword. For
example, the domain name “Artificial intelligence” is coded with [0 0 0], whereas
the “databases” is coded [0 0 1] and so on.
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4.1.5 Feature Extract of Spoken Words

The fifth field is called the extracted features (EF). It is the vector that consists of
the sound features. These features will be demonstrated later.

4.2 Record Sound Word

In this stage, the words in the spoken word dictionary, which have been compiled
from specialized journals and research in the selected field, are recorded.

4.3 Retrieve Sound Word

In this stage, the previously recorded sounds in the audio files are retrieved one by
one.

4.4 Extract Features of Spoken Word

In this stage, the features of the stored file are extracted. A set of features are drawn,
as in Sect. 2, in order to make each audio file distinct from its peers. In the step of
signal recognition, certain features are used to identify each class of signal from the
other. The signal space has a high dimensionality. The purpose of feature extraction
is to help the system to identify the inputs [29, 30].

5 Converting Sound to Text

The converting of sound into text passes through different stages as in the following
procedural steps: Read required sound files (s.f). (2) Preprocess (s.f). (3) Split (s.f)
into words. (4) Perform queue from split spoken words. (5) Determine number of
spoken words in the queue. (6) Extract query features vector of each word in the
queue. (7) Pattern discrimination. (8) Open a text file and add recognized words or
add (unknown). (9) Consult kb for text refinement. (10) Save text file.
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5.1 Sound Acquisition

This stage includes the process of recording different sounds using the microphone
in specific environmental conditions to avoid high rates of noise distractions and
disturbances that influence the quality of the entered sounds. Each voice speaks for
a specified period of time and specific number of words, sentences, or paragraphs
related to the pronunciation method to clearly distinguish the entered words.

5.2 Sound Preprocessing

Before feature extraction, the speech signals are normally preprocessed. This
enhances the accuracy and efficiency of the process of feature extraction. The
preprocessing stages are filtering, framing, and windowing.

5.2.1 Filtering

In order to decrease the noise effect, filter operation is performed. That can be done
using the high-pass filter. Special flattening is performed by the process of
pre-emphasis using a first-order finite impulse response (FIR) filter. Compensating
the highfrequency part suppressed during the sound production mechanism of
humans—is the main goal of pre-emphasis [31]. The following formula shows how
pre-emphasis is done s2 nð Þ ¼ s nð Þ � �a � s n� 1ð Þ, where s(n) is the input spoken
signal, s2(n) is the output signal of filter, and A is the pre-emphasis parameter.

5.2.2 Framing

There has always been a finite length to the pre-emphasized speech signal. Its
quasi-stationary nature is the cause of its not being usually processed. Through
blocking the speech signal into short frames of N samples, it can be regarded as
stationary [20].

5.2.3 Windowing

To minimize the disruptions at both the starting and the end of each frame, win-
dowing is done. The ultimate goal here is reducing the spectral distortion through
using the window to reduce the signal to zero at the beginning and end of each frame
[32]. The Hamming window is used in this system, which has the form below [33]:
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w nð Þ ¼ 0:54� 0:46 cosð 2pn
N � 1

Þ; 0� n�N � 1 ð2Þ

5.2.4 Framing and Windowing

It is a fact that speech signal is non-stationary, but this signal normally has sta-
tionary at a specific time range (20_40 ms), basically short windows or frame.
Speech signal will be split up into various frames and then processed in the framing
process [34].

5.3 Splitting Sound

Recently, great efforts have been exerted to find a solution to the problem of
classifying speech into: silence/voiced/unvoiced parts of splitting audio frames and
classifying it [35]. In this procedure, the formerly attained audio file is divided into
words depending on certain technique using the MFCC that are useful to increase
both the performance and the accuracy of recognition systems.

5.4 The Queue of Words

Queue is defined as a sequence or a line of some people or even vehicles waiting for
their turn in order to be served or to proceed. Here, they are represented in a stored
spoken word list in order to be recoverable in a clear order, normally the
in-insertion order [36]. The first word waits till the speech end fills the queue and
this is recognized as enqueue. Various operations are performed with special audio
processing. On extracting the special qualities, a process to compare them with the
words stored in the dictionary is performed to attain the corresponding word and
insert them into a text file before writing them. We call this process dequeue.
A linear data structure or a type of abstract data is also definitions of queue, exactly
like stack data structure, where we insert the first element from the end called the
REAR (tail) removing an already existing element occurring from the other end
which is called FRONT (head). This makes queue what is called first-in, first-out
(FIFO) structure of data, which explicit that first inserted element will be cleared
away first. The process of adding an element into queue is known as enqueue while,
dequeue refers to the process of clearing away an element from queue.
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5.4.1 Perform Queue for Spoken Words

This is an expression that refers to the audio files already extracted and arranged in
the queue. Every single spoken word is finished in its due order in this line, and
then every word in order is reached to the last one. Then, any set of words that are
pronounced can be stored in the queue so as to fill the first word from the speaker
until the conversation end.

5.4.2 Methodology of Queue

Life stacks is an abstract data structure. A queue is open at both ends. Enqueue is
one end that is used for data insertion, while “Dequeue” is the other end used for
data removal. First-in, first-out methodology is adopted by queue. FIFO order of
data items—maintained by queue—is useful in producer–consumer situations,
where a code portion is creating data that can be used by some other portion [37].

5.4.3 The Operations of Queue

Initializing the queue may be involved by queue operations and then can be utilized
and after that removing it completely off the memory. The following are the main
operations related to queues [38]—(1) Enqueue: Add (store) an item to the queue;
(2) Dequeue: Remove (access) an item from the queue.

5.5 Extract Query Feature Vector of Queue

Here, in this stage, the features of every single word in the queue are extracted in
the order of receipt. These features are stored in the queue word feature vector
divided by the number of these words.

5.6 Pattern Matching

In this step, every single word in the queue word feature vector that is extracted will
be compared with the (Swd). When there is a matching with a feature of a word,
then it can be decoded and appended to the file of the text.
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5.7 The Result of Transforming Sound to Text

Determining similar words are included in this stage, even (one word, binary and
also three-words). Next phase, the matching words will be appended to the file of
the text.

6 Extracting Knowledge

It is important to extract modern knowledge from speech; such knowledge can be
used in the process of education. This stage explains how to extract kb from the
text. The text resulted from recognition, processing, and printing of the converted
spoken sound to a text file as follows: 1—Build a knowledge base containing a set
of general and special rules. 2—Refine translation by comparing the text written in
the rule set of knowledge rules. 3—Determine the number of terms (singular—
binary—trilateral). 4—Terminology in its own domain. 5—Determine the number
of words for each domain. 6—Determine the domain type of the research paper.

Some general rules: If word contain possessive pronouns such as: { –هباتك–يباتك

امهباتك–مهباتك–امكباتك–مكباتك–مهباتك–كباتك }, then strip off word to `̀ باتك ''. If one word
is member of the set: { –بتكا–يبتكت–نيبتكت–بتكي–اوبتك–ابتك–امتبتك–تبتك–بتك

نبتكا–اوبتكا–ابتكا–يبتكا }, then strip off it to the verb `̀ بتك ''. If the WSi or WDj or
WTn includes the possessive pronouns such as: { –امكل–كل–يل–نهل–امهل–اهل–هل

نكل-مكل–انل }, then the repetition (p) = 0.

7 Experiment

The main difference between voice and speech recognition is how they are being
used. Both of them are completely different from each other. Speech recognition
aims to reach the spoken words; thus, programs of speech recognition remove all
the individual idiosyncrasies like accents to identify words, whereas the purpose of
voice recognition is to identify the individual speaking words instead of the words
themselves. Voice recognition is also known as speaker recognition, as it ignores
the words and helps to identify the speaker.

This study illustrates how the speech is recognized and converted into text,
rather than recognizing the individual's voice and interpreting it. This research has
completed its practical part using the Google Speech (API) application program-
ming interface. As it is considered one of the first studies that use this interface in
applications related to sound recognition, as mentioned in Abdel Hamid et al. [39],
it supports modern standard Arabic language. Google developed cloud
speech-to-text service application used to convert Arabic speech or audio file to text
using a deep learning neural network algorithm. Cloud speech-to-text service
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allows its translator system to directly accept the spoken word to be converted to
text and then translated. The service offers an API for developers with multiple
recognition features. This application is composed of 2 steps:

The first step is about speech recognition, it works get a previous recorded
sound in a wav file format, and this file should contain a spoken paragraph which
will be converted to a written paragraph. This audio file can be acquired by
choosing a file from pc or recording the audio file using the application. After that,
the application reads the audio file and normalize it to reduce the variety in the
frequency. When we are talking about the speech recognition, it is easier to rec-
ognize small files than big files. In order to do so, we need to split the big sound file
into small files, each file can contain a word or two, and with this way the
recognition process will be more accurate. The application splits the sound file by
detecting the small frequencies in its wave; these small frequencies represent the
silence between words. After splitting the sound file, we can recognize it using
Google Speech API. The system GUI deals with the speech, by either calling it if it
was previously stored or direct recording of the speaker to start the recognition task.

The second step is to classify the recognized text into its field, in order to do that
we need a pre-trained model that can classify text. We used SANAD dataset to
perform this step. To train the model we used random forest as a classifier. After
training the model, we saved it and load it in the application so the recognized text
can be classified easily. The application was conducted on a sample of 10 indi-
viduals, five females and five males, so that each individual recorded the audio file
of the selected piece three times; each time, the recording was done in a different
mood. Both correct and confusing words were extracted which have not been
identified definitively and collecting data, and the achieved result is shown in
Table 1a.

Table 1a shows the results of the “Mann–Whitney” test for the significance
between the averages of the words number for both the males and females’ groups
in word case for normal mod, where the values of “Z” for all the word case have
proven insignificant, which indicates that there is no difference between the two
groups: males and females. The average value of the words number for the case
correct for the males’ group has reached (140.60) with percentage (96.30%),
whereas the average of the words number for the females’ group has reached
(142.80) with percentage (97.81%). And the average of the words number for the
case confused for the males’ group has reached (3.40) with percentage (2.33%),
whereas the average of the words number for the females’ group has reached (2.60)
with percentage (1.78%). And the average of the words number for the case un-
known for the males’ group has reached (2.0) with percentage (1.37%), whereas the
average for the words number for the females’ group has reached (0.60) with
percentage (0.41%). Table 1b shows the results of the “Mann–Whitney” test for the
significance between the averages of the words number for both the males and
females’ groups in word case for quick mod, where the values of “Z” for all the
word case have proven insignificant, which indicates that there is no difference
between the two groups: males and females. The average value of the words
number for the case correct for the males’ group has reached (134.60) with
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percentage (92.19%), whereas the average of the words number for the females
group has reached (136.80) with percentage (93.70%). And the average of the
words number for the case confused for the males’ group has reached (6.40) with
percentage (4.38%), whereas the average of the words number for the females’
group has reached (6.0) with percentage (4.11%). And the average of the words
number for the case unknown for the males’ group has reached (5.0) with per-
centage (3.42%), whereas the average for the words number for the females’ group
has reached (3.20) with percentage (2.19%). Table 1c shows the results of the
“Mann–Whitney” test for the significance between the averages of the words
number for both the males and females’ groups in word case for loud mod, where
the values of “Z” for all the word case have proven insignificant, which indicates
that there is no difference between the two groups: males and females.

The average value of the words number for the case correct for the males’ group
has reached (138.0) with percentage (94.52%), whereas the average of the words
number for the females’ group has reached (142.29) with percentage (96.03%). And
the average of the words number for the case confused for the males’ group has
reached (4.20) with percentage (2.88%), whereas the average of the words number
for the females’ group has reached (3.60) with percentage (2.47%). And the average
of the words number for the case unknown for the males’ group has reached (3.80)
with percentage (2.60%), whereas the average for the words number for the females’
group has reached (2.20) with percentage (1.51%). The proposed system showed
acceptable performance in recognizing the words in different modes, as it correctly
recognized 95.09%, 92.95%, and 95.27% of words in normal, quick, and loud mode,
respectively. It also recognizes the words as “confused” with 2.05%, 4.25%, and
2.67% of words in normal, quick, and loud mode, respectively. In addition, it
recognizes the words as unknown words with 0.89%, 2.81%, and 2.05% of words
in normal, quick, and loud mode, respectively, as shown in Table 2.

The text classification part is performed in two steps as follows. First step is the
preprocessing phase to generate features to help the classifier in the classification
task. Second step is the evaluating phase of the results using a machine learning
classifier. In the preprocessing, we first used count vectorization. Count vector-
ization is used to transform a given text into a vector on the basis of the frequency
(count) of each word that occurs in the entire text. Then, we extracted TFIDF
features. Whereas in the classification step we used the random forest classifier, we
split the dataset into training and testing (70%: 30%); then, we manually compute

Table 2 Ratios of the word cases during the different modes

Word case Speech mod

Normal (%) Quick (%) Loud (%) Average (%)

Correct 97.05 92.95 95.27 95.09%

Confused 2.05 4.25 2.67 2.99

Unknown 0.89 2.81 2.05 1.92

Total 100 100 100 100
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the results as in the following: accuracy: 96.1, sensitivity: 88.6, specificity: 99.5,
and f-measure: 90.3. These results prove that the proposed system effectively
converts Arabic speech to text and successfully classify them in different fields.

8 Conclusions and Future Works

Nowadays, Arabic speech recognition is considered as an important trend among
the researchers. It is a useful way to activate electronic and technological to
facilitate the educational burden. This is in line with what is also recommended by
various scientific papers in activating the use of artificial intelligence in our various
fields of life and education. This paper proposed an intelligent system for acquiring
knowledge by converting Arabic speech into text, where the research presented to
deal with the recognition of the readable voice in the Arabic language, activating
the use of Google ABI application interface, and extracting knowledge by speci-
fying the field to which the converted text belongs according to the specific sample.
The paper’s experiment relied on a dataset collected from different participants in
different ages. The results showed good performances for the proposed system and
promising future for Arabic speech recognition. In the future work, the proposed
system may be applied and developed on different platforms such as mobile phones
and tablets.

References

1. G. Hemakumar, P. Punitha, Speech recognition technology: a survey on Indian languages. Int.
J. Inf. Sci. Intell. Syst. 2(4), 1–38 (2013)

2. A. Ali, Y. Zhang, P. Cardinal, N. Dahak, S. Vogel, J. Glass, A complete kalbi recipe for
building Arabic speech recognition systems, in Spoken Language Technology Workshop
(SLT) (IEEE, 2014), pp. 525–529

3. A. Farghaly, K. Shaalan, Arabic natural language processing: challenges and solutions. ACM
Trans. Asian Lang. Inf. Proces. (TALIP) 8(4), 14 (2009)

4. E. Othman, K. Shaalan, A. Rafea, Towards resolving ambiguity in understanding Arabic
sentence, in International Conference on Arabic Language Resources and Tools, (NEMLAR,
2004), pp. 118–122.

5. M.M. Gaheen, R.M. ElEraky, A.A. Ewees, Automated students Arabic essay scoring using
trained neural network by e-jaya optimization to support personalized system of instruction.
Educ. Inf. Technol. 26(1), 1165–1181 (2021)

6. A.A. Bialy, M.A. Gaheen, R.M. ElEraky, A.F. ElGamal, A.A. Ewees, Single Arabic
document summarization using natural language processing technique, in Recent Advances in
NLP: The Case of Arabic Language (Springer, Cham, 2020), pp. 17–37

7. M.N. Arafa, R. Elbarougy, A.A. Ewees, G.M. Behery, A dataset for speech recognition to
support Arabic phoneme pronunciation. Int. J. Image Graph. Signal Process. 11(4), 31 (2018)

8. S.M. Elatawy, D.M. Hawa, A.A. Ewees, A.M. Saad, Recognition system for alphabet Arabic
sign language using neutrosophic and fuzzy c-means. Educ. Inf. Technol. 25, 5601–5616
(2020)

16 A. S. Elsharawy et al.



9. M. Menacer, O. Mella, D. Fohr, D. Jouvet, D. Langlois, K. Smaili, An enhanced automatic
speech recognition system for Arabic, in The third Arabic Natural Language Processing
Workshop-EACL 2017 (2017)

10. H. Frihia, H. Bahi, Embedded learning segmentation approach for Arabic speech recognition,
in International Conference on Text, Speech, and Dialogue. (Springer International
Publishing, 2016), pp. 383–390

11. F.S. Al-Anzi, D. AbuZeina, The impact of phonological rules on Arabic speech recognition.
Int. J. Speech Technol. 20(3), 715–723 (2017)

12. A. Ramsay, I. Alsharhan, H. Ahmed, Generation of a phonetic transcription for modern
standard Arabic: A knowledge-based model. Comput. Speech Lang. 28(4), 959–978 (2014)

13. Wikipedia (Accessed date 15–5–2021). Knowledge extraction. https://en.wikipedia.org/wiki/
Knowledge_extraction

14. J. Zhengbiao, Z. Feng, Z. Ming, An algorithm study for speech emotion recognition based
speech feature analysis. Int. J. Multimedia Ubiquitous Eng. 10(11), 33–42 (2015)

15. A. Ahmed, Y. Hifny, K. Shaalan, S. Toral, End-to-End lexicon free Arabic speech recognition
using recurrent neural networks, in Computational Linguistics, Speech and Image Processing
for Arabic Language (2019), pp. 231–248

16. E. Alsharhan, A. Ramsay, H. Ahmed, Evaluating the effect of using different transcription
schemes in building a speech recognition system for Arabic. Int. J. Speech Technol. 1–14

17. S.A. Shaban et al., A novel advisory system for the psychological guidance of university
students. Int. J. Comput. Sci. Trends Technol. (IJCST) 6(3) (2018)

18. H.K. Palo et al., Emotion analysis from speech of different age groups, in Proceedings of the
Second International Conference on Research in Intelligent and Computing in Engineering,
vol. 10, 283–287 (2017)

19. S. Pathak, V. Kolhe, Emotion recognition from speech signals using deep learning methods.
Imperial J. Interdiscip. Res. 2(9), 19–24 (2016)

20. A. Shaw et al., Emotion recognition and classification in speech using artificial neural
networks. Int. J. Comput. Appl. (0975 – 8887), 145(8), 5–9 (2016)

21. J. Raj, S. Kumar, Gender based affection recognition of speech signals using spectral and
prosodic feature extraction. Int. J. Eng. Res. General Sci. 3(2), 898–905 (2015)

22. M. Kiefte, Formants in speech perception (2016). Retrieve from https://asa.scitation.org/doi/
10.1121/1.4969927

23. J. Clark, C. Yallop, J. Fletcher, An introduction to phonetics and phonology, 3rd Ed.
(Blackwell Publishers, Malden, Ma, USA, 2007)

24. A.A. Khulage, B.V. Pathak, Analysis of speech under stress using Linear techniques and
Non-Linear techniques for emotion recognition system, in International Conference of
Advanced Computer Science & Information Technology, (2012), pp.1–10

25. A. Firoz Shah, Study and analysis of speech emotion recognition, Unpublished thesis
(Department of Information Technology, Kannur University, 2016)

26. M. Ahsan, M. Kumari, Physical features based speech emotion recognition using predictive
classification. Int. J. Comput. Sci. Inf. Technol. (IJCSIT) 8(2), 63–74 (2016)

27. S.S. Kumar, T. RangaBabu, Emotion and gender recognition of speech signals using SVM,
Int. J. Eng. Sci. Innovative Technol. 4(3), 128–137 (2015)

28. C. Prakash et al., Analysis of emotion recognition system through speech signal using KNN &
GMM classifier. J. Electr. Commun. Eng. 10(2), 55–61 (2015)

29. R.M. Sneha, K.L. Hemalatha, Implementation of MFCC extraction architecture and DTW
technique in speech recognition system. Int. J. Emerg. Trends Sci. Technol. 3(5), 753–757
(2016)

30. E. Ibrahim, A.A. Ewees, M. Eisa, Proposed method for segmenting skin lesions images, in:
Emerging Trends in Electrical, Communications, and Information Technologies. Lecture
Notes in Electrical Engineering, vol. 569. (Springer, 2020), pp. 13–23

31. G. Khairy, A.A. Ewees, M. Eisa, A proposed approach for Arabic semantic annotation, in
International Conference on Advanced Machine Learning Technologies and Applications.
(Springer, Cham, 2020), pp. 556–565

Intelligent System for Acquiring Knowledge by Converting … 17

https://en.wikipedia.org/wiki/Knowledge_extraction
https://en.wikipedia.org/wiki/Knowledge_extraction
https://asa.scitation.org/doi/10.1121/1.4969927
https://asa.scitation.org/doi/10.1121/1.4969927


32. I. Trabelsi, D. Ben Ayed., On the use of different feature extraction methods for linear and
non-Linear kernels, in 6th International Conference on Sciences of Electronics, Technologies
of Information and Telecommunications (Sousse, Tunisia, 2012), pp. 1–8 (21–24 Mar 2012)

33. Nitisha, A. Bansal, Speaker recognition using MFCC front end analysis and VQ modeling
technique for Hindi words using MATLAB. Int. J. Comput. Appl. (0975–8887) 45(24), 48–
52 (2012)

34. N.M. Krishna et al., Emotion recognition using dynamic time warping technique for isolated
words. Int. J. Comput. Sci. 8(5, 1), 306–309 (2011)

35. E.S. Wahyuni, Arabic speech recognition using MFCC feature extraction and ANN
classification, in International Conferences on Information Technology, Information Systems
and Electrical Engineering (ICITISEE) (2017), p. 23

36. P. Sharma, A.K. Rajpoot, Automatic identification of silence, unvoiced and voiced chunks in
speech. J. Comput. Sci. Inf. Technol. (CS & IT) 3(5), 87–96 (2013)

37. T. point, Data structure and algorithms-queue, what is a queue data structure? Retrieved from
https://www.tutorialspoint.com/data_structures_algorithms/dsa_queue.htm. Accessed date: 16
Apr 2021 (2018)

38. National Instruments, (Accessed date: 1 June 2021), https://knowledge.ni.com/
KnowledgeArticleDetails?id=kA00Z000000P7OfSAK

39. Tutorials Point, Basic Operations (2018). Retrieved from https://www.tutorialspoint.com/
data_structures_algorithms/dsa_queue.htm

40. A.A. Abdelhamid, H.A. Alsayadi, I. Hegazy, Z.T. Fayed, End-to-end Arabic speech
recognition: a review, in Conference: The 19th Conference of Language Engineering
(ESOLEC’19) (Alexandria, Egypt, At, 2020)

18 A. S. Elsharawy et al.

https://www.tutorialspoint.com/data_structures_algorithms/dsa_queue.htm
https://knowledge.ni.com/KnowledgeArticleDetails?id=kA00Z000000P7OfSAK
https://knowledge.ni.com/KnowledgeArticleDetails?id=kA00Z000000P7OfSAK
https://www.tutorialspoint.com/data_structures_algorithms/dsa_queue.htm
https://www.tutorialspoint.com/data_structures_algorithms/dsa_queue.htm


Towards a Deep Learning Approach for
Automatic GUI Layout Generation

Xulu Yao, Moi Hoon Yap, and Yanlong Zhang

Abstract Various studies have been carried out over the past few years to solve
the problem of automatically converting image models into source code. In 2018,
pix2code has inspired and promoted the work in this domain. This paper presents a
new model architecture to improve the framework of pix2code. We design a frame-
work that can automatically generate a specific platform code for a given graphic user
interface screenshot as an input. Although bilingual evaluation understudy (BLEU) is
natural language processingmetric, it has been adopted for source code evaluation. To
overcome the limitation of BLEU in domain-specific language (DSL) tokens evalua-
tion, we introduce amodified BLEU score (MBLEU). Our results show our proposed
frameworks outperform the state-of-the-artmethods inBLEUandMBLEU.We show
MBLEU is suitable for DSL similarity evaluation, but further work is necessary to
establish this new metric.

Keywords GUI · Deep learning · BLEU · DSL

1 Introduction

When people communicate withmachines, the user interface (UI) is an indispensable
tool [1]. Most user-oriented software applications rely on an attractive graphical
user interface (GUI) to attract customers to facilitate the effective completion of a
computing task [1]. When developing any GUI-based application, an important step
is to draft and prototype design models, which help UI instantiate to evaluate or
prove abstract design concepts. In large-scale industrial environments, this process
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is usually accomplished by professional designers who have expertise in this field
and can use image-editing software such as photoshop [2] or sketch [3] to generate
attractive, intuitive GUIs. After these initial design drafts are created, it is important
to faithfully translate them into code so that the end-user experiences the design and
expected form of the user interface can be achieved (Fig. 1).

Previousworks have shown that this process (usually involvingmultiple iterations)
is challenging, time-consuming, and error-prone [4], especially if the design and
implementation are performed by different teams (industries usually have all these
settings [5]). In addition, UI teams usually adopt an iterative design process to collect
feedback on GUI effectiveness at an early stage. It is best to use prototypes because
more detailed feedback can be collected; however, using current practices and tools is
often too expensive [6]. In addition, past work on detecting GUI design violations in
mobile applications has emphasized the importance of this issue from an industrial
perspective [5]. Instead of spending scarce time and resources on iterative design
and user interface coding, it is better to choose an accurate automation method.
This will enable smaller companies to focus more on features and values rather
than turning design into operational application code. Given the setbacks faced by
front-end developers and designers in building accurate GUIs, automation support
is clearly needed.

To help ease this process, somemodern IDEs, such asXcode [7],Visual Studio [8],
and Android Studio [9], provide built-in GUI editors. However, recent studies have
shown that using these editors to create complex, high-performance GUIs are cum-
bersome and difficult because users are prone to introduce errors and demonstration
failures, even with simple tasks [10]. Other business solutions include collaborative
GUI design and interactive previewdesign on target devices or browsers (with limited
functionality using custom frameworks), but none provides an end-to-end solution
that automatically converts mockups. Obviously, a tool that can partially automate
this process can significantly reduce the burden of the design and development pro-
cess.

The aims of this paper are twofold: first is to design a framework that can automat-
ically generate a specific platform code for a given GUI screenshot as an input; and
second is to investigate into the performance metrics used in domain-specific lan-
guage evaluation. We infer that the extended version of this method may potentially
reduce the time for manual GUIs coding process.

Fig. 1 A web UI design workflow
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2 Related Work

Models and prototypes are used to collect feedback at the beginning of the design
process. They help improve visual design and are meant to be used by design teams
as communication tools to focus on the user’s appearance and solve layout problems
for websites or applications [11]. The problem of automatically generating computer
programs from a specification has been studied since the early days of artificial
intelligence (AI) [12]; however, recent research has focused on the possibility of
generating source code from design models to save developers from labour-intensive
and repetitive parts of the design process. As a result, deep learning applications are
being explored as a potential solution to this problem. Because computing power is
the biggest obstacle to front-end development automation, the application of deep
learning in the designmodel field has been initiated. User interface code development
for applications is a cumbersome and expensive practice, and users expect mobile
and computer user interfaces to be highly customized and optimized for specific tasks
at hand [13]. A gap has been observed during production, and the conversion of user
interface concepts to aworking user interface code is donemanually by programmers
in a cumbersome, error-prone, and expensive manner [4].

Many of the approaches discussed so far have relied on domain-specific languages
(DSL) (languages for specialized domains that are more restrictive than full-featured
computer languages). The use of domain-specific languages limits the complexity of
programming languages that need to be modelled and reduces the size of the space
to be searched [14].

Beltramelli [14] describes an important development in this area, explaining how
deep learning can transform screenshots of the GUI created by designers into com-
puter code. Beltramelli achieves 77% accuracy on three different platforms (iOS,
Android, and Web-based technologies) by using deep learning to train the model’s
code and automatically generate a single image end to end. The authors believe that
this is the first attempt to solve the problem of generating GUI code from visual
input by using machine learning to understand potential variables rather than com-
plex problem-solving engineering [14]. The paper further states that UI components
are synthetically generated, but the author does not offer a way to generate DSL
code.

Another related work is a project developed by Wallner [15], which is another
Keras-based implementation of pix2code, using the same dataset. It differentiates
itself from pix2code by replacing the pre-trained image features with a light CNN.
Instead of using max-pooling to increase information density, it increases the strides.
Lee [16] also made improvements on the basis of pix2code. Unlike the single end-
to-end pix2code model, their system follows an image-captioning model previously
created for PyTorch, with an encoder CNN and a decoder RNN. As a whole, the
system takes in a screenshot as input and outputs a sequence of indices (based on
DSL language’s vocabulary), which are then converted into valid HTML.
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3 Approach

3.1 Datasets

Beltramelli’s pix2code dataset [14] contains 1750 screenshots of synthetically gen-
erated websites and their associated source code, which are used as the features for
training. Because each site generated in the dataset comprises only a few simple
bootstrap elements (such as buttons, text boxes, and divs), the “vocabulary” of the
model is limited to these features. However, this approach could be generalized to
a larger vocabulary by simply increasing the number of elements. The DSL file is
compiled with reference to the code in the JSON format. The source code for each
example comprises tokens in a DSL file, with each token corresponding to a piece
of HTML code, as illustrated in Fig. 2. The compiler is used to convert the DSL file
into working HTML code.

Since pix2code is focused on GUI layouts, graphical components, and their rela-
tionships, the actual text value of the tag is ignored, and the resulting text portion is
replaced with a specified number of random letters. In this case, we used DSL tokens
from the pix2code dataset as input features to improve the training efficiency of the
pix2code model and the accuracy of the output results.

Fig. 2 The web DSL token mapping from pix2code
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3.2 Model Architecture

As the framework of pix2code is based on Vinyals’s image captioning model [17],
the first input of LSTM comes from the feature vector extracted by CNN. The feature
vector of the image is the first input of the LSTM, and its information is captured in
the hidden state of the LSTM. This can cause some of the information in the feature
vector to be discarded as the length of the caption increases, thereby affecting the
overall performance of the model [18].

To solve this issue, we redesigned the framework of pix2code’s model (Fig. 3).
The LSTMs is replaced by gated recurrent unit (GRU) [19] to improve the training
rate, and the CNN’s feature vector connects to the GRU’s input as an embedded input
to the GRU. Thus, in theory, the model can capture all the information of the feature
vector during the DSL token generation process.

Referring to the pix2code dataset, we preprocess the data by resizing the input
image to 256× 256 pixels without retaining its aspect ratio and then normalized the
pixel values. We used VGG16, VGG19 [20], and ResNet34 [21] as the encoders for
our experiment. We adjust the embedded size of GRU to 50, with three layers and
256 hidden units as a decoder.

3.3 Training and Sampling

When training the model, we divided an input into an image and its DSL token
sequence, the label of which is the next token in the DSL file. The model compares
the next token prediction of the model with the actual next token prediction using a
cross-entropy loss function.

Fig. 3 Our proposed framework based on pix2code [14]
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During sampling, the image is still processed through the CNN network, but text
processing is only a seed of the starting sequence. In each step, themodel’s prediction
of the next token in the sequence is appended to the current input sequence and entered
into the model as a new input sequence. This process is repeated, beginning with the
<START> token, until themodel predicts an<END> token or the process reaches a
predefined limit on the number of tokens in each DSL file. After the model generates
the predicted token, the compiler converts the DSL token into HTML code that can
be rendered in a web browser.

4 Experimental Results

In the automatic translation evaluation, BLEU [22] is an algorithm that must be
mentioned. The impact of BLEU is epoch-making, although there have been similar
views before. The basic assumption of BLEU is that if there are more N-grams to
be co-produced with the reference translation, the more similar the description, the
higher the quality of the translation. By counting the number of co-occurring N-
grams and adding a penalty factor to short sentences, the translation of the same
topic can be evaluated through a reference translation. Since the field of code metrics
has emerged recently, there is no corresponding method to measure the accuracy
of DSL at this stage. Therefore, we designed a modified BLEU score (MBLEU) to
evaluate the model. The formula to calculate the MBLEU score is following:

MBLEU = BP · exp
(

N∑
n=1

(wn log Pn)

)
(1)

where BP is a penalty factor for translations whose length is less than the reference
value:

BP =
{
e1−c/r , if c > r

e1−r/c, if c ≤ r
(2)

and Pn is the n-gram matching rate.
Take a sequence of tokens in a DSL file as an example (Fig. 4). MBLEU divides

the sentence from one to four token sequences into four n-grams. In the prediction
below, “btn-orange” is a false prediction, and the actual correct token should be “btn-
green”.When n = 4 (4-gram),wn will be 1/4 or 0.25. Then the score ofMBLEUwill
be (11/12) ∗ 0.25 + (9/10) ∗ 0.25 + (4/6) ∗ 0.25 + (4/5) ∗ 0.25 = 0.22 + 0.22 +
0.16 + 0.2 = 0.8.

The sum also needs to be multiplied by the penalty BP of a sentence length. In
the example of 3-gram, the token length is outside the measurement range, so the
BP at this time equals 1, and the result of the above becomes our final score. If
MBLEU gets a score of 1.0, there will be correct elements in the correct position of
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Fig. 4 An example of MBLEU score in DSL tokens

Table 1 Evaluation results from the metrics of pix2code dataset

Methods CNN types BLEU-1 BLEU-2 BLEU-3 BLEU-4 MBLEU

Pix2code
model

VGG16 0.527 0.452 0.397 0.322 0.79

Model-A VGG16 0.535 0.463 0.404 0.337 0.82

Model-B VGG19 0.556 0.485 0.417 0.346 0.88

Model-C ResNet34 0.577 0.502 0.452 0.376 0.93

Bold font indicates that Model-C with ResNet34 has the best score on BLEU and MBLEU

the given source image. The lower the score, the greater the difference between the
generated DSL token sequence and the real result, and the decoded HTML code will
be different from the input sketch.

We compared the experimental scores of our model on MBLEU and BLEU-N
[22] with the model from pix2code [14] in three different CNN types (Model-A:
VGG16, Model-B: VGG19, Model-C: ResNet34). Each score on methods ranges
from 0 to 1, and a higher value gains a more accurate result of GUI code generation
(Table1). The results of evaluation metrics may change with further experiments in
future.

5 Discussion

Through the experimental results for the pix2code dataset, we obtained a higher score
when compared with pix2code model in the same CNN type (Model-A in Table1). It
can also be seen that our models delivered the best performances on ResNet34 when
compared with the other two CNN types (VGG16, VGG19).

At present, the model still has some limitations, which illustrate the possible
follow-up steps:

• Due to the limitations of the existing pix2code dataset, the model only trains a
vocabulary of 16 elements, so it can only predict the DSL token specified in the
data.

• Because CSS lacks style changes when making sketch parts of existing datasets,
there is still a big difference compared to human hand-drawn sketches.

• There are some shortcomings in the NLP evaluationmetrics. The existingmethods
lack the ability to judge the dependency relationship between different DSL tokens
and its importance to the whole web page. It is necessary to improve the penalty
factor or find a more suitable alternative.
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6 Conclusion

Existing work in the area of automatic GUI generation is still in the early stages of
development; models like Beltramelli [14] have so far contained only a few parame-
ters and have been trained on small datasets. There is a further scope to focus on the
more limited areas of a Web-based GUI that do not require data synthesis. Because
a large number of websites are already available online, and because new websites
are created every day, this situation provides almost unlimited training data to extend
deep learning methods and transform Web-based design models into HTML/CSS
code [14]. In this paper, we proposed a modified framework for solving the problem
of feature vector losses in pix2code framework to a certain extent. The preliminary
experimental results outperformed the state-of-the-art methods based on BLEU and
MBLEU. We demonstrate MBLEU is suitable for DSL evaluation but it is inconclu-
sive due to lack of datasets for further evaluation.

The next step could be trying to create more elements to generate additional
web examples such as actual texts, images, drop-down menus, forms, and bootstrap
components. With the increasing performance of computer hardware, it is better to
create a dataset that can be directly trained by HTML/CSS code than a DSL token
sequence in future. A good way to generate more variants in hand-drawn sketch data
might be to create a realistic hand-drawnwebsite image using a generative adversarial
network (GAN).

References

1. J.A.T. Hackos, J. Redish,User and Task Analysis for Interface Design (Wiley, NewYork, 1998)
2. Adobe Inc., Adobe photoshop. https://www.adobe.com/Adobe/Photoshop/ (2019)
3. Bohemian Coding, Sketch. https://www.sketch.com/ (2019)
4. T.A. Nguyen, C. Csallner, Reverse engineering mobile application user interfaces with remaui

(t), in 2015 30th IEEE/ACM International Conference on Automated Software Engineering
(ASE) (IEEE, 2015), pp. 248–259

5. K. Moran, B. Li, C. Bernal-Cárdenas, D. Jelf, D. Poshyvanyk, Automated reporting of GUI
design violations for mobile apps, in Proceedings of the 40th International Conference on
Software Engineering (ACM, 2018), pp. 165–175

6. B.Myers, S.Y. Park, Y. Nakano, G.Mueller, A. Ko, How designers design and program interac-
tive behaviors, in 2008 IEEE Symposium on Visual Languages and Human-Centric Computing
(IEEE, 2008), pp. 177–184

7. Apple Inc., Xcode. https://developer.apple.com/xcode/ (2019)
8. Microsoft, Microsoft visual studio. https://visualstudio.microsoft.com/ (2019)
9. Google, Android studio. https://developer.android.com/studio/index.html/ (2019)
10. C. Zeidler, C. Lutteroth, W. Stuerzlinger, G. Weber, Evaluating direct manipulation operations

for constraint-based layout, in IFIP Conference on Human-Computer Interaction (Springer,
2013), pp. 513–529

11. T. Brinck, D. Gergle, S.D. Wood, Designing Web Sites That Work: Usability for the Web
(Morgan Kaufmann Publishers, 2002)

12. J. Devlin, J. Uesato, S. Bhupatiraju, R. Singh, A.-R. Mohamed, P. Kohli, Robustfill: neural
program learning under noisy i/o. arXiv preprint arXiv:1703.07469 (2017)

https://www.adobe.com/Adobe/Photoshop/
https://www.sketch.com/
https://developer.apple.com/xcode/
https://visualstudio.microsoft.com/
https://developer.android.com/studio/index.html/
http://arxiv.org/abs/1703.07469


Towards a Deep Learning Approach for Automatic GUI … 27

13. G. Nudelman, Android Design Patterns: Interaction Design Solutions for Developers (Wiley,
2013)

14. T. Beltramelli, pix2code: generating code from a graphical user interface screenshot, in Pro-
ceedings of the ACM SIGCHI Symposium on Engineering Interactive Computing Systems
(ACM, 2018), p. 3

15. Screenshot to code, https://github.com/emilwallner/Screenshot-to-code/blob/master/
README.md. Accessed 22 Jan 2019

16. A. Lee, Generating Webpages from Screenshots (Stanford University, 2018)
17. O. Vinyals, A. Toshev, S. Bengio, D. Erhan, Show and tell: a neural image caption generator,

in Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition (2015),
pp. 3156–3164

18. R. Jozefowicz, O. Vinyals, M. Schuster, N. Shazeer, Y. Wu, Exploring the limits of language
modeling. arXiv preprint arXiv:1602.02410 (2016)

19. K. Cho, B. Van Merriënboer, C. Gulcehre, D. Bahdanau, F. Bougares, H. Schwenk, Y. Bengio,
Learning phrase representations usingRNNencoder-decoder for statisticalmachine translation.
arXiv preprint arXiv:1406.1078 (2014)

20. K. Simonyan, A. Zisserman, Very deep convolutional networks for large-scale image recogni-
tion. arXiv preprint arXiv:1409.1556 (2014)

21. K. He, X. Zhang, S. Ren, J. Sun, Deep residual learning for image recognition, in Proceedings
of the IEEE Conference on Computer Vision and Pattern Recognition (2016), pp. 770–778

22. K. Papineni, S. Roukos, T.Ward,W.-J. Zhu, Bleu: amethod for automatic evaluation ofmachine
translation, in Proceedings of the 40th Annual Meeting on Association for Computational
Linguistics (Association for Computational Linguistics, 2002), pp. 311–318

https://github.com/emilwallner/Screenshot-to-code/blob/master/README.md
https://github.com/emilwallner/Screenshot-to-code/blob/master/README.md
http://arxiv.org/abs/1602.02410
http://arxiv.org/abs/1406.1078
http://arxiv.org/abs/1409.1556


Insurance Sales Forecast Using Machine
Learning Algorithms

Zuhal Kurt, Emrecan Varyok, Ege Baran Ayhan, Mehmet Turhan Bilgin,
and Duygu Duru

Abstract Car accidents and the possible resulting loss of assets or life are issues for
every car owner that must contend with some point in their driving life. Driving is
an inherently dangerous act, even if it does not seem so at first, resulting in greater
than 33,000 fatal vehi le crashes in USA in 2019 alone. However, the loss of life
and possible damages can be reduced with the help of insurances. Insurance is an
arrangement under which a person or agency receives financial security or reim-
bursement from an insurance provider in the form of a policy. Insurances help limit
the losses of the customers when an undesirable event occurs, such as a car crash or
a heart attack. Vehicle insurance provides customers monetary compensation after
unfortunate accidents, provided they annually pay premium fees to the companies
first. Our goal is to develop amachine learning algorithm that predicts customers who
are interested in getting or renewing their vehicle insurance with the help of personal,
vehicle, contact, and previous insurance data. The insurance sales forecast is helpful
to companies, since they can then accordingly plan its communication strategy to
reach out to those customers and optimize its business model and revenue, while
also being beneficial to customers, who can go through the process and the after-
math of car accidents easier thanks to their monetary compensation. In this paper,
the Health Insurance Cross-Sell Prediction dataset is used. The proposed model tries
getting the value by training itself on a train and test dataset and will result in a
categorical response feature based on the aforementioned data with the aid of well-
known machine learning algorithms: k-nearest neighbors, random forest, support
vector machines, Naive Bayes, and logistic regression.
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1 Introduction

The objective of this paper is to classify customers based on their probability and
desire to buy insurance based on their personal information, personal preferences, and
the data of their owned cars. The machine learning (ML) algorithm tried predicting
the likelihood of getting a positive or negative response of the customers getting an
insurance by learning from labeled or tagged data and ending up with a classified
response feature. This task needsmultiple definitions to be fully understood. The first
definition of this task comes with the options of classification or regression. Since the
insurance prediction algorithm should classify the response and should categorize
classes, the output class of this algorithm response is not considered continuous, so
the task needs to be defined as a classification problem [1, 2].

The second decision of the insurance prediction algorithm is the selection of a
supervised or unsupervised algorithm. All the data in this paper are labeled, and the
data are separated as a train and test dataset, with the training dataset providing the
‘response’ feature as a variable. The model then makes predictions on the test class
by assigning the categorical ‘response’ feature to the given dataset. Since supervised
tasks predict classes, unsupervised tasks predict groups, andour task is a classification
problem, all of these senses push our proposed algorithm to be a supervised learning
algorithm [1, 2]. Finally, our model response feature is outputted as either a ‘0’ or a
‘1’. So, all in all, with the previously discussed topics, our task can be defined as a
binary classification problem with supervised learning.

The dataset used for this paper is, namely Health Insurance Cross-Sell Prediction,
and gathered from theKagglewebsite [3, 4]. The dataset contains three different *.csv
files named as sample_submission, test, and train. The train data have 12 features
and 381,109 records, the test data have 11 features and 127,038 records, and finally,
the sample submission data have the same number of records with the same data,
except it includes only the I.D. and ‘response feature.’ This final dataset is used to
figure out if the final predictions are correct since ‘response’ is the target feature
of this proposed model. There are no missing or mismatched values in this dataset.
The training dataset is used and modified for this paper since during this study an
uneven match of response features has been observed, so the train data were reduced
to 165,582 records in order to even up the response rates and end up with a more
efficient algorithm, which has succeeded.

With this goal, this paper presents an insurance prediction algorithm. Initially, we
give a simple overview of the proposed machine learning algorithm, and then we
conducted this model by using the Health Insurance Cross-Sell Prediction dataset
to explain how this model can be used in practice. The remainder of the paper is
coordinated as follows: The detailed representation of the proposed predictionmodel
is explained in Sect. 2. The evaluation measurements that are used in this study are
given inSect. 3. The application of experiments on a real-world dataset and discussion
of the experimental results are included in Sect. 4. Finally, the conclusion of this study
is summarized.
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2 Motivation—ML Algorithms

Themain aimwhile working with the Health Insurance Cross-Sell Prediction dataset
is to make the necessary classifications according to gathered information about
customers and their vehicles to predict their response. Firstly, the proposed model is
trained, and then it is tested based on a test dataset that has not been ‘seen’ from the
model. Therefore, our task can be considered a supervised binary classification, the
following ML algorithms are deemed the most appropriate, and they are k-nearest
neighbors (k-NN), Naive Bayes, random forest (RF), logistic regression, and support
vector machines (SVM) [5, 6].

2.1 Insurance Prediction Model

This paper predicted the likelihood of customers’ interest in getting or renewing car
insurance based on personal and vehicle data. To make this proposed model as effi-
cient, a binary classificationML algorithm is considered as the best, the original data
are preprocessed, appropriate features are selected, and the sample size is reduced to
get the best prediction result. The best ML algorithms for this task can be considered
such as k-NN, Naive Bayes, logistic regression, random forest, and SVM.

After the evaluations, the random forest algorithm is deemed the most successful,
with 97%accuracy on the training dataset, and 91% results on the previously untested
test dataset. This result shows a slight overfit, which the proposedmodel cannot solve
completely, yet it can be able to reduce significantly compared to the original results
thanks to preprocessing. For themost basic explanation, a random forest is ensembles
of a group of decision trees. Random forest is a supervised learning method that
outputs good results with various regression and classification problems.

The random forest algorithm also compensates for the common drawback of
decision trees. The main problem of decision trees is that they tend to overfit on
test on training data. In the random forest method, since every tree is randomized,
their overfit condition also gets randomized. This randomization reduces overfit by
averaging the results of decision trees in the forest.

Like some algorithms before, random forest works well with large and low-
dimensional datasets. The random forest also fixes the overfitting problem that
plagues decision trees and does not require the rescaling of data, unlike some other
algorithms. The disadvantage of this algorithm is that it is a slow worker, needing
much time to predict and train the data; however, our personal computers have high-
end RAMs and CPUs, we have decided to use them anyway. The random forest test
scheme inside the Orange3 environment is shown in Fig. 1.
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Fig. 1 Random forest test scheme inside Orange3 environment

2.2 Random Forest Parameters

In the Orange3, widget for the random forest algorithm has few options to modify
(See in Fig. 2). Besides main parameters like the number of trees and the number of
attributes, controlling the growth of every tree is possible.

The main parameter that changes results dramatically is the number of trees. The
higher number of trees is tended to have better accuracies. However, the random
forest is quite a source-hungry learning method. In about 150 trees, results were
converged in a stable accuracy. Hence, the number of trees is set up to 150. Then,
we changed other parameters around it to get different outputs. Initial results with
different parameters show a ~10% difference between test and train accuracies. We
tried to reduce overfitting by changing parameters, but it did not close the gap too
much. Initial results were not good as assumptions; even 85.6% is not a terrible accu-
racy. The main problem is overfitting. Therefore, a simple preprocessing method is
applied to the dataset, overfitting reduced as 5%. With such a little manipulation on
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Fig. 2 Parameter screen of
random forest in Orange3
environment

Fig. 3 a Test on train data results and b Test on test data results

the dataset, getting such improvement is satisfying for this study. After the prepro-
cessing method is applied, the test on train data and test on test data results are shown
in Fig. 3a, b.

3 Evaluation Measurements

3.1 Area Under Curve (AUC)

The area under the curve (AUC) is a performance metric for binary classifiers. By
comparing the ROC curves with the AUC, it captures the extent to which the curve
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is up in the northwest corner. A higher AUC is expected. A score of 0.5 is no better
than random guessing, or a score of 0.9 can be considered a very good result, but a
score of 0.9999 can be too good to be true and will indicate overfitting.

3.2 Classification Accuracy (CA)

Classification accuracy is represented as the ratio of the number of correct predictions
to the total number of input samples.

ClassificationAccuracy = (Number of Correct predictions)

(Total number of predictionsmade)
(1)

3.3 Precision

Precision can be defined as the number of correct positive results divided by the
number of positive results predicted by the classifier.

Precision = [True Positives/(True Positives + False Positives)] (3)

3.4 Recall

It can be defined as the ratio of the number of correct positive results to the number
of relevant samples (all samples that should have been described as positive).

Recall = [
True Positives/(True Positives + FalseNegatives)

]
(4)

3.5 F1-Score

F1-score can be referred as the harmonic mean between precision and recall. The
range for F1-score is [0, 1]. This metric informs you how precise your classifier is
(how many instances it classifies correctly), as well as how robust it is (it does not
miss a significant number of instances).

High precision but lower recall gives you an extremely accurate, but it then misses
many instances that are difficult to classify. Hence, the better performance of any
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model can be expressed by the greater value of the F1-score. It can bemathematically
represented as follows:

F1 = 2 ∗ [
1/(1/precision) + (1/recall)

]
(2)

4 Experimental Results and Datasets

Because of the research on related works, multiple similar types of research on car
insurance prediction were found, two of which will be included here. For compar-
ison, the results for the efficiency of our algorithms can be seen in Table 1. Effects
of important features for insurance auto-renewal with classification ML algorithms
are represented in [7]. In this research, the most successful models are random
forest, gradient-lifting tree (GBDT), and lifting machine algorithm (LightGBM),
with LightGBM producing the best result at 0.8045 AUC. However, our proposed
method instead opted to use different methods, and due to the quality of our dataset,
no missing data, independent features, and no necessary feature generation helped
the proposed model to come out with better results with logistic regression. Our
proposed model is resulting in a 0.924 AUC and is shown in Fig. 4. The data features
of the dataset are mainly independent; hence, logistic regression works best with
these types of data (See in Fig. 4). The experimental results of the proposed Health
Insurance Cross-Sell Prediction model are given in Table 1.

Another related work, which used binary classification algorithms on a dataset
gathered from a Brazilian car insurance company, tries to enhance the sales of a car
insurance customer service [8]. Many methods similar to our approach used in this
research, the eight common ML models are used, showed the best results using the
random forest algorithms. The results of this research can be seen in Table 2. This
research was also plagued with similar problems we have encountered during our
study, with the binary classification algorithm incorrectly classifying 1 values as 0
due to noise and imbalanced data, with their final accuracy of the 1 values being 71%.
The auto insurance model experimental results are given in Table 2. We have fixed
this problem by removing 0-leaning data and reducing some unnecessary samples.

Table 1 Proposed Health Insurance Cross-Sell Prediction model performance

Measures (%) Recall Accuracy Precision F1-score AUC

Logistic regression 0.919 0.919 0.916 0.917 0.958

Random forest 0.920 0.920 0.917 0.918 0.961

SVM 0.801 0.801 0.665 0.715 0.500

k-NN 0.919 0.919 0.916 0.917 0.955

Naïve Bayes 0.875 0.875 0.901 0.822 0.944
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Fig. 4 Area under curve graph of random forest

Table 2 Auto insurance model performances [8]

Model Accuracy Precision Recall F1-score AUC

RF 0.8677 0.9429 0.71 0.8101 0.84

C50 0.7913 0.7717 0.6743 0.7197 0.769

XGBoost 0.7067 0.6777 0.4994 0.575 0.671

J48 0.6994 0.6174 0.6399 0.6284 0.689

k-NN 0.6629 0.6167 0.4003 0.4855 0.628

LR 0.6192 0.55 0.2296 0.3239 0.615

Caret 0.6148 0.5601 0.1422 0.2268 0.534

Naïve Bayes 0.6056 0.6558 0.7273 0.6897 0.574

The performance is successful, with one of our best-proposed algorithms correctly
classifying 85% of our 1 valued data, thanks to feature and sample reduction.

To obtain the general result of our proposed model, we also used tenfold cross-
validation technique. The experimental results of the proposed model with tenfold
cross-validation are shown in Fig. 5.
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Fig. 5 Experimental results
of the proposed model with
ten-fold cross-validation

5 Conclusion

This paper aims to predict the likelihood of customers’ interest in getting or renewing
car insurance based on personal and vehicle data. It is a binary classification task,
and we try finding a ML algorithm to solve this task. Furthermore, the original data
are preprocessed, the important features are selected, and the sample size is reduced
to get the best prediction result, in this paper. The most useful evaluation metrics
are thought to be the confusion matrices on each result, as well the classification
results on each model, and so these metrics are used. Overall, the algorithms worked
significantly well on guessing the negative responses with almost all algorithms’
final 0 response prediction rates being above 90%, yet the main shortcomings of
the selected methods and algorithms were guessing the 1 response feature since the
original data are heavily skewed toward the 0 responses. Even though that problem
is eventually fixed with sample size reductions, the algorithms still have trouble
with guessing 1 response rates. This problem can be solved with possible feature
additions; however, any additional features can be created during this study, which
is another shortcoming in and of itself.

The experimental result shows that the proposed model is solving this task effi-
ciently. Furthermore, the experimental results demonstrate the superior performance
of our proposed model by using five quality measurements: CA, recall, precision,
AUC, and F1-score on the Health Insurance Cross-Sell Prediction dataset, as well
as its flexibility to incorporate different information sources. To start with, from the
companies’ perspective, this study can lead to optimal insurance pricing, increasing
company profits, and insurance customers. From the customer’s perspective, since
they are now more likely to be insured, they can have a monetary compensation in
cases of vehicle accidents, resulting in better time and money management since
insurance companies can help with the aftermath of the accident process. Finally,
the drivers around the world can be safer around the roads since higher insurance
having driver percentages can lead to safer roads and less reckless driving thanks
to the drivers now being more careful because of their insurance driving guidelines,
making the affected driver-used roads of this research safer in the long term.
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Ensemble Learning with CNN–LSTM
Combination for Speech Emotion
Recognition

Senem Tanberk and Dilek Bilgin Tükel

Abstract Speech plays the most significant role in communication between people.
The voice enables a speaker’s unique characteristics to be mapped with biometric
properties as well as carrying emotions. Emotion contains many non-linguistic
signals to express ourselves as humans. Emotion recognition in human speech is
a challenging task in different applications in fields such as healthcare, services,
telecommunications, video conferencing, and human–computer interaction (HCI).
Deep learning techniques are becoming a significant focus in recent research in the
speech emotion recognition (SER) domain. In this paper, we present an ensemble
learning approach based on various combinations of CNN and LSTM networks to
address the limitations of the existing SER models. The proposed system is eval-
uated using the RAVDESS dataset. More specifically, the LSTM, CNN, and CNN
and LSTM models achieved an accuracy rate of 0.64, 0.73, and 0.71, respectively.
The simulation outcomes confirm that ensemble learning of the three deep model
combinations contributes to the effectiveness of SER.

Keywords Speech emotion recognition · Deep learning · Convolutional neural
network · Long short-term memory · Ensemble learning

1 Introduction

Communication is the act of transferring information, thoughts, intentions, or mean-
ings from one mind or one machine to another. There are different categories of
communication between one person to another, including verbal, nonverbal, and
written forms. In other words, “wanting to tell” a certain thing also includes the act
of conveying a propositional attitude (sadness, fear, etc.) to a listener by linguistic
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or other means. To achieve natural human–machine interfaces the machine should
have sufficient intelligence to recognize human voices and emotions.

Human psychology is the combination of cognition, emotion, and behavior.
Emotion is a process that consists of many physiological changes and our evolu-
tionary and personal past. During the 1970s, psychologist Paul Eckman identified six
universal basic emotions that were experienced in all human cultures. The emotions
he identified were happiness, sadness, disgust, fear, surprise, and anger. He later
expanded his list of basic emotions to include such things as pride, shame, embar-
rassment, and excitement. Each emotion has unique signals, the most identifiable
being in the face and the voice.

Since the mid-1970s, automatic speech recognition has improved consider-
ably [1], and there exist a quickly growing number of commercial applications.
Speech emotion recognition (SER), however, is very challenging. Understanding the
emotions of the other person is in some cases complicated even for a human being.

Words are not emotions; they are simple representations. Speech features such as
acoustic variability, speaking speed, and styles determine the emotion content. These
features can be extracted from pitch and energy content. Continuous hidden Markov
models and Gaussian mixture models [2] are used to detect speech pitch and energy
contours. This method classified human emotions in speech with good recognition
rates. Parlak and Diri [3] also used signal processing techniques to determine the
fundamental frequency of a speech signal, F0, and classified emotions using the
Emol and BerlinDB datasets.

Recent advances in the era of deep neural networks have helped researchers to
improve the performances of SER algorithms. Zhang et al. [4] studied speech and
song emotion recognition. They proposed a shared emotion recognition classifier
using visual features and spoken or only sung data. Yoon et al. [5] used a dual
recurrent neural networks model to encode the information from audio and text.
Deep learning methods have been used in many SER studies [6–11].

Mel-frequency cepstral coefficients and convolutional neural networks were used
to detect emotions in the RAVDESS dataset [12]. The visual model was trained
with feature extraction gradient descent. The other model was trained using voice
samples.Nagula [13] applied deep learning to build two convolutional neural network
models to perform multiclass classification of emotion based on the face (video) and
voice (audio) from a real-time video. Shau used an LSTM-based classifier model
[14] and tested their algorithm on the IEMOCAP dataset. Huang and Bao [15] used
conventional vocal feature extraction with deep learning and improved emotion-
level classification. Iqbal [16] also used the RAVDESS dataset and implemented a
real-time detection algorithm using a support vector machine (SVM) and K-nearest
neighbor (KNN). Speech SimCLR [17] applies augmentation to raw speech and its
spectrogram to maximize agreement between differently augmented samples in the
latent space and reconstruction loss of input representation. A new self-supervised
speech representation learning was presented. Zisad [18] proposed CNN and data
augmentation to recognize emotion in the speech of a neurologically disordered
person.
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Hetterscheid [19] proposed amodel consisting of recurrent neural network (RNN),
long short-term memory (LSTM), and bidirectional LSTM layers. The datasets
RAVDESS, TESS, and ElderReact are used to train and test.

Ensemble learning techniques combine multiple models to improve the solu-
tion for classification or prediction problems. Stacking, bagging, and boosting are
commonly used classes of ensemble learning that are expected to produce better
and generalizable results compared to a single model. The success of these methods
depends on the learning success of the base learner and their differences from each
other.Deng [20] applied linear and log-linear stackingmethods for ensemble learning
to convolutional, recurrent, and fully connected deep neural networks. Zvarevashe
[21] experimented with different ensemble learning algorithms and concluded that
random decision forest ensemble learning with hybrid acoustic features is effective.

In our project, we proposed a new ensemble learning architecture that combines
CNN and LSTM networks. The major contribution of the present study is the design
of a new heterogeneous ensemble architecture based on three deep models to take
advantage of each model for SER. The paper is organized as follows: the proposed
ensemble architecture is given in Sect. 2, the experimental results are displayed in
Sect. 3, and conclusions are drawn in Sect. 4.

2 Proposed Ensemble Architecture

In this section, we present the proposed SER architecture and its main components
including emotion recognition. The proposed system model consists of the three
main blocks as seen in Fig. 1. The first block uses the CNN-1 model for SER. In
the second main block, LSTM-1 is used. The last block consists of a two-stream
deep model including CNN-2 and LSTM-2. After successful training, two types of
max approach are evaluated as a heterogeneous ensemble. In the first approach, the
maximum value of predicted probability values for the three models is considered
for classification. In the second approach, simple max voting is used.

We used Keras functional API and TensorFlow on GPU for SER implementation.
It is possible to use multiple inputs in a deep network via Keras functional API. We
used the dropout technique to avoid overfitting.

3 Experiments

In this section, we describe experiments to evaluate the effectiveness of our combined
SER model using the RAVDESS dataset. The dataset is described in the subsections
below. Results for several experiments are discussed in the subsequent section.
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Fig. 1 The proposed SER architecture using ensemble learning with various CNN and LSTM
network combinations

3.1 RAVDESS Dataset

The Ryerson Audio-Visual Database of Emotional Speech and Song (RAVDESS)
[12] is a dataset that contains the emotions of 24 professional actors (12 female, 12
male). It is recorded in English. It is a multiclass dataset consisting of eight classes
labeled as calm, happy, sad, angry, fearful, surprised, neutral, and disgust emotions.
It has three modality formats: audio-only (16 bit, 48 kHz,.wav), audio–video (720p
H.264, AAC 48 kHz,.mp4), and video-only (no sound). We used audio-only files
in the present study, because we focused on speech emotion recognition. A total of
1440 audio files were used. Table 1 shows the total count of audio files for the calm,
happy, sad, angry, fearful, surprised, disgust, and emotion classes.

Table 1 Explanation of the distribution of emotions for each class of RAVDESS

Class Angry Calm Disgust Fearful Happy Neutral Sad Surprised Total

Total files 192 192 192 192 192 96 192 192 1440
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3.2 Experimental Evaluations and Discussion

Themain focus of the present study is to compare the performance of speech emotion
recognition among three deep learning models, namely CNN, LSTM, and a hybrid
CNN and LSTMmodel. Then, extensive experiments are conducted via two types of
ensemble learning with the highest value of predicted probabilities and simple max
voting to increase the effectiveness of classification. Conventional machine learning
algorithms have been used for decades for SER. However, in recent years, deep
learning methods have become popular because of their high performance without
handcrafted features. The limitation is that the recognition rate for the RAVDESS
dataset still needs further improvement. Therefore, we set up various experiments
using the RAVDESS dataset with three deep models and an ensemble model for
SER.

Table 2 contains the test accuracy results of three deep models for SER. In this
experiment, the test accuracy of the CNN model was higher than that of the others.

The confusion matrix allows us to visualize the actual and predicted values of
emotion classes and a result of confusion for each class. The classification perfor-
mance of the three deep models and the suggested ensemble system for SER are
shown in Figs. 2 and 3, respectively. In the experiment by the LSTMmodel in Fig. 2,
we obtained 85% accuracy for surprised, 78% for angry, and 73% for calm. The
recognition rate was low for fearful and happy in this experiment. In the experiment
by the CNN model in Fig. 2, we obtained 88% accuracy for surprised, 78% for
happy, and 73% for calm. The recognition rate was low for angry and disgust in this
experiment. In the experiment by the CNN and LSTM model in Fig. 3, we obtained
79% accuracy for neutral, 77% for calm, and 76% for surprised. The recognition rate
was low for fearful and angry in this experiment too.

Table 2 Test accuracy
results for the three models
using the RAVDESS dataset

Model LSTM CNN CNN and LSTM

Test accuracy % 0.6594 0.7292 0.7118

Fig. 2 Confusion matrices of speech emotion prediction using RAVDESS by the LSTMmodel and
CNN model. In the corresponding row, the accuracy value and confusion among emotion classes
of “actual” and “predicted” are shown
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Fig. 3 Confusion matrix of SER using RAVDESS by the CNN and LSTM model

The overall model performance of all deep models is shown in terms of emotion
class level precision, recall, and F1 score in Table 3. In addition, accuracy, macro
avg., and weighted avg. are presented. Overall, LSTMpredicted angry better than the
others, while CNN predicted surprised and sad better and CNN and LSTM predicted
neutral and calm better. In the experiment by the ensemble learning model in Table
4, ensemble learning benefited from the advantages of these three models in specific
cases.

Table 3 Percentage precision, recall, F1-score, and accuracy with RAVDESS by the LSTM, CNN,
and CNN and LSTM models

Model LSTM CNN CNN and LSTM

Emotion class Precision Recall F1 score Precision Recall F1 score Precision Recall F1 score

Neutral 0.75 0.55 0.63 0.79 0.70 0.74 0.74 0.79 0.76

Calm 0.59 0.73 0.66 0.81 0.73 0.77 0.79 0.77 0.78

Happy 0.66 0.53 0.59 0.75 0.78 0.77 0.78 0.71 0.74

Sad 0.71 0.62 0.66 0.68 0.82 0.74 0.59 0.67 0.63

Angry 0.53 0.78 0.63 0.79 0.62 0.70 0.63 0.65 0.64

Fearful 0.53 0.53 0.53 0.67 0.63 0.65 0.58 0.58 0.58

Disgust 0.69 0.56 0.62 0.74 0.62 0.67 0.77 0.73 0.75

Surprised 0.69 0.85 0.76 0.64 0.88 0.74 0.76 0.76 0.76

Accuracy 0.64 0.73 0.71

Macro avg. 0.64 0.64 0.63 0.73 0.72 0.72 0.71 0.71 0.71

Weighted avg. 0.65 0.64 0.64 0.74 0.73 0.73 0.72 0.71 0.71



Ensemble Learning with CNN–LSTM Combination for Speech … 45

Ta
bl
e
4

Sa
m
pl
e
pr
ed
ic
tio

n
re
su
lts

of
th
e
en
se
m
bl
e
m
od

el
fo
r
em

ot
io
n
cl
as
se
s

E
m
ot
io
n

E
m
ot
io
n
in
de
x

L
ST

M
L
ST

M
pr
ob

(%
)

C
N
N

C
N
N

pr
ob

(%
)

C
N
N
&
L
ST

M
C
N
N
&
ST

M
pr
ob

(%
)

E
ns
em

bl
e

re
su
lt

M
ax

pr
ob

va
lu
e/
M
ax

vo
tin

g
(%

)

E
ns
em

bl
e

le
ar
ni
ng

w
ith

m
ax

va
lu
e
of

pr
ed
ic
te
d

pr
ob

ab
ili
tie

s
by

de
ep

m
od

el
s

N
eu
tr
al

0
2

70
0

74
4

32
0

74

C
al
m

1
1

95
1

98
1

72
1

98

H
ap
py

2
3

56
4

91
2

97
2

97

Sa
d

3
3

93
1

62
0

35
3

93

A
ng
ry

4
4

99
6

63
4

85
4

99

Fe
ar
fu
l

5
5

99
2

92
7

44
5

99

D
is
gu
st

6
2

84
6

98
6

82
6

98

Su
rp
ri
se
d

7
7

95
6

53
7

52
7

95

E
ns
em

bl
e

le
ar
ni
ng

w
ith

si
m
pl
e
m
ax

vo
tin

g

N
eu
tr
al

0
1

99
0

53
0

54
0

54

C
al
m

1
1

99
1

96
1

73
1

99

H
ap
py

2
3

98
2

75
2

69
2

75

Sa
d

3
5

99
3

89
3

93
3

93

A
ng
ry

4
7

55
4

85
4

81
4

85

Fe
ar
fu
l

5
2

85
5

58
5

85
5

85

D
is
gu
st

6
2

84
6

98
6

82
6

98

Su
rp
ri
se
d

7
4

99
7

66
7

67
7

67



46 S. Tanberk and D. B. Tükel

4 Conclusion

The literature on SER includes many challenges, such as reducing the computa-
tional complexity and improving recognition accuracy. In the present study, we
planned a novel ensemble approach for SER to overcome these limitations. We
proposed a new ensemble learning architecture that consists of combinations of
CNN and LSTM networks. The effectiveness of the proposed SER model was eval-
uated using the RAVDESS dataset. The experimental results for the proposed model
are convincing for correctly recognizing the speaker’s emotional state. The proposed
ensemble method achieves a more accurate prediction by taking advantage of each
deepmodel’s ability to better learn specific emotions. These results proved the signif-
icance and effectiveness for SER. The proposed architecture can be further enriched
in the future by adding GRU as well and used as an alternative model to the existing
CNNs/LSTMs system of SER. In addition, the heterogeneous ensemble strategy
can be implemented by adding an advanced software function as a next step. The
proposed model can be used in many use cases such as speaker identification.
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Novel WSN Localization Optimization
Algorithm Using MVCRSA

Cosmena Mahapatra, Ashish Payal, and Meenu Chopra

Abstract The application of wireless sensor networks (WSNs) has grown widely
in today’s world. Even with the coming of IoT, WSN has not diminished but in fact
it has hugely benefited by this new technology. Nowadays, IT giants like Microsoft
have come up with WSN and IoT applications. The scope of WSN has grown from
merely being a research topic, to being the basis of several missions and life-critical
systems such as health monitoring system, security system for border control, smart
city surveillance system, and industrial drill temperature monitoring system (oil
wells). For mission-critical systems where the WSN nodes are mobile, there is an
additional need for localizing the nodes accurately without overheads. Over the
decades, much work has been done to crack the issue; however, scope still remains.
Recent COVID-19 has thrown unprecedented challenges on human survival. Primary
education givers have also been rattled, as parents are apprehensive of sending their
small children to schools, as young children are unable to themselves tell their givers
if they feel unwell. In order to provide reassurance to the parents, we propose to
build mobile WSN system, which would involve the children wearing WSN-based
bands, which shall capture their health-related data, while they are inside the same
premises of their schools and send it for further real-time processing to IoT-based
cloud environment, so that the health of a student can be monitored live, and the
data sent to parents for their comfort. Such a system would require mobile WSN-
based localization algorithm, which would in minimum time period fulfill the goal.
This paper proposes a data mobile WSN which uses nature-inspired algorithm to
localize the nodes correctly using MVCRSA (Multi-verse Crow search algorithm
for localization, which has through simulation provided successful results).
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1 Introduction to Mobile WSN

In mobile WSN otherwise called as mobile ad hoc networks (MANET), sensors are
portable, they not only transmit data from areas which are isolated, but they also
distribute the energy consumption of sensors to successfully send data. Mobility in
wireless sensor networks (MWSNs) has always been a challenging task to manage,
yet this has made WSN are popular and have been named as per their characteristics
and functionality. Also, much research has been done in identifying the types of
movement associated with a mobile WSN. In brief, they may be summarized as
follows [1]:

Controlled Movements: Mobile WSN nodes whose movement can be planned to a
particular route and are controlled come under this category. For example, of such
a movement is movement of mobile base stations to distributed sensor nodes for
collecting data.

Expected Movements: The movements, which cannot be controlled, however a
planned route for the sensors can be designed come under this category.

Unexpected Movements: Moments which can neither be controlled nor planned,
which are unpredictable come under unexpected movement category.

For example, children were moving inside a primary wing while playing or in
play period [2].

The MANETS/mobile WSNs may be summarized as they being self- reliant in
nature. This means the networks have self-forming capabilities, if a mobile network
goes out, then network heals the breach itself without manual inputs by forming
a constant peer-to-peer connectivity with the remaining nodes. Thus, in short the
characteristics of these may be defined as follows: [3] Self-preserving and self-
driving behavior: These WSNs require minimum human interventions and are able
to function both as a cluster head or a cluster member whenever needed.

Robust and on demand topology: The mobile WSNs are able to create directional
and bidirectional associations with each other, thus making the basis of a topology
changing nature.

IoT strengthening Security: Though in themselves WSNs have always been in the
midst of security-related debates, when clubbed with IoT infrastructural platform,
the security aspects have been easily tackled (Fig. 1).

Energy Constraining Characteristic: WSN’s one major area of research is
energy saving. Due to the limited sources of electricity (batteries), often nowadays
researchers are resorting to innovative solutions (solar, movement generation, etc.)
and optimizing algorithms to recharge and save electricity, respectively [4].
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Fig. 1 Example of how WSN may be integrated with IoT

Limited and variable bandwidth and connectivity: Often the nodes in a mobile
WSN have varying connectivity parameters, and on the top of that, the available
bandwidth plays a major spoil spot [4].

The overall design of a WSN can be classified into two categories, flat and hier-
archical. Flat wireless sensor networks are generally comprised of 20–30 sensors
spread over a limited area; however as the number of sensors increases, the need for
a more hierarchical architecture arises in which the data communication is controlled
bymultiple cluster heads each in control of their own set of sensors, thus making data
communication complex. WSN designers have over the decade faced and conquered
to an extent a lot of challenges such as limited battery life, memory, and bandwidth
availability, apart from difficult terrain, where communication among the deployed
sensors becomes a challenge. Success in the above parameters was seen by the
designers with the turn of this decade, and now WSN has been recognized as an
essential network for monitoring and control situations. Like every communication
protocol, WSN to make uses of a set of network protocols to implement its archi-
tectural functions such as localization, clustering, routing, and synchronization, and
last but not the least security.

Although the previously mentioned functions of WSN have to an extent been
resolved, however much scope is left in refining quality of service (QoS) parameters
of wireless sensor networks, these parameters are—scalability, deployment of nodes,
coverage, and connectivity. The detailed analysis of these parameters is given as
follows [5]:

Scalability—The scalability of aWSNmaybe defined as the increase and decrease in
the number of nodes (sensors), present in the network depending upon the availability,
need, and other application-based factors. Scalability (Fig. 2).
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Fig. 2 Wireless sensor
network and cloud of the
network decides the
efficiency of routing protocol
which has been implemented
in the WSN

Deployment of Nodes—Positioning of the sensors in WSN is a major factor upon
which QoS of the network is defined. Deployment of nodes decides the architecture
of theWSN in general. It also affects the efficiency of the network on parameters such
as energy consumption, data aggregation, data communication (delay in transfer of
messages) [6].

Coverage and Connectivity—WSN coverage is classified into two types, full and
partial. The idea of full coverage is theoretical, as to get full coverage of an area, we
must plant sensors in such a way that they would cover all the points in that area.
A more realistic coverage technique would be to plant a sensor in such a way that
it covers a particular set of points having same or almost same data generation, this
however means that the sensing region of the sensor increases which means that it
would needmore energy, thus here arises a need to balance the coverage with sensing
area and its energy consumption. There are various ways of deciding coverage: K-
coverage, square grid coverage, THT cell, etc. Connectivity is an output of coverage,
the sensors communicate with their base stations or cluster heads to send and receive
data [7].

Though WSNs have become popular in many areas of research, they are still are
various issueswhich are plaguingmobile sensor nodes; these are broadly divided into
communication and datamanagement capabilities. In this paper, we shall be focusing
on data communication issue, namely localization issue. In order for us to locate the
exact coordinates of a sensor, there have beenmany types of algorithms and described
research; these can be clubbed into this following three broad categories: range-based
WSN, range-free WSN, mobility-based WSN. These issues of localization may be
solved through the use of following types of methods: distance/angle estimation,
position computation last but not the least localization algorithm. In this paper, we
have focused ourselves in designing a mobile WSN localization algorithm which
is optimized by nature-inspired algorithm (multivariate crow search optimization
algorithm) (Table 1).



Novel WSN Localization Optimization Algorithm … 53

Table 1 Understanding the basis for physics chemistry-based nature-inspired algorithm

S. No Physics chemistry-based nature-inspired algorithms Year

1 Simulated annealing 1983

2 Stochastic diffusion search 1989

3 Self-propelled particles 1995

4 Harmony search 2001

5 River formulation dynamics 2007

6 Central force optimization 2007

7 Gravitational search 2009

8 Intelligent water droplet 2009

9 Charged system search 2010

10 Spiral optimization 2010

11 Galaxy-based search algorithm 2011

12 Water cycle algorithm 2012

13 Big bang big crunch 2012

14 Black hole 2013

15 Electromagnetic like optimization 2014

16 Multi-verse optimizer 2016

1.1 Brief Review

Various studies have been done tomodel and implement physics and chemistry-based
nature-inspired algorithms for optimization purposes.

Authors [8] proposed, probably for the first time, a novel attempt to the fairly
accurate solution of complex combinatorial optimization problems using stimu-
lated annealing algorithm which in turn was based on analogy of physical annealing
process. They proved a profound relationship between the statistical mechanics and
multivariate or combinatorial optimization. Using the classical traveling salesman
model, the usefulness of simulated annealing in solving multiple optimization prob-
lems was validated. The research thus illustrated a computer’s ability to arrive at an
optimal solution through purely stochastic processes without intervention of human
intelligence. Carrying forward the work on stochastic cells, Bishop [9] described
stochastic search network to arrive at high-performance solutions and deal with
stimulus equivalence in pattern recognition problems.

Authors of this paper [10] came up with another physics–chemistry-based opti-
mization algorithm and investigated the emergence of a self-ordered movement in
particle systems through a newly introduced particle dynamics model to examine
clustering, transport, and phase transition. The particles were moved with a constant
velocity, and it was found that at each time step a random perturbation was added
and the direction of the particles assumed the average value of that of its neighboring
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particles at a radius r. The results demonstrated a transition of the kinetic phase from
zero velocity to finite through spontaneous breaking of the rotational symmetry.

Paper [11] devised an algorithm called harmony search based on the analogy of
the music performance process. Authors reviewed a number of traditional optimiza-
tion techniques and existing heuristic methods before coming up with it. Through
traveling salesman problem and least-cost pipe network design, the advantageous
features of HS were illustrated that were, namely its ability to create new vector by
considering all vectors rather than just parent vectors, and omitting the need to set up
initial values of decision variables. Similarly, Rabanal et al. [12] presented another
type of heuristic algorithm RFD, based on natural dynamics of river formation to
get acceptable solutions to N-P hard problems in a relatively better way than other
efficient heuristic methods like ant colony optimization algorithm. RFD was applied
to the traveling salesman problem to prove its efficacy above other algorithms in
achieving optimal solutions.

Study [13] introduced ametaheuristic optimization search algorithmcalled central
force optimization. CFO’s effectiveness over other optimization methods was estab-
lished through preliminary analysis in which an equalizer for the canonical Fano load
was designed as well as through the synthesis of a 32—element linear array. The
results were equally optimal or better than other optimization algorithms. Rashedi
et al. [14] created a gravitational search algorithm on the basis of Newtonian law
of gravity and concept of mass interactions. The mass systems existed in isolation
and transfer of information between each mass, in relation to other, occurred using
the laws of motion and gravitational force. The authors evaluated the results of the
algorithm on a set of standard functions and found it to be superior to renowned
heuristic search methods like PSO, RGA, and CFO.

Likewise, research [15] used a nature-inspired optimization algorithm based on
swarm of water drops to solve three different problems, the n-queen puzzle, the
TSP, and the MKP. The algorithm was modified to solve the TSP problem (MIWD-
TSP), and it leads to better comparative results with respect to standard MKP-TSP
algorithm. The authors also tested some new MKPs and found optimal or near-
optimal solutions to the given problems. It was concluded that the IWDalgorithmwas
efficient in finding optimal solutions to optimization problems, though the authors
admitted the scope for modifications in the algorithm and utilizing other natural
dynamics of rivers along with add-on heuristic search systems to make IWD more
resourceful.

Adding novelty to optimization techniques, [16] used Coulomb law of electro-
statics and Newtonian laws of mechanics to present a new optimization algorithm
called charged system search (CSS). The agents of the CSS were termed as charged
particle having a charged sphere of radius r and uniform density with an electric force
imposed on other charged particles. The CPs could exert an attractive force on each
other based on their separation distances. Authors applied the self-adaptation, coop-
eration, and competition step in the algorithm and did the comparative analysis on
standard functions to prove CSS’s superiority over other optimization algorithms. Its
application can bewidespread for either non-smooth or non-convex design problems.
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Study [17] proposed an innovative two-dimensional metaheuristics, spiral opti-
mization, based on natural spiral phenomenon such as nautilus shell and spiral
galaxies. The optimization algorithm was found to be effective and has potential
for further research through simulation results. However, following domains were
still considered as worth improving, adding randomness, extension to n dimension
and establishing center x*, αi and βi. However, Shah-Hosseini [18] improvised the
spiral optimization technique and formulated a metaheuristic called galaxy-based
search algorithm, GbSA-PCA, for principal component analysis (PCA). The algo-
rithm utilizes the spiral mechanics of galaxies to search the PCA space and is aided
by chaotic sequence for enhanced results. Author also used local search algorithm
to adjust the solution generated by spiral motion of GbSA-PCA. Initial experimental
results showed promising use of this metaheuristic in PCA estimation as well as in
real applications having PCA involved in problem-solving.

A new population-based, global optimization technique named as water cycle
algorithm (WCA)was presented by [19], deriving inspiration from natural water flow
in rivers and streams to the sea. The algorithm was applied to various constrained
optimization and engineering design problems. Comparative analysis of achieved
results proved its efficacy over other optimizers as well as its increased efficiency
in terms of computational cost, depending upon the type and difficulty level of the
given problem. Author proposed the application of WCA for real-world optimiza-
tion problems with scope of further study on its efficiency in solving wide-ranging
optimization problems.

Based on the two big bang and big crunch theories, study [20] constructed an
optimization algorithm called big bang big crunch (BBBC) that employed generation
of randompoints in the first phase and subsequent shrinkage of those points to a single
representative point through center of mass or minimal cost approach in the second
phase. The algorithm was developed for the improvement of voltage stability and
authors employed the technique to solve ORPF problems. Simulations were done
on IEEE 30 and IEEE 118—bus test systems, and their results were compared with
those obtained by PSO. Comparative analysis proved the efficacy of BB-BC method
in achieving improved quality solutions and rapid convergence rate of the algorithm.

Authors [21] invented a population-based algorithm inspired by black hole
phenomenon for cluster analysis. Among initial pool of candidate solutions, the
best one was chosen as black hole which pulled other candidates around it and elim-
inated anyone that gets too close. It gives rise to a new candidate solution to be
placed in the search zone for next iteration. The algorithm demonstrated superior
performance in comparison with traditional heuristic methods on the six benchmark
datasets. Further, the technique is uncomplicated and free from problems of param-
eter adjustment. Author proposed it for varied optimization problems independently
or in combination with other search algorithms.

Taking a step further, [22] demonstrated the use of electromagnetism-like opti-
mization in circle detection process using a combination of three points on edges as
parameters to identify circle images in the given scene. The identified circle by the
objective function was used by EMO to find the optimum circle candidates which
better related with it. The ultimate algorithm had the capacity to rapidly detect a
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circle with accuracy up to sub-pixel level even under complex and noisy image
conditions. To evaluate its performance, several experimental tests were employed
such as multiple circle detection and circular approximation.

Author [23] came up with a novel nature-inspired algorithm which they have
named as multi-verse optimizer. The authors have based the algorithm on physics
principals of white hole, black hole and wormhole. The authors have successfully
validated there finding with gray wolf optimization algorithm, particle swarm opti-
mization algorithm, genetic algorithm, and gravitational search algorithm. By the
results of the comparisons, they have been able to successfully prove the high
potential of MVO in major mission-critical applications.

2 Simulation and Result

Our proposal for solving localization problem is hybrid form of multi-verse opti-
mization by integrating it with crow search optimization algorithm [24], which has
been proven to be a better algorithm [25] then cuckoo search.

The basic integration criteria for the algorithms are as follows:

1. Using multi-verse theory to establish the existence of white holes, black holes,
and wormholes.

2. Black holes would lead the data to a universe where the speed of enhancement
is very less.

3. If speed of growth of a universe is too fast, it will result in big bang and creation
of multi-verses.

4. A wormhole may be used to transmit data (s) the best-fit solution to a multi-
verse universe where it may be utilized to find a better best fit. The data (s) to
be transmitted to find global optimum solution would be identified throw crow
search algorithm.

5. Crows always live in a flock, they share food sources, and the best group is
able to defend its food source from other birds/animals. Thus, the best group of
data is identified and fired through the wormhole to the best-fit multi-verse for
finding global optimum solutions.

Figure 3 depicts the success of MVCRSA, and it has been able to map the mobile
WSN node to its actual target with almost 93% success rate.

3 Conclusion

Education specially the primary education system has been severely hit by COVID-
19 pandemic threat. Parents are apprehensive of sending their wards to schools, least
they get infected. In these times, it is only logical to have a mobileWSN be set up for
tracking the children’s health parameters while they are inside their primary wing
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Fig. 3 WSN localization result

schools which would be monitored through live feed least a student’s health takes
a bad turn. For this use, in this paper we propose a hybrid localization algorithm—
multi-verse crow search optimization algorithm, which may be used for locating and
monitoring critical wireless sensor networks nodes (MVCRSA). The algorithm has
shown considerable success in MATLAB environment.
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An Enhanced QR Code-Based Smart
Parking System for Mobile Environment

Tan Shy Yu, Shayla Islam, and Chee Ling Thong

Abstract This paper presents a mobile application system that allows users to
reserve a parking lot by using their smartphones. The aim of this paper is to support
the efficient parking at university level by developing a QR code-based mobile smart
parking system. When the smartphone is connected to the Internet, the students are
only required to start the parking time through scan QR code. A parking lot will start
the parking time for the students. Before the users exits the university, the students
are only required to pay the balance through their wallet of the application. This
reduces the hassle of queuing up for in front of the auto pay machine. Moreover,
after payment, students can directly exit the university.

Keywords Mobile smart parking system · QR code ·Mobile phone · University
parking slot

1 Introduction

Urban parking is an area for people to parking in the city. It is also the place with
the highest frequency of traffic jams. The exhaust gas from people’s daily find for
parking in urban parking has a huge impact on the environment. Especially in large
cities, the air pollution caused by motor vehicle emissions accounts for about 70%,
more than twice the air pollution caused by heat source 4 [1]. Therefore, people began
to try to make smart parking to solve these related problems and reduce emissions.

Nowadays in urban areas car parking is a time-consuming activity, which has a
significant impact on people’s daily life. Parking needs to pay the parking fees are
everyone to know. However, in the process of paying parking fees we all know that
sometimes it is very troublesome. Usually, finding the right parking lot needs to
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wander around in unpredictable time, which wastes time, fuel, pollution, and traffic
jams. In this regard, efficient urban parking is very important for solving traffic jams
and inconveniences.

The main purpose of smart parking lot is to use big data to collect and disseminate
real-time information, cooperate with the application of relevant technologies and
equipment, and take the interests of car owners as the ultimate goal to improve parking
efficiency and reduce the consumption of customer time and resource costs. In the
USA, there are more than 40,000 parking lots. Most of the business models here are
dependent and cooperative management models. Through cooperation with third-
party intelligent parking operators (software suppliers) and equipment suppliers, we
provide optimized solutions to reduce the investment cost of owners and maximize
the profit income.

An example is IoT-based smart parking system. The concept of the Internet of
things (IoT) beganwith the Internet of thingswith identity communication devices. A
remote computer connected via the Internet can be used to track, control, or monitor
the device. IoT expands the use of the Internet to provide communication, thereby
enabling the interconnection of devices with physical objects or "things" (Abhirup
Khanna 2016). Two words in the Internet of things are “Internet” and “things.” The
Internet refers to a vast global network of connected servers, computers, tablets,
and mobile phones using protocols and connection systems used internationally.
The Internet makes it possible to send, receive, or communicate information. The
dictionary meaning of “things” is a term used to refer to physical objects, actions
or ideas, situations, or activities that we do not want to be precise. The Internet
of things usually consists of a network of devices and physical objects, and many
objects can collect data at remote locations and communicate with units that manage,
acquire, organize, and analyze data in processes and services. It provides a vision
to make things (wearables, watches, alarm clocks, home devices, and surrounding
objects) smart and sense, compute through embedded small devices (interacting with
remote objects or people through connections), and communication becomes lively.
The scalability and robustness of cloud computing allow developers to create and
host their applications on it. The cloud is an ideal partner for the Internet of things
because it acts as a platform that can store and access all sensor data from remote
locations. These reasons led to the fusion of two technologies, and a new technology
called the Internet of things (IoT) was formed. In IoT, things (nodes) can be accessed,
monitored, and controlled through the cloud from any remote location. Due to the
high scalability in the cloud, any number of nodes can be added or removed from
the IoT system in real time. In simple terms, the Internet of things can be explained
with equations:

Physical objects + controllers, sensors, and actuators + Internet = Internet of
things based on the advent of the Internet of things, the ideal of creating a smart city
is now possible. In today’s cities, finding available parking slot is always difficult
for drivers, and as the number of private car users increases, it becomes more and
more difficult. This situation can be seen as an opportunity for smart cities to take
action to improve the efficiency of their parking resources, thereby reducing search
time, traffic congestion, and road accidents. If drivers can be informed in advance
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of the availability of their intended destination and the surrounding parking slot,
issues related to parking and traffic congestion can be addressed. Recent advances in
creating low-cost, low-power embedded systems are helping developers build new
applications for the Internet of things. With the development of sensor technology,
many modern cities choose to deploy various IoT-based systems in-and-around the
city for monitoring.

Sensor technology is considered to be an effective means of effective parking
management. Although these solutions have feasibility and advantages, the effect
of sensor arrangement hinders their practical application. On the contrary, the
widespread use of mobile devices has opened up new prospects, far beyond simple
support for parking fees. Parking fees and mobile devices can be combined, which
will greatly solve many people’s parking problems.

In this paper, we will show a mobile application that supports wide area parking
service, from search to parking start/end, with reservation considered. The identi-
fication of any single parking point can rely on QR code and/or GPS positioning,
thus reducing system costs and speeding up automatic parking procedures, including
fees charging. Guidance provided by dedicated mobile applications can improve the
efficiency of parking, have a positive impact on the quality of life, and reduce fuel
consumption. Besides that, other city monitoring applications can effectively utilize
real-time data on occupancy of specific parking lots to better plan and manage traffic
and public city services. The proposed application can help users to find the most
convenient parking slot and can complete the payment of parking fees directly in
the application. Search for the nearest parking location in real time. Given destina-
tion, for planned travel, browse, and book available locations in advance. A typical
parking procedure begins with a parking search action. After that, after arriving at
the parking slot, the actual occupation is performed by identifying the place where
the car is placed as illustrated in Fig. 1.

Fig. 1 QR codes parking
slot
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2 Literature Review

This literature reviewwill focus onAndroid operating systemand applicationprojects
related to mobile smart parking system. The development of smart parking systems
requires very high costs. Besides that, the maintenance fee is not a small amount [2].
Despite the high cost, an intelligent parking system is still required. It is because it
can greatly reduce the air pollution of people in big cities and save people time in
finding parking spaces [3].

In order to perform smart parking, people nowadays use some methods such as
RFID to record and keep track of their parking [2]. RFID is an acronym for “radio-
frequency identification” and refers to a technology whereby digital data encoded in
RFID tags or smart labels (defined below) are captured by a reader via radio waves
[4]. However, some more advanced smart parking systems are still under study and
some are in trial such as QR code smart parking system.

There are some limitations listed in the previous study [5] such as cost of the
system being more, complexity of design increases, no multilevel parking inside an
infrastructure, and system only allows one by one parking. It is because the system
needs to build base on the terrain, not all place can be built. Besides that, the system
is open for 24 h and will cause easy damage, it needs regular maintenance.

There is a wide variety of smart parking system such as intelligent parking lot
application using wireless sensor networks, smart routing technology, IoT smart
parking system, and others. Most of the projects are aimed to develop a system or
application to make people finding the parking become easy and limitation of air
pollution of parking. Most of the parking systems developed are ultrasonic sensor,
the sensor can let the parking or car receive a message and perform a series of actions
[6]. For example, when the driver gets the parking ticket in the outside, the parking
gate can detect the car and open the gate to let the driver enter the parking lot. In
the parking slot, when the car is parking in the slot already, the parking slot will be
detecting the car and the light above will change from green to red. It can reduce the
inconvenience of drivers looking for a parking space while driving a car. They only
need to look at the lights on the parking space to know whether there is a parking
space.

Other technologies are in mobile application, and these technologies use street
maps to let drivers know where to park [7]. The technologies are more used for
outdoor parking and garden parking lot. It is very useful for both because finding
parking in outside area easy to cause traffic jams. Therefore, if drivers can know
where the parking space in advance through the application are, it can reduce air
pollution and traffic jams as existing architecture is illustrated in Fig. 2.

• Issue 1:

With more and more university students, university vehicles have gradually
increased. For example, in UCSI University, when after school, students pay
parking fees and drive home. At this moment, the problem is coming, and the flow
of people would be blocked at the elevator entrances of Block G and doorway of
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Fig. 2 Illustration of
existing architecture flow

Block C. It is because there is an auto pay machine there, and most students pay
parking fees in both places. Thence, once it is time for after school, there will be
a lot of people in both places as shown in Figure 3.

• Issue 2:

The auto pay machine and parking kiosk machine should be repaired and services
if it down or failure (shown in Figure 4). Thence, repaired and services need some
money to do, regular maintenance increases university monthly expenses. For
the reason, students may be at risk of increasing tuition fees. University tuition

Fig. 3 People line up to pay
parking fees
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Fig. 4 System down of
UCSI auto pay machine

fees are not cheap, suppose that even higher tuition fees may affect the reputation
and interests of university, then students will choose another university as well as
university ranking will go down in the ranking list.

• Issue 3:

If the auto paymachine system is down, other auto paymachine will be increasing
the burden as depicted in Figure 5. For example, UCSI has four auto paymachines,

Fig. 5 Traffic jam because students pay the parking fees and insert card to leave
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but some auto pay machine has problems and causes the machine system down.
System down of an auto pay machine will increase the risk of other auto pay
machine. For the reason, UCSI often has system down with the auto pay machine,
and students and teachers are adapted to it. Moreover, the parking kiosk machine
in the guardhouse also have more problems. It is because, those machines were
active 24 h for every day, so sometimes those machines cannot exit the card
normally. Sometimes the guard will let those machines out of the card based on
manually. But in the worst-case scenario, students and lecturers or another visitor
need to go around the guardhouse at the front or back door to get into UCSI. It is
a waste of time, and when they encounter traffic jam, they will be late to the class
or meeting. It will have a huge negative impact.

3 Proposed Architecture

The proposed architecture as shown in Fig. 6 intends to allow users who UCSI
students only. They can login to the system using their student ID and password
same with their CN and IIS. Each student will have their own account. However, if
they forgot the password or unable to login, they need to find the related department
to solve this problem, it may need some processing fees. Moreover, students need to
install the application before parking in UCSI. Besides that, they must ensure that
their accounts have sufficient amounts before payment, otherwise they cannot make
payments. They can top up the wallet on the wallet interface, and the interface will
transfer to the bank select interface to allow students to complete their processing of
top-up. In addition with that, each student parking records will be carefully recorded
in the relevant UCSI department. If the students have a violation record and will be
penalty. In severe cases, their account will be blocked and the student will not be
able to park at the UCSI. The penalty fees may be RM 50 between RM 100, but the
unlocked fees are more than RM 500. Therefore, students should be careful about
the rules and do not violate the rules.

The proposed system consists of two sub-systems—management control panel
and smart parking application as described in Figs. 7 and 8.

The management control panel allows students to process some action on the
application. The management control panel is a webpage using HTML.PHP frame-
work which allows students to view their home page that can be displayed in smart
parking applications. In addition, students can also access to the wallet page to view
their balance in the application (Fig. 9).

The students are the users who use applications installed in their devices provided
by UCSI as shown in Table 1. It is part of the mobile smart parking system.

Security guard are the UCSI employee whomanage all situation about the parking
lot (shown in Table 2). They control the students parking times and manage the
parking lot.

Admin is the system administrators who are responsible for providing security
guard access to the system as described in Table 3.
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Fig. 6 Illustration of
proposed architecture flow

The entity–relationship diagram below is a representation of the process of the
system as shown in Fig. 10.

A first page in Fig. 11 is let the students to login their account for the application.
Students can top up their wallet and check the amount through the wallet page,

and it can use to pay the parking fees in the UCSI as shown in Fig. 12.
Each QR code represents each parking slot, which has information on the parking

slot (shown in Fig. 13). Students can view their personal information in profile page,
but cannot edit the information such as IIS system as depicted in Fig. 14.

The students will login their account first and then can start to use the application
as shown in Figs. 15 and 16. If students scan the code but cannot transition to the
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Fig. 7 Illustration of current
architecture flow

Fig. 8 Sub-system dependency and vendor ownership illustration
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Fig. 9 Use case for mobile smart parking system

Table 1 Users who use applications installed in their devices provided by UCSI

Case Description

View menu Menu items are listed on the application interface

Scan QR code to create parking Students can proceed to park their car by scanning the QR
code in the parking

Create account Students can sign up for a new account in UCSI management
to be used for the service

Top-up wallet Students can top up money in their wallet to make payment

Pay parking fees Students can proceed to payment by button “Pay” shown on
the application interface

Table 2 UCSI employee who manage all situation about the parking lot

Case Description

View menu Menu items are listed on the application interface

View parking situation Parking situation will be listed on the home page

Create QR code for parking If QR code of parking invalid or broken, guard will be
created new one for it

Block account that violates the rule If some account violates the rule, they have the privilege to
block the account

Table 3 System administrators who are responsible for providing security guard access to the
system

Case Description

Add security guard Admins can assign an account as security guard by entering the
account holder’s email address and phone number

Remove security guard Admins also can remove the security guard privilege from an
account
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Fig. 10 ER diagram for mobile smart parking system

Fig. 11 Login page for
mobile smart parking
application

parking slot page, it maybe is QR code unclear or network unstable, students can
scan the code again to complete their parking.

Before students drive away from the parking slot need to complete the payment as
illustrated in Fig. 17. Students can click the button “Pay” in the home page. If cannot
complete payment maybe is insufficient balance in the wallet or network problem.
Students should try again to avoid the tire will block by security guard. Moreover,
students need to ensure that their wallets have sufficient balance to make payment;
otherwise, they will not be able to complete the payment. By the way if students
have balance but also cannot complete the payment, it maybe network problems or
other technical problems.
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Fig. 12 Wallet page for mobile smart parking application

Fig. 13 Parking slot
information for mobile smart
parking application

4 Evaluation

The section will discuss the procedures used in assuring the project is delivering the
required products and some of the techniques used in testing the system. Throughout
the system development, unit testing is frequently conducted before every major
implementation. This is especially important when two subsystems are dependent
on one another. Since the web services of the system are first deployed before the
development of the app, the API components must go through rigorous testing before
it should be used on the application to prevent further issues. After the development
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Fig. 14 Profile for mobile
smart parking application

Fig. 15 Activity diagram to
illustrate the parking process
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Fig. 16 Activity diagram to
illustrate the payment
process

of the application is completed, integration testing is a level of software testing where
individual units are combined and tested as a group. The application must go through
rigorous testing including the core functionally, function process, and bug of appli-
cation. It needs to ensure subsystems work together each other. After the core func-
tionality of the system is developed, subsequent improvements and addition imple-
mentations are accompanied by smoke testing to ensure the new implementations do
not affect the system stability. Smoke testing is conducted every day.

User acceptance testing is conducted once the system development has arrived at
the stage where all core functionality of the system becomes usable. In the system,
8 students have been volunteered to participate in the UAT as illustrated in Table 4.
They have been briefed on the working of the system and its purpose and are given
a list of system deliverable tasks before the testing begins.

5 Conclusion

With QR code technology, this paper has demonstrated the ability for smart parking
system to integrate payment system to further minimize crowded and time-saving.
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Fig. 17 Activity diagram to
illustrate the top-up process

With the use of only auto paymachine, people need to spend the time to line up to pay
their parking fees. By theway if themachine systemdown, it will causemore problem
in the process of pay parking fees. However, mobile smart parking system solve all,
users can make QR payment easily directly without having to install additional apps.
The application top-up function is linked with the FPX. The application will be
developed and used in UCSI, and students can directly login through their student
ID and password, which is the same as IIS and CS, allowing the system to provide
a more secure parking payment approach. It is highly likely that users will not pay
parking fees in the proposed system, it is because these managements depend on
security guards. Therefore, only when they are on patrol can they know which user
did not pay the parking fee. However, most users do not pay parking fees when
the security guard is not patrolling. Besides that, the application is easily affected
by the network, it is because sometimes the UCSI network will be unstable, and
some devices of students do not have Internet data to support, which will cause
students cannot start parking through this application, or even cannot complete the
payment. This will waste the time of students in waiting. By implementing offline
version into the system, it can provide students with a mobile smart parking system
that is completely unaffected by the Internet, especially in raining. Students do not
have to worry about sometimes being unable to pay or scan codes. Moreover, social
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Table 4 System deliverable tasks

No Area Item Status

1 Management control panel
(App)

Login page Login panel Passed

2 Management control panel
(App)

Menu page Multiple users operation (for
multiple students)

Passed

3 Management control panel
(App)

Menu page Singular user operation Passed

4 Management control panel
(App)

Menu page Listing of menu Passed

5 Management control panel
(App)

Menu page Removing menu Passed

6 Management control panel
(App)

Home page Multiple users operation (for
multiple students)

Passed

7 Management control panel
(App)

Home page Singular user operation Passed

8 Management control panel
(App)

Home page Feature of scanner Passed

9 Management control panel
(App)

Home page Display of parking Passed

10 Management control panel
(App)

Profile page Information march with users Passed

11 Management control panel
(App)

Payment page Amount is march with parking
hour

Passed

12 Management control panel
(App)

Payment page Payment successful Passed

13 Management control panel
(App)

Wallet page Display of amount Passed

14 Management control panel
(App)

Wallet page Feature of top-up Passed

15 Management control panel
(App)

Logout Logout successful Passed

media like Facebook provides API to bind external accounts with their accounts. This
allows students account in UCSI linking to social media accounts. Users who link
their accounts with social media account can easily access to the system through any
devices. Students can scan QR code by the Facebook, not just in the mobile smart
parking application. However, if students in scan in other social media application,
the payment method will be converted to online transfer, not the wallet provided.
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Traffic Congestion Analysis in India
and Fluid Flow Reduction Loss Theory

Tsutomu Tsuboi

Abstract This study is a series of traffic congestion analysis in India for more than
one-year observation of joint government project between Japan and India since
April 2017. The uniqueness of this study is a method to identify traffic congestion
by bottleneck theory of fluid flow reduction loss theory. In general, it is well-known
that traffic flow analysis is used fluid flow analysis, and several famous traffic flow
formulas are born such as Greenshields, Greenburg, and Underwood, and shockwave
analysis theory is also used for traffic congestion condition. In this study, it is the first
time to use shockwave theory of fluid flow for finding out traffic congestion timing
in daily basis traffic flow data. Based on this study, fluid flow analysis about flow
reduction theory and shock wave is valid for Indian traffic congestion analysis.

Keywords Traffic flow · Traffic congestion · Fluid flow analysis · Shock wave

1 Introduction

This study is one of series of traffic flow analysis in India, which is joint government-
founded project between Japan and India (i.e., Program ID JPMJSA1606 of the
International Science and Technology Cooperation Program (SATREPS) for global
challenges in 2016) [1]. In general, traffic flow analysis in developing countries
such as India is always challenging because there is not enough actual traffic data
under chaotic traffic condition. Several studies have been performed on traffic flow
research [2, 3]. Studies have also been carried out specifically on Indian traffic. For
example, A. Salim et al. used traffic density and space headway parameters to analyze
traffic congestion [4], but measurement data were only obtained over four days in
Chennai, India. M. Goutham and B. Chanda reported vehicle probe data in terms of
the traffic volume and speed in Hyderabad, India, based on the Indian Road Standard
IRC-106-1990 [5].

T. Tsuboi (B)
New Business Creative Division, Nagoya Electric Works Co. Ltd, Ama-shi 29-1, Mentoku
Shinoda, 490-1294, Japan
e-mail: t_tsuboi@nagoya-denki.co.jp

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
A. K. Bashir et al. (eds.), Proceedings of International Conference on Computing and
Communication Networks, Lecture Notes in Networks and Systems 394,
https://doi.org/10.1007/978-981-19-0604-6_8

77

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-0604-6_8&domain=pdf
mailto:t_tsuboi@nagoya-denki.co.jp
https://doi.org/10.1007/978-981-19-0604-6_8


78 T. Tsuboi

From related work, we have already had some of typical conclusion as follows.
All traffic data has been collected at Ahmedabad City in India and moreover a year
measurement.

• The characteristics of traffic flow are not followed with traffic flow theory. But by
using envelope observation of traffic flow characteristics, it is capable to estimate
traffic flow parameter such as traffic jam density, traffic-free speed, critical traffic
volume, and so on [6, 7].

• Traffic congestion happens in the evening time rather than in the morning in
Ahmedabad City which has been observed during 2019 whole years. The reason
of this evening traffic congestion is not clear [8, 9].

• Traffic congestion condition is represented by traffic occupancy parameter than
traffic volume, which means traffic congestion is not occurred at maximum
number of traffic on roads [10].

• There is some time lag between traffic volume and occupancy in traffic congestion
in Ahmedabad [11].

Based on the above work, the traffic condition becomes a little bit clear and it is
recognized that “fluidmechanics” is useful for traffic flow analysis. In terms of traffic
flow theory, it is known that basic traffic flow equations such as Greenshields [12],
Greenburg [13], and Underwood [14] equations are born from “fluid mechanics.”
In this study, it focuses on traffic congestion mechanism in more detail with “fluid
mechanics” and reaches evening traffic congestion mechanism.

The next Sect. 2 introduces test field information and measurement of traffic flow,
and Sect. 3 is theoretical analysis for traffic congestion. In Sect. 4, discussion of
traffic congestion is introduced. In Sect. 5, it summaries conclusion.

2 Test Field and Measurement

2.1 Test Field

In this study, we choose one of the major cities in India which is Ahmedabad City
where locates in the west part of India. Its population is about 6 million at 2011
shown in Ahmedabad profile Table 1 [15]. The current population is over 8 million
[16] in 2018 from 5 million in 2011, and the number of vehicles is about 4 million
in 2017 [17]. More than 70% vehicle is two wheelers, which is typical percentage in
developing countries. Based on city government or Ahmedabad Municipal Corpo-
ration (AMC) agreement, the case study field was chosen in west side of the city
called “NewCity”where therewill havemore commercial business and new building
constructions.

There are 31 trafficmonitoring cameras in the city, and its traffic data is collected at
every minutes 24 h per day. The camera’s installation points are shown in Fig. 1. The
number shows each trafficmonitoring camera location. Twodigit number cameras are
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Table 1 Ahmedabad profile

Coordinates 23.03° N 72.58° E

Area 466 km2 (year 2006)

Population 5,577,940 (year 2011 Census)

Density 11,948/km2

Literacy rate 89.60%

Average annual rainfall 782 mm

Popularly known as Amdavad

STD code 079

Fig. 1 Traffic monitoring camera location (each number is indicated each camera ID)
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Fig. 2 Traffic monitoring camera example in Ahmedabad City

located in west side of block along with “132 Feet Ring Road” where there are many
office, shops, and market. The four digit number cameras are located near the river
“Sabarmti River” so-called RiverFront and new development area. The RiverFront is
control area by city government, and it is not allowed to enter by auto-rickshaw and
city bus. This road is currently used for a way to airport from city center. The main
study location is on these both area because it is highly developing for business and
the traffic grows heavily year by year. And there is another aspect which is metro
development plan. The blue and red lines in the map are metro lines which are under
development by 2023. This project is handled by Japanese International Corporation
Agency or JICA and this metro is the first line in Ahmedabad followed by other
major city such as Delhi metro.

The traffic monitoring camera and FLIR’s company “TrafiCam™” are shown in
Fig. 2. The cameras are relatively cost-effective and easy installation with reasonable
performance. This camera is able to measures the number of vehicles, speed of
vehicles, and other traffic flow parameters such as traffic density, traffic volume (Q),
headway (HD) (length between the end of front parameter), vehicle length (L), and so
on. The actual measurement data example is shown in Fig. 3. The camera measures
traffic data at each one minute, 24 h, one month, number is measurement point, day
is measured day of each month, and hour is from 0:00 to 23:59, cam_id is camera
number which is same as in Fig. 1.

Figure 4 shows typical Ahmedabad traffic condition scene, and there are heavy
traffic congestion these days.
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Fig.3 Traffic flow measurement data example

Fig. 4 Traffic condition example in Ahmedabad City

2.2 Measurement Data

As for traffic flow analysis, the location at camera #11 (doted black circle in Fig. 1) is
chosen in this study where is most crowded area in our previous research. In Fig. 5,
it shows three types of time zone-based traffic characters. The measurement data is
in October 2020 one month. The traffic volume is defined as the number of vehicles
passing a point on road or given lane or direction of a road in specific time and usually
expressed as vehicles/hour. The average speed is defined as the average vehicle speed
in a road. The occupancy is defined proportion of time that a detector is occupied by
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Fig. 5 Basic traffic flow
characteristics at camera #11
in October 2020

(a) Average Traffic volume time zone (Time is 24 hours’ time) 

(b) Average Vehicle speed 

(c) Occupancy 

(d) Traffic Density 
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a vehicle on defined time period and is expressed percentage. It is used as parameter
for traffic congestion condition in general. The traffic density is defined as direct
measurement of traffic demand in certain length of a road and expressed normally
vehicles/km.
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From Fig. 5a–d, there are two peaks—one is at 10:00 and the other is at 19:00.
From Fig. 5b, the average vehicle speed at 10:00 and 19:00 is 25 km/h and 20 km/h,
so vehicle speed is slow down compared with other time zone. From Fig. 5c, there are
also two peaks in traffic occupancy characteristics and each peak timing is at 10:00
and at 19:00. As previous mentioned, occupancy represents traffic congestion; there-
fore, traffic congestion is heavy at 19:00 compared with 10:00 in the morning. This
has been already known in our previous study mentioned in. Introduction section.
And there is also peak gap between traffic volume and occupancy. In Fig. 5a, c, traffic
volume peak in the evening is at 18:00 and occupancy peak is at 19:00. The peak
gap is about one hour. From correlation coefficient analysis between occupancy and
volume, Fig. 6 shows its mutual correlation coefficient characteristics. From Fig. 6,
it is clear that the lag is one hour delay from traffic volume to occupancy. The ACF
is autocorrelation function which is correlation between different points on the time
series. In this case, there is one hour time lag between traffic volume and occupancy
at Camera #11. In our previous study [10], two hours lag at Paldi junction at Camera
#2001, #2002, #2003, and #2004 in Fig. 1.

Fig. 6 Mutual correlation
coefficient characteristics
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Fig. 7 Traffic density condition in Ahmedabad on October 2, 2020, at 18:00

So far, the characteristics shown in this section are based on Camera #11. When
we look at all other location, Fig. 7 shows total traffic density in measurement area as
an example of traffic flow characteristics at 18:00 on October 2, 2020, as an example.
From Fig. 7, we see seral hot traffic density locations such as Camera #2, #15, and
#1018. From our previous study, the location Camera #2 is always congested are and
we know the reason from new flyover bridge construction between Camera #2 to
Camera #2003 area. In the evening, majority vehicle direction is from Camera #2 to
RiverFront area where more people lives. In order to traffic congestion analysis, we
take camera #11 which is the second traffic congested area followed by Camera #2.

3 Traffic Congestion Theory

3.1 Fluid Flow Reduction Model

There are several traffic congestion theories. The major theoretical congestion anal-
ysis is used from the fundamental traffic flow characteristics such as traffic density
to average vehicle speed such as Greenshields, Greenberg, and Underwood. This
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Fig. 8 Fluid flow reduction
model with two different
cross-sectional area

theoretical analysis has been done in previous study. Therefore, it is introduced fluid
flow reduction loss theory at this time.

As introduced in introduction section, traffic flow theory comes from fluid flow
mechanism. In order to flow congestion analysis, we take fluid flow reduction model
in this study. In Fig. 8, it shows fluid pipe which has two different cross-sectional
area, one is small diameter followed by large diameter. This model is good example
to change free fluid flow to congested flow. In large diameter A1 area, fluid flow
runs freely at speed v1. When fluid runs into the narrow diameter A0 area, fluid
flow reduction loss occurs with speed v0. After through the entrance of the narrow
diameter, the fluid flow runs with speed v2 at diameter A2.

In Fig. 8 model, the flowing Eq. (1) is given from fluid flow theory [18].

hs =
(
A2

A0
− 1

)2
v2

2g
(1)

where hs is head fluid loss and g is gravity constant. When fluid loss factor is ζ,
Eq. (2) is established.

ζ =
(
A2

A0
− 1

)2

(2)

When fluid volume is defined each diameter area q1 at A1 diameter and q2 at A2

diameter area, Eq. (3) is established.

q2 = (1 − ζ ) × q1 (3)

Then A0/A2 is given as Eq. (4) from Eq. (1)–(3).

A0

A2
= 1

1 +
√
1 − q2

q1

(4)

where under the condition of q2 � q1.



86 T. Tsuboi

3.2 Traffic Flow Shock Wave

In this section, it introduces the traffic flow shockwave theory. When there are two
phases condition of a roadwhich is illustrated in Fig. 9, the number of vehicle passing
boundary S is same between cross section A1 and cross section A2. When its number
of vehicle at boundary S is N, Eq. (5) is established.

N = (v1 − c)k1t = (v2 − c)k2t (5)

where c is moving speed at boundary S, k is traffic density at each areas 1 and 2, and
t is time.

From Eq. (5), Eq. (6) is established.

(v1 − c)k1 = (v2 − c)k2 (6)

Therefore, Eq. (7) is established.

c = v2k2 − v1k1
k2 − k1

= q2 − q1
k2 − k1

(7)

When q2 − q1 = �q and k2 − k1 = �k, Eq. (7) is shown as Eq. (8) by small
changes of each parameters.

c = �q

�k
= dq

dk
(8)

When it takes the differentiation by (k) of both side, Eq. (9) is established because
of q = kv.

c = dq

dk
= v + k

dv

dk
(9)

FromGreenshields equation, dv/dk <0 is established. ThenEq. (10) is established.

c < v (10)

Fig. 9 Traffic flow
shockwave model
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Therefore, shock wave is transferred from the preceding vehicle in traffic flow to
the subsequent vehicle. From traffic flow theory, critical traffic density is kc and jam
traffic density is kj, Eq. (11) is established and shock wave is transferred forward
direction and backward direction.

c > 0 where 0 ≤ k < kc

c = 0 where k = kc (11)

c < 0 where kc ≤ k < k j

In terms of shockwave analysis, there are several study before [19, 20]. From
analysis experience, shockwave is negative valuewhichmeans thewave is transferred
backwards under congestion condition.

4 Discussion

4.1 Traffic Congestion from Data

From Sect. 2.2 measurement data at Camera #11, the traffic congestion occurs during
the time frame from 17:00 to 21:00. Let us pick up measurement data from traffic
volume, traffic density, and occupancy in Fig. 10.

From Fig. 10, the traffic congestion occurs at 19:00 from occupancy. Traffic
volume declines from 18:00 to 19:00 but traffic density grows from 18:00 to 19:00.
Accordingly Sect. 3.1, when traffic flow is at area A1 as stage 1 and area 2 as stage
2, the result of Eq. (4) is summarized in Table 2 by using Eq. (4).

From Table 2, each area size relation of Fig. 6 is following Eq. (12),

A0(= 0.82A2) < A2 < A1 (12)

Equation (12) means that congested point area becomes narrow about 80% from
A2 area and a road width becomes relatively narrow from normal condition. From our
actual traffic observation in Ahmedabad, there are many vehicle parking along the
road, especially in the evening. Therefore, its road width becomes narrow physically.
This reason is based on our actual observation during this study and themeasurement
time was during pandemic of COVID-19 in India in October 2020. Therefore, all
works had to return home before 20:00. This may cause many vehicles moving at
the same time frame. But it is necessary to have more detail analysis in the future.
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Fig. 10 Traffic congested
time frame characteristics

Table 2 Parameters from
measurement value

Stage 1 2

Time 18:00 19:00

q 1937 1849

K 76 91

A0/A2 – 0.82

4.2 Traffic Shock Wave from Data

Based on Sect. 3.2, it is able to get traffic shockwave data from measurement data of
Fig. 10. The summary is shown in Table 3 by using Eq. (7).
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Table 3 Traffic shockwave parameter from measurement value

Stage 1 2

Time 18:00 19:00

q 1937 1849

k 76 91

q2/q1 0.95

c −5.69

From this Table 3 result, it is able to identify traffic congestion time frame using
total trafficmeasurement value in Table 4. In Table 4, it is highlighted value in qi+1/qi,
and c column, where qi+1/qi, is less than 1.0, and c is negative. Under both condition
matchings with qi+1/qi are less than 1.0, and c is negative is at 19:00 o’clock. This

Table 4 Identify traffic congestion time frame from measurement value at Camera #11

Time Speed Density Volume qi + 1/qi c Occupancy

0 33.67745 16.25957 547.5806 NA NA 6.680339

1 33.25795 8.758516 291.2903 0.531959 34.16727 3.931052

2 34.06058 5.578296 190 0.65227 31.85009 3.199501

3 34.4822 5.799159 199.9677 1.052462 45.13075 3.455209

4 34.16009 7.341145 250.7742 1.254073 32.94871 3.922187

5 32.98177 9.651469 318.3226 1.269359 29.23763 4.508371

6 35.87269 16.93894 607.6452 1.908897 39.70139 5.027115

7 36.87139 33.63041 1240 2.040665 37.88491 6.551053

8 33.84547 54.88227 1857.516 1.497997 29.05704 11.54952

9 29.01919 78.30526 2272.355 1.22333 17.71075 18.25217

10 25.38498 76.22744 1935.032 0.851554 162.3446 21.8481

11 27.2762 71.89417 1961 1.01342 -5.99265 18.84659

12 28.75329 69.02399 1984.667 1.012069 −8.2457 16.78016

13 29.69614 60.55445 1798.233 0.906063 22.01221 15.94807

14 30.72042 56.54762 1737.167 0.966041 15.24066 15.75688

15 30.37589 52.76225 1602.7 0.922594 35.52264 17.11845

16 30.11052 47.28359 1423.733 0.888334 32.66617 17.0206

17 30.17894 57.40316 1732.367 1.216777 30.49867 14.98445

18 25.54571 75.83791 1937.333 1.118316 11.11849 24.12406

19 20.23354 91.38132 1848.968 0.954388 -5.68508 35.18498

20 26.03964 65.71124 1711.097 0.925434 5.370881 24.53213

21 28.28883 51.62417 1460.387 0.85348 17.79715 18.88877

22 30.05933 38.78674 1165.903 0.798352 22.93947 14.74714

23 31.20345 28.81298 899.0645 0.771131 26.75409 12.27578
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result is matchingwith the result of Fig. 5 basic traffic flow characteristics. In general,
traffic congestion is judged by occupancy value and its value is greater than 25%.
The occupancy at 19:00 from Table 4 is 35%, and it can be said it is very congested
condition.

As for comparison with other non-congestion location such as Camera#10, Table
5 shows each parameters of the same category of Table 4. From Table 5, there is no
negative value of shock wave (c). And there is higher value of occupancy than 20%,
which means there is no traffic congestion at Camera#10. As the result, the traffic
congestion analysis by using shockwave method is valid.

Table 5 Identify traffic congestion time frame from measurement value at Camera #10

Time Speed Density Volume qi+1/qi c Occupancy

0 35.3654 4.6397 131.0333 NA NA 1.5539

1 33.6712 2.8605 52.1667 0.3981 44.3261 0.7413

2 33.3390 2.4658 28.5667 0.5476 59.8000 0.5106

3 33.6704 2.5435 39.7000 1.3897 143.3767 0.4892

4 34.5366 2.7328 63.2667 1.5936 124.4989 0.5772

5 33.7823 3.2661 88.5333 1.3994 47.3787 0.8337

6 36.1014 4.3909 138.4667 1.5640 44.3913 1.7049

7 34.2269 7.8134 311.3333 2.2484 50.5089 2.6550

8 34.1840 13.0212 529.1000 1.6995 41.8154 4.8803

9 34.5464 24.7220 1074.3333 2.0305 46.5981 8.5922

10 34.3634 30.7293 1390.2414 1.2941 52.5873 10.4057

11 34.2160 29.0135 1281.0357 0.9214 63.6475 9.6122

12 34.4769 26.4472 1170.5172 0.9137 43.0659 8.5939

13 34.9151 24.6933 1072.9310 0.9166 55.6368 8.2199

14 35.1698 22.6529 925.2414 0.8623 72.3827 7.8970

15 34.3944 22.4425 827.2759 0.8941 465.6512 8.4542

16 33.2330 23.9959 841.5862 1.0173 9.2121 9.2993

17 33.7304 25.3821 1063.7931 1.2640 160.2975 8.5608

18 33.3436 30.1549 1342.1034 1.2616 58.3126 11.3874

19 32.8251 29.2365 1245.4000 0.9279 105.2957 12.9033

20 33.9966 21.6439 949.7241 0.7626 38.9431 9.1390

21 33.9530 18.4296 781.5172 0.8229 52.3294 7.6630

22 34.3300 15.2071 562.4828 0.7197 67.9718 6.4684

23 34.4075 9.8858 299.3667 0.5322 49.4458 4.0643
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5 Conclusion

In this study, we bring fluid flow theory for identify traffic congestion. There are
two unique congestion analysis methods. One is fluid flow reduction model, and it
enables to explain traffic congestion by pseudo-narrowing road width which means
shoulder of road is occupied by parking vehicles. The other is traffic shock wave,
and its negative value is identified as one of traffic congestion condition. And one
more parameter for traffic congestion is traffic volume decrease. Both conditions are
able to identify traffic congestion time frame from traffic measurement data.

The above this method is valid for Indian traffic analysis. It is necessary to
continue to collect data from the current test field and check with any other monthly
differentiation condition.

In the future work, there are more than one-year measurement data in all locations
in Fig. 1. Therefore, it is necessary to location-based traffic congestion analysis in
other locations and finds any reason for traffic congestion condition among each
month on whole year. And in 2020, there is pandemic condition by COVID-19.
Therefore it is also necessary to consider about this pandemic situation for traffic
congestion.
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Building an AI/ML Based Classification
Framework for Dark Web Text Data

Ch. A. S. Murty, Harmesh Rana, Rachit Verma, Roshan Pathak,
and Parag H. Rughani

Abstract The dark web is that integral part of WWW that provides freedom of
Content Hosting. The dark web is accessible with specially designed browsers and
tools of having peer-to-peer network technology such as TOR, IP2, and FREENET
etc. These tools help users exchange information on the dark web while remaining
anonymous; We used TOR (The Onion Router) browser in our research for under-
standing the dark web. It provides excellent anonymity to its users. The users mainly
utilized the dark web for illegal activities; although accessing it is legal in most coun-
tries, its usage can arouse suspicion with the law. Categories like Adult, Counterfeits,
illicitmarkets, andweapons are prevalent. This research provides an analytical frame-
work for automating the classification of web pages with scraping and analysis of its
hosted content on the dark web. The method we used can easily crawl data, classify
the hosted content by machine learning model, and categorize that the hosted content
is illegal and legal. The proposed framework contains Machine Learning Classifier
Algorithms that are Naïve Bayes with an accuracy of 0.87%, Random Forest with an
accuracy of 0.91%, Linear SVMwith an accuracy of 0.91%, and Logistic Regression
with an accuracy of 0.94%. This study created a machine learning framework that
can classify hosted text content on dark web websites—models trained to classify
the content and evaluated them based on accuracy. The results from our study vali-
date the effectiveness of the proposed classification framework for analyzing the text
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data, which has more relevance with smaller datasets. Also, it is encouraging further
studying this growing phenomenon and for investigators examining illegal activities
on the Dark Web.

1 Introduction

WWW (Surface Web) is relatively easy to access and traverse, using traditional web
browsers like Internet Explorer, Google Chrome, Apple’s Safari etc. The surface web
extended to the deep web, where the data in the deep web is not accessible and not
indexed. For example, traditional search engines such as Google, Bing cannot search
the data inside an organization rather than the meta-data of an organization. As part
of the surface web, the content exchanged is with the indexed data. This unindexed
portion of WWW that intentionally hidden and inaccessible by Standard Browsers
referred to as the Dark Web [1]. Some Studies state that the Surface Web is only 4
(Percentage) of Web Content indexed by the publicly available search engines like
Google, Bing, etc. According to TOR Metrics Project, more than 200 K registered.
Onion-based addresses as of May 2020, and on average, daily 2 million users use
TOR Browser [2] to access the deep or dark web.

The World Wide Web is like an iceberg where we see the small portion above
the surface during the significant part of the data with internal or hidden as the large
iceberg under the sea. For accessing the web, the Internet Protocol (IP) address is
required and, the same is provides by the Internet Service Provider (ISP). This IP
Address identifies a system as a unique identifier as part of communication over the
Internet. Also, it helps in finding the geolocation of any device connected over the
Internet. However, in the dark web, end-to-end device communication is encrypted
by providing anonymity of end devices, routers, communication over the dark web.
TheseRouters communicate through anetwork of relays runbyvolunteers supporting
around the globe Alnabulsi et al. [3].

The deep and dark web provides a venue for malicious actors to coordinate cyber-
attacks [4], illicit activities such as human trafficking, terrorist activities, etc. The
main reason for using the dark web is its features such as encrypted protocols,
anonymity, hidden in nature. While accessing the dark web, the dark web users
encouraged neither the risk of getting caught by law enforcement nor being censored
by a website Rosenbach et al. [5]. The US military researchers created a method of
trading information over the TOR network anonymously in the 1990s by hiding all
exchanged data’s origin and destination. The nature of anonymous implemented in
services over the TOR network and hence called “Hidden Services”. The anonymity
afforded by TOR has led to the dark web garnering a reputation as a gateway for
illegal activity. In the TOR network, we may find famous marketplaces like Silk
Road, Black market, and tons of legal and illegal services such as hacking, selling,
illicit drugs, and purchasing products banned by the land law. In October 2013, D.
P. Roberts was arrested by the FBI. The estimation was around 1.2 billion dollars
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for the Silk Road market and, approximately 4000 vendors and 150,000 anonymous
customer accounts on the Silk Road database shows the popularity of the dark web.

Internet is divide into three main parts, but there are also levels [6] in the web such
as Level 0—Common Web where everything is accessible, Level 1—The Surface
Web where All information is publicly available, Level 2—Bergie Web: At this
level, PROXY required for accessing the bergie web, as it loaded with FTP Servers,
Web Servers, Google Locked Results, Jailbait, etc., Level 3—Deep Web loaded
with only subscription-based content, Banned books/videos Forgery Documents,
illicitmaterial, Financial RecordsCensorship, PrivateCorporates database, Scientific
Experiments, etc., Level 4—Charter Web divided into two parts as the TOR network
and Special level Access, where the TOR browser cannot reach. The computers and
servers are insufficient to reach this level. The Level-5 web is Mariana Web, where
most of the portion is yet to discover.

The Law Enforcement Agencies (LEA) show [7] interest to understand the type
of data hosted and their activities for any illegal activities in TOR-based network
due to its services for any unlawful activities. The complex URL structure of the
dark web text data is hard to compare with conventional web to map the website
content with the website name, e.g. google.com is a search engine, facebook.com is
a social media platform. Because of this, the end-users, including Law Enforcement
Agencies (LEAs), need to rely ondarkweb search engines, hiddenwikis, forums, etc.,
to know about a type of URL to access the data in the dark web. Further, Darknet
is an overlay network within the Internet and accessed by specific software like
TOR, I2P, Freenet, etc., part of the dark web to provide encrypted, decentralized, and
anonymous communication to the stakeholders. Due to the anonymity and encrypted
transmission nature of the dark web, scraping and crawling data from the dark web
for such classification is more challenging when compared with the surface web.

The classification of data from onion domain URLs based on linguistic informa-
tion has been an approach followed by many researchers. Also, some researchers
worked on text data from the URL itself by dividing it into words, characters in URL
as tokens for classification. Adopting characters in URLs as tokens for text classifica-
tion is considered a faster method as it does not require any content in the respective
website. Text Classification is an Automatic text classification (which also known as
text categorization or topic spotting) is the task of assigning a label to a document
based on several predefined categories Nalini et al. [8]. The Goal of Classification is
to Categorize the text into a particular category. A data mining classification Model
has x number of Documents as input of documents that are labeled with a class L,
and determine a classification model.

X = (X1, X2, . . . Xn) (1)

F : X → L i.e where (X) = L (2)

Therefore, after training F as a model given X as a Document, the model will
predict L as its label/category, assigning the correct class to a new document “X” of
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the domainMehler et al. [9].Datamining has various techniques such as classification
of data, clustering data, building decision trees, neural networks, and data mining
applications are text mining and web mining. Data mining is also called Knowledge
Discovery from data (KDD), as it discovers and refers to knowledge concerning that
data. Researchers may use different approaches to fetch their required data from
the Internet. Data mining mainly deals with structured data organised in a database
(DB) [10], while text mining deals with unstructured data/text. The mining of text-
based keywords for the classification based on transactions, data hosted in web pages
of the dark web is a challenge as the hidden nature of the dark web. Web mining
[11] lies in between and copes with semi-structured data and unstructured data.Web
mining is an application that uses data mining to analyse and discover interesting
data patterns such as user’s transactions or data usage on the web. Web content
mining is the process of understanding information from hosted web page content
that may consist of text, image, audio, or video data on the web. This framework
also consists of a Machine Learning Model that predicts the category, legal/illegal,
based on hosted content. A text analyser, which analysis the text and produces the
result for respective analysis. The framework is comprised of three main steps and
is reported in Fig. 1. The outcome of our study is relevant to both academicians and
investigators seeking to examine the content and related nefarious activates on the
dark web. The difference between surface web, deep web, dark web, and Darknet
has been presented in [12].

A brief description of this research paper comes along with an abstract and an
introduction to data and web mining, text classification, dark web, and Tor Network.
The 2nd section discusses an overviewof the literaryworks fromearlier days to recent
years. The System Architecture is briefly described in Sect. 3 and provides more
information on how authors collected the data that portrays how we implemented
this research scenario and framework. Dataset and data attributes are explained in
Sect. 4. Section 5 shows the result achieved, and finally, in the 6th section author
concludes the paper.

2 Literary Work

Nowadays, the research community has raised its interest in recognizing TOR and its
Hidden Services, and machine learning is one of the emerging fields for classifying
data and prediction. Website Classification is one of the processes for organizing
the data of a website based on its hosted content such as text, images, etc. The
classification includes the scraping of data, i.e. text, images from web pages, text
classification required weighing techniques like BOW (Bag of words) and Term
Frequency-Inverse Document Frequency (TF-IDF) [13]. Cleaning text is another
step that ultimately re-moves the burden from the model to process irrelevant text.
The Classification algorithms such as Gaussian Naive Bayes, Random Forest, Linear
SVM, andLogisticRegression, etc., are used to build a classifier to predict.Avery few
members in the field of the DarkWeb classification due to challenges like anonymity,



Building an AI/ML Based Classification Framework … 97

Fig. 1 Flow diagram of the
research methodology
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hidden in nature, difficulty in text data mining, low bandwidth speed, and need for
more computational power.

A document of RAND Corporation stated that the expert panel of law enforce-
ment practitioners, academic researchers, and civil rights advocates generally agreed
that the research initiatives targeted new problems posed by the dark web. Improving
capacities and information sharing are likely to significantly impact these problems
posed by criminal activity on the dark web. Lack of knowledge about the dark web
shows and how criminals have begun to leverage it is a key problem. Investigating
officers often overlook physical artefacts indicative of the dark web activities when
collecting evidence during a criminal investigation. These artefacts might include
cryptocurrency wallets, encryption keys, or dark web addresses. The anonymity
and encryption associated with the dark web activities make it much more difficult
for investigators to assemble the evidence puzzle and prove that a crime has been
committed [14]. In research on improvised explosive device webpages, Chen [15],
presented a classifying framework about the extremists, how they can spread infor-
mation about improvised explosive devices (IEDs) on the Internet. The author used
a complex feature extraction, Extended Feature Representation, and Support Vector
Machine (SVM) learning algorithm. Chen. H collected the web pages containing
information about IED’s data from the deep web. The accuracy of the approach was
around 88%. The Genre classification has been implemented through the testbed
on over two thousand and five hundred web pages. Manual categorization using a
domain expert has identified material pages with approximately two thousand and
five hundred discussions.

Robert [16], in his book “Archives for the Dark Web: A Field Guide for Study
(2018)” has done some great work of several years of study about Dark web markets,
search engines, and social networking sites.Weaving theDarkWeb provides a history
of Freenet, Tor, and I2P and details the politics of DarkWebmarkets, search engines,
and social networking sites. In the book, the writer draws on three main streams of
data: participant observation, digital archives, and the experience of running the
routing soft-ware required to access the Dark Web.

Ozkaya and Islam [17], in their book “Inside the Dark Web”, help to under-
stand/learn the core concept of the darkweb, emerging cyber- crime threats, the forms
of cybercriminal activity through the dark web, and the technological and “social
engineering” methods used to undertake such crimes. The dark web ecosystem with
cutting edge areas like IoT, forensics, and threat intelligence, and so on. The dark
web-related research and applications and up-to-date on the latest technologies and
research findings in this area. The following Table 1 shows the differences among
the three webs.

A survey performed by Michael [18] found that there is 400–550 times more
information on the Deep Web than is available as public information on the Surface
Web. The deep web contains 7500 terabytes of data compared to nineteen tera-bytes
of information in the surface Web.

Researchers in the early 2000s have also worked on the surface web category
due to the classification of web-based content. Dumais and Chen [19] performed
for hierarchical classification of web content. Sun et al. [20] for Web classification
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Table 1 Data summary

Attributes Summary

URL Address of the onion website

CORPUS Extracted text data from the onion website

CATEGORY Based on keywords matching in which class does website falls such as
Adult, Crypto, etc

LEGAL/ILLEGAL Content is legal/illegal

using support vector machines. Kan et al. [21] proposed to segment the URL into
meaningful chunks with add-on components such as sequential and orthographic
features to the model as silent features using the maximum entropy model and
achievingmore success. Prabhjot [22] surveyed several algorithms tomake structural
data after mining web content data. Further, the survey made on feature selection,
analysis, and enhancement techniques as part of the data mining process. Su et al.
[23] have proposed combining the Support Vector Machines (SVM) algorithm that
classifies structured deep web data. Barbosa et al. [24] address organizing hidden
databases by proposing clustering approaches for web forms and metadata. Noor
et al. [25] discussed supervised learning algorithms and related standard extraction
techniques for structured, unstructured deep web. Also, Xian et al. [26] proposed”
Visible Form Features” for classification and, Khelghati et al. [27] also contributed
to the monitoring methods for efficient web harvesting strategies.

Concerning the dark web classification, [28] proposed TOR hidden service clas-
sification for an Automatic product categorization for anonymous market places.
Initially, they experimented with 5000 TOR onion-based web- sites as a sample and
segregated them into 12 categories using an SVM classifier. Michał and Kevin [29]
proposed pipelines to classify the black market named Agora on Dark-net. They
classified into12 categories using TF-IDF for feature selection and PCA for feature
selection in their pipeline architecture of SVM classification with an accuracy of
0.79.

Al Nabki et al. [30] discussed various supervised algorithms, especially on the
Logistic Regression-based classifier for multiple activities of the TOR net-work and
their illegality basedon thedarkwebcontent.With 10-Fold cross-validation, achieved
an accuracy of 96.6 and 93.7% of F-Score values with the Darknet Usage Text
Addresses (DUTA) Dataset. In research of Classification of Illegal Activities on
Dark Web, Al Nabki proposed a classification method that uses ‘Federal Code of
United States of America’ as training data to their model, which gave them the
accuracy of 0.935. Al-Nabki et al. presented a web-text-content-based classification
pipe-line containing TOR darknet illegal activities. They have used two well-known
text representation techniques (Frequency Inverse Document Frequency and Bag-
of-Words) together with three different supervised classifiers (Logistic Regression,
SVM, and Naive Bayes).

Takoma [31] proposed a system based on unique keywords by extracting from any
website and segregated into a specific class with automation, and classified tourism
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websites into different categories. The paper discussed the dynamic tourism-based
Internet directory. The method proposed by them classifies websites into different
categories with a higher degree of precision and sets a threshold evaluation for other
experiments. Further, it also detects unrelated websites not classified in-to any type.

Text-based classification techniques mainly rely on content attributes of the meta-
data and tags of the web pages. Shibu et al. [32] proposed an approach where mali-
cious attempts to get a particular page listed can be overcome and achieved ac-curate
results with comparativelyminimal time constraints. Alnabulsi and Islam [33] identi-
fied illegal activities from forums within the dark web and used those discussions for
analysis. They also trained their model to classify those posts into different activities
upon testing a newURL set. Siyu et al. [34], in “Classification of Illegal Activities on
Dark web”, proposed a classification method that uses the ‘Federal Code of United
States of America’ as training data for their model, which gave them an accuracy of
0.935.

We proposed this automated framework that mines dark web URLs and scrapes
the hosted text data. An Analysis of scraped data provides the basis for a subse-
quent investigation of legal and illegal Content, Categorizing the hosted content into
Categories like Adult, Counterfeits, Market, Cryptocurrency, Drug, Services, and
Weapons.

3 System Architecture

The system architecture is proposed and divided into three modules:
In the firstmodule,we enabled datamining techniques such as scraping, extraction

of keywords from hosted pages of the dark web. Two approaches are integrated
as one is an automated collection of text-based keywords directly from web pages
themselves and, another is dumping the website using tools and extracting keywords.

In the second module, we used techniques like feature selection, feature anal-
ysis to categories the keywords that correspond to a particular category based on an
opinion of experts and also by analysing their occurrence and density percentage
to form a dataset. The dataset made the independent (classes) and dependent
features (Legal/illegal) for the classification problems for the dark web. Based on the
percentage of keywords matched for legal/illegal against to categories of keywords
assigned.

In the thirdmodule, we used supervisedmachine learning algorithms for selecting
the best model to fit and, the module was enhanced for predictions based on clas-
sification work. The supervised learning classifier algorithms, i.e., Gaussian naïve
Bayes, Linear SVM, Random Forest, Logistic Regression algorithms considered for
comparing accuracy and efficiency for proposed classification.

Our System Architecture consists of all required elements for classifying and
predicting the legality of content hosted on a website hosted on the dark web.
Every aspect is taken into consideration while developing the tool based on the
proposed framework.During the development phase, there are several challenges like
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the continuous availability of hosted URLs, security implementations, anti-scaping
methods, and scraping multiple onion websites simultaneously, etc. We solved those
problems by integrating and developing a customised script in our first module.

4 Data Description and Evaluation

This section discusses the methodology adopted to select the significance of guar-
anteeing precise and suitable data collection, text keyword extraction, Data Prepro-
cessing, Categorization of Keywords, and respective processes as part of module 1
of system architecture.

4.1 Data Collection

Data Gathering is the path regarding the access for a piece of information (text-based
keywords) to prepare a dataset for variables of independence through a developed
action plan that enables classifying or predicting illegal content of a website on the
dark web. The possible data from a website in the dark web is defined in Table 2 in
general.

It is also important to note that while the degree of impact from broken data
gathering may move by discipline and the possibility of assessment, it is likely
to cause unbalanced naughtiness when these investigation results are used to help
open-plan proposition. Here, Data Collection utilising a lab environment consists of
Tor Browser, Python Programming Language, and Beautiful Soup, which is utilised
parallelly to gather the information. Initially, the authors mined more than 20 thou-
sand URLs by developing a customised script in Python that visits several dark web
search engines and mines URLs based on a particular query.

When the required number of URLs in the data set is accomplished, authors
further extract the hosted text data and classify it into a category to build a model
based on machine learning concerning efficiency and prediction. For any machine
learning algorithm, we need some training set and test dataset for training the model
and testing the accuracy. Hence to create a dataset for the model, we already have
the text from different websites for classifying them according to the keywords, and

Table 2 Accuracy over the URLs

Model—Url 1000 2000 3000 4000 5000

Random Forest 0.66 0.8 0.84 0.9 0.91

Gaussian NB 0.58 0.76 0.81 0.83 0.87

LR 0.73 0.84 0.88 0.92 0.94

Linear SVM 0.71 0.84 0.87 0.9 0.91
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then apply the results in the next module. The approach here is to have keywords
belonging to the particular category and match those keywords with the text and the
class with the maximum Matching value.

Data collection was the foremost step taken by the authors, which is an essential
and challenging part of analysing any data. It is crucial because analysis and results
are based on the collected data, and challenging to extract any text-based data. The
continuous availability of that URL is no guarantee as most URLs are temporarily
down or inactive. It is also a task to tackle such problems, that author writes an
indigenous script that gives an output of the website’s status. The script returns the
HTTP response code, the title of a website, and it could also follow the redirection.

4.2 Data Extraction

Data Extraction is a process that includes the recovery of information from different
sources—data extraction achieved by utilising the beautiful soup library. In our case,
we created a customised script that mines the text data and cleans the unwanted text.

4.2.1 Sample Dataset

The dataset has Three Columns URL, Category, and legal/illegal. URL is the ad-
dress of the onion web- site from where we will extract hosted text data. Corpus is
the text what we scrape from dark web websites. The category is a type of content
of the text, i.e., Adult, Drugs, etc. (Refer to Fig. 2).

Fig. 2 Sample dataset
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4.3 Data Pre-processing

Data pre-processing is a strategy utilised to change raw data helpfully and effi-
ciently, i.e., the process would convert raw data into text-based keywords to classify
efficiently. The data can have irrelevant and unnecessary keywords. Data cleaning
is a process as part of data pre-processing—the data transformation technique used
to transform the data in appropriate forms for a suitable mining process. Initially,
we eliminated all the HTML tags, URLs, special characters, numeric characters and
converted all characters into the Lower case for nor-mailing the data into a format.
Then we left with the text for classification.

4.3.1 Selection of Dataset Size

Data mining is a technique that used to handle a massive amount of data; while
working with the vast volume of data, analysis became harder in such cases. To get
rid of this, we use the data reduction technique. It aims to increase storage efficiency
and reduce data storage and analysis costs. From the entire dataset, we collected
around 5000 URLs. Before selection, we cleaned the text and removed a lot of
redundancy in the dataset.

4.3.2 Extraction of Data

The feature extraction implemented in two ways —the first part with an auto-
mated script, which collected keywords and respective sentences. In this method, the
sentences from the index page of the URLs were organized and stored in a database.
The keywords extracted from the darkweb pages and their enhancement need towork
out for handling high dimensional vector space in the dataset. It carefully needs to
do select the features of high value from vector space.

Also, removing the highfrequencywords, auxiliary verbs, etc., using conventional
techniques is essential for classification—one of the word removal techniques to
provide high weightage to keywords for a category of textual content. The feature
selection in segregating key-words required a subset of input variables to eliminate
featureswith little or predictive information. The cleaningmethod of elements used in
thismodel is first by removing stopwords (stopwords= [’now’,’also’,’often’,’at”is’,]
and also using a combination of keywords andmaking sentences into one of the main
classes.

4.3.3 Output

The output after pre-processing the data is put away as an excel file for supervised
machine earning algorithms. The File contains the separated data in the correct way.
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5 Methodology Used

Our goal was to developed and validate the empirical of an analytical framework for
Scraping Dark Web of interesting category; we did not worry about any violations
since most of the website are unauthorized, through Our Research, we determined
that most websites have not implemented any methodology for preventing scraping.
Thus,WeDid not need any bypassmechanisms and did not face any tough challenges
to mine text data. This classification pipeline comprises seven main stages: System
Setup, URLs Mining, Data Scraping, Keyword Set, Text Pre-processing, Feature
extraction, and performing classification on the dataset using a supervised machine
learningClassifierAlgorithms.We used famous text representation techniques across
four different supervised classifiers. We examined every pipeline to figure out the
best combination with the best parameters to achieve high performance.

5.1 System Setup to Access Dark Web

Webeganwith the installation of theTorBrowser from torproject.org on our hardware
systems. Before browsing, we need lots of. Onion URLs. We Began our research
initially with and the URLs.

5.2 URL Mining

Dark Web is an unindexed web. The Format of the Dark web URL is very complex
and uses a more robust, more recent crypto algorithm V3 URLs are 56 bytes long.
Therefore, remembering the URLs is very difficult. The properties of the dark web
make the mining process difficult, so we created a script that mines URLs by visiting
different search engines. It takes keywords as input and websites related to that
keyword by visiting several dark web search engines and scrapes the URLs from
their result set.

5.3 Data Scraping

Web Scraping, also known as harvesting, means data extraction from the websites.
The framework has a Classification Module that will predict the category based on
the hosted text of the dark web websites. Thus, writes a script that is the solution to
all problems which is capable of scraping text data as well as cleaning the data.
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5.4 Keyword Set

After preparing the dataset of dark web text data from different dark web web-sites,
to test the accuracy concerning a machine learning model, we need some training
data and test data for training the model and testing the accuracy. Hence, we will use
those machine learning models for classifying the data using collected text data of
keywords. The approach here is that we will have specific keywords belonging to
the particular category, and we will match those keywords with the text and the class
with the maximum matching value.

Matching value = (Number of keywords matched with one Category)

/(Total number of keywords matched)

5.5 Feature Extraction

After pre-processing the text, we used famous text representation/ features extrac-
tion techniques. Term Frequency—Inverse Document Frequency model (TF-IDF) is
a statistical model that assigns weights for the vocabularies where it emphasizes the
words that frequently occur in a given document while at the same time de- empha-
sizes words that frequently occur in many forms. However, even though the BOW
and TF-IDF do not consider the order of the terms, they are simple, computationally
e client, and compatible with medium dataset sizes.

5.6 Classifier Selection

We examined Four different supervisedmachine learning algorithms for each feature
representation method: Support Vector Machine (SVM) [35], Logistic Regression
(LR) [36], Gaussian Naive Bayes Hand and Yu [37], and Random Forest [38].

6 Result Analysis

Since we are working on a Multiclass problem, we collected around 20,000 URLs.
After that, we can Scrape the data of 8000 URLs due to the availability of websites.
Duplicity is another problem in the dataset, and then we removed the duplicity based
on the Con-tent/Corpus and URL. We have chosen a threshold value for the removal
of duplicity. Finally, we got is our Dataset for Training Machine Learning Model.



106 Ch. A. S. Murty et al.

Fig. 3 Model accuracy comparison

6.1 Accuracy Comparison of Models

We have Chosen Four Classification algorithms, i.e., Random Forest, Gaussian NB,
Logistic Regression, Linear SVM, to classify the data. Each Classifier Model has
its pros/cons in any manner. We Scarp the data from the Websites in batches of
URLs; in each batch, the script has given 500–1000 URLs. Initially, we have a huge
dataset. Based on Random Sampling, we Divided the Dataset into frames consisting
of 0–1000, 0–2000, 0–3000, 0–4000, 0–5000 data of the website for analysis about
the model’s accuracy over the N number of entries. The training and Testing ratio
are 70–30. We recorded around 79,107 features with the TF-IDF Feature extraction
algorithm on the 5000 URL dataset.

Table 2 shows the accuracy of the respective number of URLs.
We Performed Accuracy Comparison: Our Goal of the Study is to develop a

framework and a Product that could be useful for academic research purposes. We
believe this product can be helpful for LEA’s as well. We expected our tool to per-
form in the best way; we compare models because it has to be in that product.

Table 2 and Fig. 3 state that Data is Directly Proportional to Accuracy and model
performance. As we increased data accuracy across themodels also increased 0.0.94,
the highest accuracy we achieved over 5000 URLs on Logistic regression. Linear
SVM and Random Forest Scored 0.91 Accuracy.

6.2 The Framework

We developed this framework to integrate all three modules into a web application
framework, which is easy to use and supports end-to-end classification of the dark
web. This framework has a variety of features listed below:

1. Exception Handling with Requests.
2. Dashboard Look for easy understanding.
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Fig. 4 Web application output of url mining on given a keyword

3. Download Data in CSV Format.
4. Add and retrieve from Database.
5. Multiple Search Engine.
6. Integration with Tor Browser.

There is a wide range of information on the dark web. Covering all categories is
difficult, therefore we’ve compiled a list of the most popular ones from our database.
In the dark web environment, regional languages such as Arabic, Russian etc., are
also extensively utilized. LanguageBarrier is also a limitation because the framework
can only classify a text in one of the categories if the text is written in English (Fig. 4).

6.3 Deep Learning Model

KERAs is a deep learning/neural network library written in Python running on top
of the machine learning platform Tensor ow. We also performed training on a Neural
Network with a dataset having 5000 URLs scraped data. The network Performs best
with the epochs value of 10, which has a minimum loss value compared to other
epochs value. Figure 5 shows the accuracy and loss on the same. So, the result we
achieved using neural network is 0.91 is the accuracy similar to random forest or
Linear SVM classifier models. Figure 6 shows the compassion of test loss and testing
accuracy on different epoch values. The below image concludes the result from the
neural network model that we built. We can achieve an accuracy of 0.92, which is
not the best but has given good results. We can see increasing epoch value does not
change the accuracy; thus, we get 30% of loss when the epochs stated that increasing
the number of epochs does not improve accuracy (Fig. 7).
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Fig. 5 Legal/illegal prediction

Fig. 6 Result from prediction

Fig. 7 Text classification and its result

7 Conclusion

The dark web is an emerging area for research purposes, and machine learning adds
an extra edge to this domain. Classification of web pages is a subset of web mining
at the early stage of this framework; we are performing mining. Further, we are
performing classification based on mining. In this paper, we have examined four
classification algorithms on the Dataset of text which is mines from the thousands
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Fig. 8 Accuracy on the
model built on Keras

of dark web websites and get classified into Seven classes [‘Adult’, ‘Drug’, ‘Coun-
terfeits’, ‘Crypto’, ‘Market’, ‘Service’, ‘Weapon’]. We compared accuracy at every
thousand entries till we have the data of around 5000 websites. We can achieve 94%
in logistic regression, whereas 91% in Linear SVM and Random Forest. Gaussian
NB performs poorly compared to other Models, which states that the nature of this
problem is not suitable for it (Fig. 8).

We also observed that improvements are in the classification showing only when
adding more data into the model and whenever we improve our keyword set for each
class. At the initial stage, the accuracy score is low, but as soon we improve the
key-words set, the model can now classify the text more efficiently.

We also compared the Neural Network model built over Keras with Supervised
Machine Learning Classification Algorithms. We observed that the best parameter
model could perform the same as the two classifier algorithms, Random Forest and
Linear SVM. Although Logistic Regression performed best out of all.

In this framework, we developed a content analyser, that tells what percentage of
the text belongs to which category. As soon we give the text to the analyser, it gives
out-put as the graph that tells how much text falls in which class and how much text
is legal/illegal.

The Goal of Classification is to generate more precise and accurate results. Also,
this framework will help LEA, Academic institutes in various activities like mining
URLs scouting of URLs that show whether an onion website is alive or dead at
that moment. A Classification model predicts that content belongs to which class,
legal/illegal.
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Speech Gender Recognition Using
a Multilayer Feature Extraction Method

Husam Ali Abdulmohsin, Belal Al-Khateeb, and Samer Sami Hasan

Abstract Human speech contains paralinguistic properties used in automatic speech
recognition (ASR) systems. These properties are used inmanyASRapplications such
as gender recognition, which is the main goal of this paper. Gender recognition has
been the target of many researchers since recognizing the human gender (female or
male) is essential in many applications especially in security applications. Through
this work, an ASR has been proposed and implemented. The main goal of any ASR
system is to determine the best features that can address the required recognition.
The features deployed in this work are smoothness, pitch, the first two formants
and spectral centroid variability (SCV). The new approach proposed in this work
was using the analysis of variance (ANOVA) as a feature selector to choose the
best combination of features that can lead to the best classification accuracy, and
then apply the decision tree feature selection algorithm to choose the best group of
features. Then use backpropagation neural network (NN), Gaussian mixture models
(GMM) and SVM as separate classifiers. The common voice dataset was used as
benchmark dataset through all experiments of this work. The best result gained with
respect to the three genders was 74.87% using the pitch and the first two formant
features and classified by NN. The best result gained with respect to the two genders
(female and male) was 97.71% using the pitch, and the first two formant features are
classified by NN.
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1 Introduction

When understanding the speech production process in female and male, it can be
noticed that formants of females are higher in frequency than those of their male
counterparts and the spectrumof female voiced sounds are lower than inmale sounds,
since the spectrum usually decreases in amplitude with increasing the frequency. All
these acoustic effects are caused by the production of speech. Therefore, it is possible
to find gender-specific features represented in acoustic speech signals [1].

Due to the transgender phenomena that appeared in the last years, and the surgeries
applied to the vocal cords to adapt with the new gender, it is essentially required to
determine the gender of the human being, regardless of its new gender for security
identification reasons.

Acoustic voiced sounds are generated through the vibration of the vocal cords
that in turn generates the periodic behavior of voice. This oscillation in frequency
is called pitch. The pitch feature and other frequency-related features used in this
work have a clear relationship with gender, and especially the low frequencies that
contain the most important speech properties are useful in ASR. It is important to
mention that male speech has a low-frequency behavior compared to female speech.
The pitch in particular depends on the glottis physical characteristics, which are mass
and elasticity [2, 3]. Speech is always represented as a discrete signal x(n); therefore,
the pitch represents the fundamental frequency (f 0) where the signal is repeated.
The inverse is the fundamental period (T 0). Statistically, there are certain frequency
intervals for men regarding each language, for example, the pitch of the Spanish men
lay in the frequency interval, 50–300 Hz, and the Spanish women and children can
reach to 500 Hz frequency [4].

Many researches have been published in the field of gender recognition, but none
has studied the third gender’s psychological effect on voice. Through this study, we
tried to analyze the effect of the third gender on the human voice, and this study is
considered a new field of study, since there are no researches published under this
problem statement. Through our work, we were able to recognize the third gender
voice, but as can be seen from the results and discussion section, that we did not
achieve high classification accuracies. The limitation of our work lays in the features
extracted. More features need to be extracted and more related to the third gender.
The other limitation is the need for a dataset that shows third gender voice samples
that have been under vocal tract transformation surgery, to change the voice from
one gender to the other, in order to study the original voice features in sound that can
differ the third gender from the other two genders.

2 Related Work

Many researches have confirmed the existence of unique acoustic and physiologic
features in each of the female and male voices that can be used to recognize male
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from female voice, but till now, they have not reached the required classification
accuracy [5, 6]. In the past few years, gender recognition has gained the interest of
many researchers.

In 2015, Faek [7] used the first four formants and twelve MFCC’s as features
and used the SVM as a classifier. A special feature selection is used based on the
frequency range that the feature represents. A total of 114 speech samples uttered
in Kurdish language were used in this work. The model of two classes (adult males
and adult females) of gender recognition reached 96% recognition accuracy.

In 2019, Shaqra et al. [8] designed four emotion recognition models to present
the relationship between gender/ age and emotion. The results showed that when
using the same classifier for all four models on each gender and on different age
limits, the results were higher compared to the performance of the system on all
samples without categorization. This proves that gender and age affect the emotion
recognition accuracy for its direct effect on voice.

In 2019, Alkhawaldeh et al. [9] provided an analysis about the gender-related
features in speech and experimented three feature selection algorithms to find the
best features. Then studied different machine learning (ML) models with different
theoretical background, to find the best gender-related ML models. The best result
gained was 99.7% classification accuracy.

In 2019, Abdulsatar [10] proposed a two-part system. The first part was called
pre-processing and feature extraction to select the best feature, which are the first four
formant frequencies and twelveMFCCs used to extract relevant features to recognize
the gender and K-NN for classification. The highest accuracy classification obtained
was 66%.

In 2021, Kwasny [11] applied d-vector and x-vector as deep neural network
(DNN)-based embedder architectures to gender classification experiments. Then
applied a transfer learning-based training scheme with pre-training the embedder
network. The best overall performance achieved gender recognition was 99.60%.

Many challengeswere faced; one of the challengeswas the psychological situation
of the human being and its effect on voice. When the human being is psychologically
unstable, his vowels will be differently announced when he is psychologically stable
[8, 12]. The other challenge was dealing with similarity in children voices of age 3
to 7 years; therefore, children were avoided in the experiments applied to the method
proposed in this work.

The limitation of the state of art works is avoiding working on the third gender
(not female neither male). Through this work, many experiments were conducted
on the third gender, which is considered the first paper that studies the difference
between the three genders (female, male and others).
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3 Materials and Methodology

• Dataset
The dataset utilized in this work is the common voice dataset version
en_2637h_2021-07-21. The common voice dataset contains 60 different
languages recorded in different percentages as 23% US English, 8% England
English, 7% India and South Asia (India, Pakistan, Sri Lanka), 3% Australian
English, 3% Canadian English, 2% Scottish English, 1% Irish English, 1%
Southern African (South Africa, Zimbabwe, Namibia), 1% New Zealand English
and many other languages.

The common voice dataset was recorded by 75,879 different individual voices
with different age limits. 6% of the individuals were younger than 19 years old
that means 4552 individuals of age less than 18 have participated in recording
this online public dataset and 94% of the dataset is recorded by individuals older
than 18 years. All voices related to under legal age (<18) were neglected from our
experiments, and only adult voices were included.

The common voice dataset contains adult voice for three genders, 45% male,
15% female and 40% third gender [13]. The number of samples tested through the
experiments of this work was 71,327 samples. A total of 32,098 (45%) of those
samples were male voices, 10,699 (15%) of the samples were female voices and
28,530 (40%) of the samples were for other genders.

4 Framework

The block diagram of the proposed method is shown in Fig. 1. In the following
three sections, the main steps of the proposed method will be illustrated and
discussed in details.

• Pre-processing
All samples were segmented according to the ratio (0.05%) of the original signal,
and the overlap ratio deployed in this work was (0.025%), which provides (50%)
overlap, and the total number of segments generated will be (n − 1), where n is
the number of original segments.

• Feature Extraction
A feature is a measurable property established from the material being observed
[14]. Themost important aspect in feature extraction is extracting themost relevant
features to the problem statement. In the case of this work, the features extracted
were smoothness, pitch, the first two formants and spectral centroid variability
(SCV) features, which are strongly related to human being gender, and were
selected according to the experiments conducted.

Smoothness is defined as the transaction of speech through air, as much as the
speech was smooth as much as its transaction was slower, and when speech is
rougher, the transaction of speech is faster [6]. The smoothness was calculated
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Common voice dataset (60 languages) 
(71327 samples) 

Feature Extraction

Converting MP3 to WAV 

GMM 

Pre-processing (segmentation and 
overlapping) 

 

Backpropagation NN SVM 

Decision Tree

ANOVA f-Statistic 
Feature Se-
lection New 
Approach 

Fig. 1 Block diagram of the method proposed in this work

through two domains, first the time domain, the second, the spectral domain.
Smoothness is calculated through Eq. (1 and 2) [15].

GVt = 1

P

√∑P

j=1
(vart ( j))

2 (1)

GVs = 1

N

√∑N

i=1
(vars(i))

2 (2)

where vart and vars represent the variances in time and spectral domain of the
spectral feature, P is the dimension of the feature, N is the length in the time
domain of the feature

• Feature Selection
In this work, the ANOVA feature selection algorithm was used to filter features
ahead of constructing the decision tree, to remove all irrelevant features, then pass
the selected features to the decision tree.

Decision tree is used for classification purposes or used as a feature selection
algorithm of type embedded, and also used in data mining and machine learning
[16, 17].
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Most of the decision tree implementations in the previous state-of-the-artworks
such as ID3 [18], C4.5 [19] and CART [20] did not measure the importance of
each feature regarding other classes and the final classification results. Therefore,
in this work, we will determine the importance of each feature regarding each
class. In this work, each feature will be weighted and the weight will be used in
feature selection and finally in the decision tree construction. Feature weight will
be calculated respectively, the feature with the highest weight will be selected as
the root feature of the next layer and so on, the decision tree will be constructed.

A filter ranking method was used through this work for three reasons. First,
to filter the less relevant variables. Second, to benefit from the criteria of vari-
able selection by order of the variable ranking techniques. Third and finally, their
simplicity and good success are reported fromonline applications.A ranking crite-
rion is used to score each variable, then a threshold is fixed through experiment,
and used to remove variables below that threshold [14].

Feature selection methods that are applied before classification are considered
filter feature selection methods, that’s why ranking methods are considered filter
methods. The main principle of feature selection methods is to select unique
features that contain useful information of different classes in the dataset through
using a basic property of that feature. This property is called feature relevance that
measures the power of that feature classifying different classes [14, 21, 22]. The
chi square and analysis of variance (ANOVA) statistical feature selectionmethods
were used in this work to measure the independence of two selected features.

The chi square feature selection method was calculated through Eq. (3) [23].

x2c =
∑ (Oi − Ei )

2

Ei
(3)

where c is the degree of freedom,O(s) are the observed values, which are s number
of values, and E(s) are the expected values.

ANOVA that is developed by the statisticianRonald Fisher [24] is a set of statis-
tical models and their related estimation procedures, like the variation among and
between groups of features that are used to analyze differences between means.
ANOVA is based on total variance law, where the variance observed in a specific
variable is partitioned into attribute components to other sources of variation.
ANOVA in the simplest form provides a statistical experiment of whether two or
more feature groups means are equal, not as the t-test that involves two means
only.

The proportion of variance in ANOVA represented by a feature or groups of
features can be found through Eq. (4).

Variance = SST

TotalSS
(4)

where the SST is the treatment sum of squares and the Total SS is the total sum
of squares. As much as the higher ratio, the more groups of features can represent
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the data. In other words, the groups of features with higher proportion must be
selected [25].

• Feature Classification
The backpropagation NN and the GMM classifiers were selected in this work, to
classify the three genders.

5 Results and Discussion

The aim of the experiments deployed in this work was to test which of the features
(smoothness, pitch, the first two formants and spectral centroid variability (SCV)) or
group of features can act better in gender recognition with respect to each of the two
classification algorithms which are backpropagation NN and the GMM classifiers.
The experiments also aim to evaluate the performance of the new proposed feature
selection algorithm with respect to feature and classifier.

• Gender recognition results with respect to each feature and classifier

The four types of features will be tested individually with each of the two classifiers,
after applying the feature selection algorithm that is proposed in this work.

Table 1 shows the female gender classification performance according to feature
and classifier. The results show the outperformance of backpropagationNNonGMM
through all types of features and also show that the first two formant features gained
the highest classification accuracy in female gender speech recognition, more than
the other three types of features.

Table 2 shows the male gender classification performance according to feature

Table 1 Female recognition
results

Feature type Backpropagation NN
(%)

GMM (%)

Smoothness 53.22 48.39

Pitch 46.34 44.4

First two formants 57.45 52.12

Spectral centroid
variability (SCV)

50.89 45.23

Table 2 Male recognition
results

Feature type Backpropagation NN
(%)

GMM (%)

Smoothness 33.09 38.5

Pitch 52.41 48.36

First two formants 38.79 40.21

Spectral centroid
variability (SCV)

47.34 41.56
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Table 3 Third gender
recognition results

Feature type Backpropagation NN
(%)

GMM (%)

Smoothness 21.02 12.08

Pitch 32.57 30.88

First two formants 25.55 22.04

Spectral centroid
variability (SCV)

16.04 19.89

and classifier. The results show the outperformance of backpropagationNNonGMM
through all types of features and also show that the pitch feature gained the highest
classification accuracy in male gender speech recognition, more than the other three
types of features.

Table 3 shows the third gender classification performance according to feature and
classifier. The results show the outperformance of backpropagation NN on GMM
through all types of features and also show that the pitch features gained the highest
classification accuracy in third gender speech recognition, more than the other three
types of features. But as a overall conclusion, the third gender was misclassified,
mostly to the male gender, that is why the pitch feature outperformed other features
like in male gender speech recognition, that is explained by the similar properties in
the speech signal of the male and third gender. Because of the misclassification of
the third gender, Table 3 shows the low classification accuracy gained with respect
to the other two genders classification accuracy mentioned in Tables 1 and 2.

• Gender recognition results with respect to best feature group and classifier

After going through all six combination possibilities of the four feature types with
best features selected, it was found that the highest accuracy results gained were
through deploying the pitch and the first two formants in speech, with respect to the
backpropagation NN classifier as shown in Table 4. The highest accuracy gained was
74.87% with respect to all three genders. If the third gender was excluded from the
experiments, the highest classification accuracy achieved to classify female andmale
genders (without the third gender) is 97.71% with respect to the backpropagation
NN, and 91.03% with respect to the GMM classifier using the pitch and first two
formants’ features.

6 Conclusion

To design a system that can recognize age through the same setting was challenging,
because age is related to language, and each language has a different range of
frequencies for the male and female and children.
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Table 4 All genders’ recognition results

Feature type Backpropagation NN GMM

Female
(%)

Male
(%)

Third
gender
(%)

Total
(%)

Female
(%)

Male
(%)

Third
gender
(%)

Total
(%)

Smoothness,
pitch

83.23 77.98 25 62.07 79.05 79.6 23.4 60.68

Smoothness,
first two
formants

88.34 72.45 24.34 61.71 85.03 75.54 19.21 59.89

Smoothness,
spectral
centroid
variability
(SCV)

83.06 79.02 20.26 60.78 81.6 82.45 17.08 60.37

Pitch, first two
formants

98.32 97.11 29.2 74.87 92.06 90 24 68.68

Pitch, spectral
centroid
variability
(SCV)

84.3 80.34 22.24 62.29 83.2 81.09 18.2 60.83

First two
formants,
spectral
centroid
variability
(SCV)

75.55 74.44 21.22 57.07 70 79.33 20.5 56.61

The similar frequency behavior between the male voices and third gender caused
a lot of ambiguity to the system designed in this work, regardless of the strong gender
related features extracted and the new designed feature selection method.

It is clearly noticed that the third gender recognition classification accuracies
achieved are very lowwith respect to the other two genders, which proves two things,
first there are some special properties in the transgender’s speech that differs them
from other genders, but those properties are weak or were not extracted perfectly.
Second, a lot of the third gender speeches were misclassified as male voices and vice
versa that led to the low accuracy classification in both genders, the male and the
third gender, which either is explained that the original gender of the transgenders
was a male gender, and the original speech properties retain in the speech of the
transgenders regardless of the new gender selected willingly.

Acknowledgements Many thanks toMozilla (voice.mozilla.org) for creating such a global speech
dataset, with many languages and many specifications with huge details.
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Speech Age Estimation Using a Ranking
Convolutional Neural Network

Husam Ali Abdulmohsin, Jane Jaleel Stephan, Belal Al-Khateeb,
and Samer Sami Hasan

Abstract The age of 18 has been chosen as the legal age to enter many sites, receive
any service or to get some license. Since age has a huge effect on the human being
voice, many researchers have worked on automatic age estimation (AAE) in speech
analysis. Through this work, a new approach has been designed to estimate the age
of the human being depending on his speech. This work has regarded common voice
dataset in its experiments with 60 different languages and seven age limits. The
features depended were the smoothness and pitch features for their strong capability
in recognizing the human voice frequency properties that have a strong relationship
with human age. The chi square feature selection was utilized in this work. A ranking
convolutional neural network (CNN) was used to calculate the performance of the
designed approach. The results gained through this work outperformed the results
gained through the state of the art in the field of age recognition. The highest accuracy
age estimation was 87.97%, gained through the common voice dataset, testing both
genders and all age limits.

Keywords Automatic age estimation · Common voice dataset · Smoothness
features · Convolutional neural network
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1 Introduction

Controlling the access of children and underage youth to the pornography websites
has been the interest of many governments and child protection organizations. The
UK parliament, in 2017, passed a law script requiring legal websites of pornography
to implement restricted age verification checks, regardless of the slight age verifi-
cation that has been implemented for many years from now. The action was built
according to studies published in 2021 [1] that showed many children are accessing
pornography materials through legal websites. Therefore, speech age verification is
a targeted research field in the state-of-the-art research. Through the past few years,
many applications consider age as the most important category to decide whether
to authorize the user to register or not, to use the service the application provides
or not, to authorize the user to enter their website or not, if the user is above 18
or not. All authorization system relies on questioning the user about his age, and
depending totally on his answer, without any further checking. This is considered an
extremely weak point in all online authorization systems. This research is suggesting
adding a new age detection approach using speech that will add more reliability to
authorization systems online.

The most important phase in automatic speech recognition in general is extracting
features that are most related to the problem. In speech age estimation, many of the
researchers stated that Mel frequency cepstral coefficient (MFCC) is the strongest
feature in age estimation, but the opposite of this statement was proved by our results
and by Abdulsattar et al. [2], where they stated that MFCC is not efficient in age
estimationwhenworkingwith speech that has been recorded in different places using
different recording devices, and to improve the efficiency of the results, fundamental
frequency acoustic features have to be combinedwith theMFCC features. According
to the simple literature survey conducted through this work, it was noticed that funda-
mental frequency acoustic features are extremely related to age estimation, but still
there are many other variables that affect age estimation, such as the preprocessing,
feature selection and the classification method deployed.

Many challengeswere faced; one of the challengeswas the psychological situation
of the human being and its effect on voice. When the human being is psychologically
unstable, his vowels will be differently announced when he is psychologically stable
[3, 4]. The other challenge was dealing with similarity in children voices of age 3 to
7 years.

The limitation of the state of art works is finding the features that are strongly
related to human being age. Through the extensive survey on speech features and
depending on the huge number of experiments implemented through this work, it
was noticed that smoothness, loudness and pitch are strongly related to age.
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2 Related Work

According to the state-of-the-art research, many approaches were followed in age
estimation. In 2011 [5], a group of researchers proposed an AAE system that esti-
mated age into 6 limits, deploying a Persian dataset. Two types of features were used,
perceptual linear predictive (PLP) andMel frequency cepstral coefficients (MFCCs).
SVMwas utilized for classification. In 2014, a group of researchers conducted exper-
iments on six age categories, including children aged between 7 and 12 years, and
the experiments revealed that the fuzzy fusion classifier’s output was 53.33% in age
estimation accuracy [6]. In 2016, [7] used the analog-to-digital converter (ADC) to
find the frequency ranges, and estimate age regarding the frequency and pitch of
the signal. In 2019, Abdulsattar et al. [2] used K-NN and the first two formants in
speech to estimate age, stating that the best information gain in speech lays in the
low frequencies of the speech signal. In 2020, Bugdol et al. [8] used the random
forest (RF) for regression and was tested using a tenfold cross-validation. The five
vowels were recorded and examined for every child, to extend the phonation. Six
voice features of were extracted from each recording and used in classification. In
2021, Damian et al. [9] applied different architectures of deep neural network-based
embedder, such as d-vector and x-vector in age estimation, and then applied a training
scheme of transfer learning with pre-training the embedded networks used in speaker
recognition tasks that used vox-celeb1 dataset, to tune it in age estimation.

3 Framework

The block diagram of the proposed method is shown in Fig. 1. In the following three
sections, the main steps of the proposed method will be illustrated and discussed in
detail.

• Dataset

The dataset utilized in this work is the common voice dataset version
en_2637h_2021-07-21. The common voice dataset contains 60 different languages
recorded in different percentages as 23%US English, 8% England English, 7% India
and South Asia (India, Pakistan, Sri Lanka), 3% Australian English, 3% Canadian
English, 2% Scottish English, 1% Irish English, 1% Southern African (South Africa,
Zimbabwe, Namibia), 1% New Zealand English. The common voice dataset was
recorded by 75,879 different individual voices with different age limits. 6% of the
individuals were younger than 19 years old that means 4552 individuals of age less
than 19 have participated in recording this online public dataset. And 94% of the
dataset is recorded by individuals older than 18 years such as 24% (19–29), 13%
(30–39), 10% (40–49), 4% (50–59), 4% (60–69), and finally 1% of the individuals
are in the age limit (70–79).
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Common voice dataset (60 languages)

convolutional neural net-
work CNN1

Feature Extraction (Smoothness features)

Converting MP3 to WAV

Feature Selection (chi 
square) 

convolutional neural net-
work CNN2

Feature Selection (chi 
square) 

Feature Extraction 
(Pitch features)

convolutional neural network CNN3 (prediction system)

Fig. 1 Block diagram of the method proposed in this work

• Feature extraction

A feature is a measurable property established from the material being observed
[10]. The most important aspect in feature extraction is extracting the most relevant
features to the problem statement. In the case of this work, smoothness and pitch
features are strongly related to human being age and were selected accordingly.

Smoothness if defined as the transaction of speech through air, as much as the
speechwas smooth asmuch as its transactionwas slower, andwhen speech is rougher,
the transaction of speech is faster [11]. The smoothness was calculated through two
domains, first the time domain, and second, the spectral domain. Smoothness is
calculated through Eqs. (1 and 2) [12].
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√
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where vart and vars represent the variances in time and spectral domain of the spectral
feature, P is the dimension of the feature, N is the length in the time domain of the
feature.

The frequency and pitch features were used for its clear relationship with age,
since if the frequency ranges are high, age might be limited between 1 and 16 years.
It is important to mention that men speeches have low frequency as compared to
women speeches. The pitch feature has a close relationship to gender, since men
have lower pitch as compared to women. Through experiment, it was noticed that
a person with a moderate pitch and moderate frequency, being men or women, can
be in the age range of 20–39 years, and the relationship between age and pitch and
frequency is opposite, as humans get older their speech pitch and frequency get lower.
If the pitch and frequency are low, the age can be limited to 40–60 years, compared
to the threshold fixed in the proposed system. If there is any trembling in voice with
unclear pronunciation of words, then age can be 60 years or above.

The vibration of vocal cords generates a periodic behavior for the acoustic voiced
sounds; this oscillation in frequency is called pitch. The pitch depends on the glottis
physical characteristics, which are mass and elasticity [13, 14]. Speech is always
represented as a discrete signal x(n); therefore, the pitch represents the fundamental
frequency f o where the signal is repeated. The inverse is the fundamental period T o.
Statistically, there are certain frequency intervals for men regarding each language,
for example, the pitch of the Spanish men lays in the frequency interval, 50–300 Hz,
and the Spanish women and children can reach to 500 Hz frequency. A methodology
used to determining the pitch in this is autocorrelation, which is considered one of
the cross-correlation cases [15].

• Feature Selection

A filter ranking method was used through this work for three reasons—first, to filter
the less relevant variables, second, to benefit from the criteria of variable selection
by order of the variable ranking techniques and third and finally, their simplicity
and good success as reported from online applications. A ranking criterion is used to
score each variable, then a threshold is fixed through experiment, and used to remove
variables below that threshold [10].

Feature selection methods that are applied before classification are considered
filter feature selection methods, that’s why ranking methods are considered filter
methods. The main principle of feature selection methods is to select unique features
that contains useful information of different classes in the dataset through using a
basic property of that feature. This property is called feature relevance that measures
the power of that feature classifying different classes [10, 16, 17]. The chi square
statistical feature selectionmethodwasused in thiswork tomeasure the independence
of two selected features.

The chi square feature selection method was calculated through Eq. (3) [18].

x2c =
∑ (Oi − Ei )

2

Ei
(3)
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• Feature Classification

A ranking convolutional neural network was designed and implemented through
this work. Each convolutional neural network was trained on a specific group of
features. The first convolutional neural network (CNN1) was trained on the smooth-
ness features, and the second convolutional neural network (CNN2) was trained on
the pitch features. Both results were sent to a third convolutional neural network
(CNN3) that was used to predict the best results gained from CNN1 and CNN2.

4 Results and Discussion

The results gained in this work will be discussed in detail—two kinds of experiments
were applied in thiswork. First, the sampleswere first divided into twogroups, female
andmale, and the age estimationwas conducted on each gender individually. Second,
all samples were tested together regardless of gender, checking if the voice belongs
to a human being that is under 18 or higher than 18 years old or equal.

• Age Estimation Results with Each Genders Tested Separately

The results shown in Table 1 show that the age estimation of themale gender is higher
in all cases, when estimating age less than 18, when estimating age older or equal to
18 and when considering both genders in the same experiment. This can be justified
for the common behavior of children and women voices, which are both specified
with high frequencies, which can confuse the system in estimating between woman
and children voices. The classification accuracy achieved through testing the male
voices was 94.4%, which is achieved by 90.3% of the male samples younger than 18
were correctly classified, and 98.5% of themale samples older than 17were correctly
classified. Whereas the classification accuracy achieved through testing the female
voices was 81.55%, which is achieved by 80.4% of the female samples younger than
18 were correctly classified, and 82.7% of the female samples older than 17 were
correctly classified, which shows that the age estimation with males are higher than
females.

Table 1 Results gained through this work

6% underage (<18)
(4552 samples) (%)

94% legal age
(≥18)
(71,327 samples) (%)

Total accuracy (75,879 samples)
(%)

Both genders 85.35 90.6 87.97

Female 80.4 82.7 81.55

Male 90.3 98.5 94.4



Speech Age Estimation Using … 129

• Age Estimation Results with Both Genders

Through this experiment, all sampleswere tested together, to estimate age represented
in each voice in the dataset. The results gained from this experiment are shown in
Table 1. The highest classification accuracy achieved through our experiments was
87.97%, which is a combination of 85.35% of both gender samples representing
voices younger than 18, were correctly classified and 90.6% of both gender samples
older than 17 were correctly classified. It is obviously clear that the female samples
affected the overall accuracy classification.

5 Conclusion

To design a system that can recognize age through the same setting was challenging,
because age is related to language, and each language has a different range of
frequencies for the male and female and children.

The similar frequency behavior between the female voices and children caused
a lot of ambiguity to the system designed in this work, regardless of the strong
age-related features deployed.

Acknowledgements Many thanks toMozilla (voice.mozilla.org) for creating such a global speech
dataset, with many languages and many specifications with huge details.
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Efficient Data Aggregation Strategy
in Wireless Sensor Networks: Challenges
and Significant Applications

Ahmed Subhi Abdalkafor and Salah A. Aliesawi

Abstract In recent years, WSNs have been considered one of the most sensitive
fields of research due to their widespread use in many important and critical appli-
cations. However, utilizing the full potential of this network is very hard due to
numerous challenges. WSNs face a hurdle in collecting raw data since most of the
transmitted data from the sensor nodes to the base station are redundant and lead
in many cases to reduce the overall performance of the network. Therefore, a key
research challenge has been the study of data aggregation strategy for reducing the
number of data transmissions by eliminating redundant data and hence improving
the overall network performance. This paper is divided into third parts. Firstly,
we discussed the various challenges associated with data aggregation for WSNs.
Secondly, we have classified the applications into basic classes and provided a broad
overview of significant applications. Finally, we tried to summarize the required
features that sensor networks should have for each type of application like range
communication, reliability, security, robust node, and network tolerance.

Keywords Wireless sensor networks (WSNs) · Data aggregation · Challenges ·
Classification applications

1 Introduction

In the past few years, WSNs have attracted great interest from the research commu-
nity. The main reason behind recent research efforts and the rapid development of
WSN is their applications in a wide range of environments including surveillance
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systems, environmentalmonitoring, health care,military operations, andother impor-
tant applications [1].WSNs consist of small computing devices that collect data from
an area of interest and transmit it to the central station via multiple hops.

These nodes have several advantages, including small size, computing, commu-
nication and sensing capabilities, low cost, low energy consumption, and lightweight
[2]. These nodes communicate via short-range radio signals and then cooperate with
others to accomplish common tasks in sensing phenomena in the target environment
such as light, temperature, pressure, and other phenomena, and then deliver this data
to the sunken node. The data sent by the adjacent sensor nodes are redundant and
results in an amount of data that is too large to be processed in the sump [3, 4]. There-
fore, it is imperative to use data aggregation techniques to produce high-resolution
information in the sensor nodes that can limit the number and quantity of packets
sent to the sink. Actually, the technique of data aggregation is the preeminent way to
prevent duplicate and redundant data from being sent to the sink node, which leads to
increased network performance [5]. The main contributions of this paper are stated
as follows:

1. Clarifying the importance of the data aggregation strategy inWSNs and explain
potential differences after implementing this strategy.

2. Provide an insight into the most challenges facing WSNs that affect the overall
network performance.

3. Classify the applications ofWSNs into basic classes and a comprehensive survey
of the significant applications that used these networks.

4. Summarizing the required features that sensor networks should have for each
type of application.

This paper is organized as follows. In the next section, we define the data aggrega-
tion strategy inWSNs and state the potential differences when applying this strategy.
Then, we cover the discussion of the most challenges in WSNs that affect the perfor-
mance of this network in Sect. 3. Section 4 describes the classification of WSN
applications, followed by the most essential apps employed in this environment.
Finally, concludes this paper in Sect. 5.

2 Data Aggregation Strategy in WSNs

Rapid technical progress in the world, especially in WSNs, led to the expansion of
data and became more complicated with the inputs and outputs for each process.
A typical sensor network scenarios include the deployment of a very large number
of sensor nodes in an area from which data are periodically obtained. Sensor nodes
will transfer the data to a sink node after sensing the target area and can be made
accessible to the user. Using routing operations, each sensor node sends its data
independently so that it generates numerous redundant traffic in case the data are
geographically linked. To clarify this, if two nodes are neighboring, it is expected
that the measured values will be very close. So, the definition of data aggregation is
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Fig. 1 Idea of data aggregation in WSNs

to avoid redundant data if it is handled in the sensors by applying some functions
such as maximum, minimum, sum, average, and count, which can be implemented
either periodically or on-demand [6–8]. For getting a clear idea of data aggregation,
let us consider seven sensor nodes, namely ‘1’, ‘2’, ‘3’, ‘4’, ‘5’, ‘6’, ‘7’, with a base
station as shown in Fig. 1.

Initially, sensor node ‘5’ aggregates the data from both ‘1’ and ‘2’ sensor nodes.
In the same process, node ‘6’ aggregates data from ‘3’ and ‘4’ sensor nodes, and
the sensor node ‘7’ gathers data from ‘5’ and ‘6’ and finally sends the data to the
base station. Also, in the same figure (right side), the (No.1, 2) are two nodes that
perform sensing and aggregation data. The four data packet is transmitted into the
network in the first type (node No.1) and forwarded it all of them to the base station,
while in (node No. 2), the four data packets moved within a network with the type
of aggregation, but only, one data packet was transmitted to the upper layer. So, data
aggregation is defined as the set of automated ways of merging the data into a set
of meaningful data that comes from several sensor nodes. Data aggregation is an
encouraging solution for decreasing the communication overhead through merging
redundant data, and it reduces the traffic load and conserves the energy of the sensors.
Also, it is enhancing the accuracy of the information obtained by the entire network.
Figure 2 illustrates the construction of the data aggregation process [9].

Data Collected 
from Environment 

Implementing 
Data Aggregation 

 Algorithm

Result of  
aggregated 

Data

Fig. 2 Process of data aggregation strategy
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3 Challenges of WSNs with Data Aggregation Strategy

Despite WSNs are useful for many applications after applying data aggregation
strategy through deploying the sensor nodes in the target environment and obtaining
sensed data, they suffer from many challenges that affect the design, efficiency, and
performance of these networks. In the following subsections, details of the main
challenges are presented as shown in Fig. 3.

• Conservation of Energy

The challenge associated with designing WSNs is that sensor nodes operate with
limited energy, which is the principal source of their operation and must be replacing
or recharging (e.g., via solar power) when depleted. But, neither of the two options
is suitable when deploying these nodes in different environments that may be harsh,
hostile, or remote so that they cannot be accessed by humans, such as military appli-
cations or volcanic monitoring [10]. That is, once it runs out of energy, it will be
disposed of, and here lies the challenge. For sensor nodes that have batteries that
cannot be charged, they must be able to operate until the end of the task time so that
the life of the WSNmust be long enough to meet the requirements of the application
to be performed [11].

• Security

Another challenge facing WSNs is security, where these networks collect sensitive
informationwhen used in critical applications such asmilitary applications, aswell as
inmonitoring places such as airports and hospitals [11]. Operating unattended sensor
nodes deployed in remote areas increases their vulnerability to malicious attacks and
breaches. their vulnerability to malicious attacks and breaches. Likewise, it is easy
for opponents to listen to sensor transmissions when using wireless communications
[12]. Accordingly, it is necessary to build a complete system that takes into account
the physical security for the sensors as well as the data security when used in such
applications.

• Coverage

Another challenge in WSNs is to maintain the maximum possible coverage of the
sensor nodes in the target environment and obtain the required data. It must be
ensured that this coverage is satisfactory during the network’s lifetime. Some critical
and dangerous applications require full coverage of the field of interest [12].

Routing
WSNs Challenges

CoverageSecurity

Conservation of 
Energy

Fig. 3 Challenges of WSNs
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• Routing

A routing can be defined as to find out a path between the source node and the
destination node. So, another challenge that can be exposed to WSNs is how to find
a path between the base station and the sensor nodes and maintain these paths [10].
The routing protocols face some exigent factors when designing some of them focus
on the capabilities of the sensor nodes such as the transmission range is restricted,
the capacity of energy, processing, and storage is limited, and others focus on the
inherent features of the network such as topological changes, sensor locations, self-
configurable, and finally error tolerance. Therefore, some routing strategies must be
used by these protocols to reduce this challenge [10].

4 Classification of WSNs Applications

WSNs have achievedwide popularity in society because they provide an encouraging
infrastructure for many monitoring and control applications. These networks are
simple and cost-effective and allow monitoring operations to be carried out remotely
as well as in real-time without human intervention as little as possible [13, 14].
WSNs consist of a large number of sensors, containing magnetic, optical, seismic,
acoustic, thermal, infrared, and radar sensors. These devices are characterized by
their ability to monitor various environmental conditions, including noise levels,
temperature, pressure, movement, direction, speed, and soil composition [15, 16].
The applications of WSNs can be classified into four classes as shown in Fig. 4.

• Event Detection

The purpose of WSNs in this class is to detect rare events and inform the sink of
these incidents immediately, such as intrusions or forest fires. This network should
immediately send event reports to the sink node, and this report should contain some
information to describe the nature of the event [16].

Classification of WSNs Applications 

Sink- Originated 
Querying

Application Periodic
Reporting

   Event Detection

Fig. 4 Classification of applications in WSNs
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Significant WSNs 

Applications 

Industrial Applications Military Applications 

Environmental Monitoring Healthcare Applications

Fig. 5 Popular applications of WSNs

• Periodic Reporting

In this type of application, regular periodic updates are sent to the sink node, so there is
a constancy in the data collection phase as well as a stationary flow of data that is sent
by sensor nodes to the sink node [17]. However, the measures of neighboring sensor
nodes are possible to be related. Therefore, data aggregation of sensor nodes is useful
for these class applications because it reduces energy consumptionon communication
between sensor nodes and reduces data redundancy, thus extending network lifetime
[6, 18].

• Sink-Originated Querying

The sink node can query a group from sensors for its measures instead of the sensor
nodes periodically reporting their measurements as in the previous application class.
This work allows the sink to extract data granularity from various areas in the target
environment [16].

• Application Tracking

This application class involves tracking an intruder or the movements of an object
after it has been detected and located, such as in military or border surveillance, and
then the transfer of relevant information to the sink node while continuing to inquire
from appropriate sensors. This class combines some of the features of the previous
application classes [16]. Therefore, WSNs opened the way for the innovation of a
new generation of applications in a variety of fields as shown in Fig. 5.

• Industrial Applications

WSNs can be used to solve many problems related to this application. This network
provides health monitoring of machines, logistics, and robots in terms of analysis
and control processes and helps to determine the best operating performance [18].
Many applications can be specified in this framework such as monitoring the manu-
facturing process or equipment condition, monitoring production performance. Also,
this network canmanage a set of complexmachines andproduction systemconditions
for factories in terms of temperature, humidity, vibration, etc.

• Healthcare Application

Developments in smart sensors and implantable biomedical devices have enabled
sensor networks to apply in biomedical applications, where the sensor network has
played a vital role in health care in terms of its effectiveness and its low cost [15]. Due
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to the increasing number of patients, continuous monitoring has become necessary to
provide health care to patients, whether in hospitals or at homes. One of the examples
of sensor networks is the wireless body area network (WBAN), which includes
many sensors that monitor physiological conditions. The data that are monitored is
periodically sent to a remote location without human intervention [17] where this
data are transferred to the specialist doctor for interpreting the patient’s condition
then provide appropriate treatment.

• Environmental Monitoring

Due to the high impact of human society’s development on the environment, envi-
ronmental monitoring is one of the significant efforts made to improve environ-
mental protection. Environmental monitoring is one of the necessary applications
in WSNs to control or reduce the process of environmental degradation also can be
described as observing and analyzing natural environments and phenomena to gain
a good understanding of these environments [19]. WSN-based environmental moni-
toring applications include monitoring meteorology and natural catastrophic events
and pollution studies, tracing the behavior of insects, birds, small animals, observing
environmental conditions that affect livestock and crops, detecting forest fires as well
as floods [15].

• Military Applications

TheWSNs in this application are essential because it is characterized by rapid propa-
gation and self-organization. It considers a bettermethod for battlefields because they
depend on the dense deployment of sensor nodes. Also, the destruction of several
nodes by a hostile action does not affect military operations as much as it impacts
the destruction of the central node. Some WSN-based military applications include
battlefield monitoring, equipment, ammunition and opposition force reconnaissance,
battle damage assessment, and others [15].

Table 1 shows the required features that sensor networks should have for each
type of application mentioned in this manuscript.

Table 1 Required features of WSNs for applications

Application type Range Reliability Security Robustness Network tolerance

Health
applications

Small Highly High High High

Industrial
applications

Depend on
application

Highly High Highly Highly

Environmental
monitoring

Wide High High Highly Highly

Military
applications

Wide Highly Highly Highly Highly
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5 Conclusion

WSNs are becoming more popular due to their increasing application in remote
sensing in many fields. This paper provides inspect of the main challenges associated
with data aggregation strategy that facing WSNs. In addition, it discusses significant
applications that use this network after classifying it into basic classes. Finally, the
requirements that the sensor networks should have for each type of application are
summarized. This paper is expected to contribute further understanding to overcome
or reduce raw data collecting problems and assist sensor network users in using this
network for their applications, thus make effective use of WSNs.
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An Internet of Things-Empowered
Disaster Management Framework

Adil Chekati , Meriem Riahi , and Faouzi Moussa

Abstract Each year, natural disaster (floods, earthquakes, forest fires, tsunamis are
only a few examples) and man-made disasters (for instance, industrial explosion,
leakage in an oil pipeline or gas productions) cause damage to infrastructure, dis-
tress, financial losses, injuries, and a large death toll. However, with the help of recent
technological advances, it is now vital to change from traditional monitoring sys-
tems to smart prediction systems that incorporate governments and people affected by
these disasters equally.Motivated by this, in this paper we present an IoT-empowered
disaster management framework applied on natural flood disaster. The main aim of
this framework is to monitor direct measures of climate such as rainfall, humidity,
temperature, pressure, and water levels, as well as to determine their temporal cor-
relations for flood prediction. For data collection via sensors, an IoT technique is
employed, an efficient data classification phase is established, and an agent-based
approach is used for decision making in flood prediction and management.

Keywords Internet of Things · Disaster management · Smart objects · Data
classification · Decision making

1 Introduction

According to the World Health Organization (WHO): “A disaster is an occurrence
disrupting the normal conditions of existence and causing a level of suffering that
exceeds the capacity of adjustment of the affected community” [1]. Disasters often
strike in the vicinity of human livelihood. Natural disasters impacted 217 million
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people annually between 1994 and 2013, according to estimates [2], and around
97.6 million people have directly or indirectly got affected during the year of 2019
only [3]. Natural disasters are also said to have caused $15.3 billion in damage and
a million new cases of cancer between 2000 and 2011. In 2016, this resulted in over
65 million immigrants and refugees fleeing around the globe [4].

Therefore, there is a need to identify and exploit the data needed for effective
disaster management operations in case of natural disasters. Early detection of these
disasters will keep everyone safe from such calamities.

In recent years, the Internet of Things (IoT) has become an integral part of the
human’s daily life. IoT is a technology that integrates embedded system components
with a wireless communication channel to transfer data from sensor nodes to a
computing device for real-time analysis. In fact, this technology has the potential
to connect the world and allow people to communicate with each other and with
their environment, what gives it the potential to save lives. For example in disaster
management, IoT’s role is critical and ubiquitous, and it has the potential to reduce
the risk [5]. As a consequence, IoT devices may be used to capture data and identify
risks during disasters, as well as to locate wounded person [6].

Fortunately, IoT is a promising technology used in several applications including
disaster management. The Internet of Things has proven to be fundamentally capa-
ble of providing more significant, scalable, adaptable, and energy-efficient solutions
to many disaster management difficulties. As a result of these concerns, a compre-
hensive understanding how IoT is presently monitoring and managing catastrophes
becomes critical.

Motivated by this, in this paper an IoT-empowered frameworkwith an agent-based
approach for decision making has been performed in anticipation for the establish-
ment of a flood forecasting and management system. The system is made up of sen-
sors that detect their surroundings, and a local sensor server analyzes the collected
information; infrastructure for communication is based on Lora WAN protocol, and
a decision tree classifier is employed in order to forecast the current condition of
rainfall flood level, while a multi-agent approach would finally work to elaborate the
flood disaster solutions.

The remainder of the paper is structured as follows: Sect. 2 explores the extant
literature on disaster management and the existing IoT solutions; Sect. 3 outlines the
disaster management scenario using the proposed framework. Furthermore, Sect. 4
provides the details of the different phases of the framework; Sect. 5 discusses some
of the key challenges for IoT-based disaster management. Finally, Sect. 6 presents
the concluding remarks and future works.

2 Related Work

Several studies on flood disaster management and flood forecasting systems have
already been conducted, and this section provides a summary of the present literature
relevant to the proposed solution described in this paper.
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Authors in [7] presented an IoT-based method to deliver real-time information on
disaster-affected regions in order to allow quick and efficient recommendations about
rescue activities. The task-technology fit technique is used to verify the proposed
solution.

In [8], ideas and methods for the detection of flood disaster based on IoT, big data,
and convolutional deep neural network (CDNN) have been proposed to overcome
disaster difficulties.

An IoT-based flood monitoring and artificial neural network (ANN)-based flood
prediction are presented in [9]with the aim of enhancing the scalability and reliability
of flood management system.

Sood et al. [10] gift the case of the big data and high performance computing
(HPC) Integration IoT flood management method and demonstrate IoT’s usability
and efficiency, with the aim to classify geographical areas into a web of hexagonal
for effective installation of energy efficient IoT devices.

With the aim to forecast possibility of future disasters by using data mining algo-
rithm, authors in [11] proposed a real-time flash-flood monitoring system, where
river water level and diverse meteorological variables such as temperature, humidity,
and vibration are measured and forecasted using data mining and wireless sensor
networks.

In [12], it is proposed to provide interactive and real-time information on the
current water level and rain intensity, as well as alarm alerts. Through a smartphone
application, Internet of Things might aid flood victims in monitoring floods, ground-
water level, and precipitation intensities.

These relevant contributions with the aim of developing an IoT solution for flood
disaster management have been compared regarding various design and application
perspectives. This comparison based on features offered by previously presented IoT-
enabled solutions is described in Table1. A few of the main pieces as (i) IoT-based
architecture, (ii) enabled Machine Learning for data classification, (iii) Real-Time
interaction, (iv) enabled early warning notification, and (v) provided forecasting for
future floods.

Table 1 Comparison between Internet of Things disaster management systems

Article IoT
architecture

ML
classification

Real time Early warning Forecasting

[7] Yes No Yes Yes No

[8] Yes Yes No Yes No

[9] Yes No Yes Yes Yes

[10] Yes No Yes Yes Yes

[11] Yes No Yes Yes Yes

[12] Yes No Yes Yes No
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3 Disaster Management Scenario

Flooding is a natural catastrophes that continues to occur in many places around
the globe as a direct result of the planet’s climate change. This natural calamity has
struck numerous nations in recent years (i.e., Oman, Germany, North Africa, etc.).
Human will be less likely to be affected by such disasters if they are detected early.

Flooded regions are frequently coated with silt and dirt when the floodwa-
ters recede. Hazardous pollutants such as chemicals, sharp objects, gasoline, and
untreated sewage can contaminate the water and landscape. Mold blooms that are
potentially hazardous can swiftly overtake water-soaked buildings. Flooded commu-
nities may lose electricity and access to safe drinking water, resulting in epidemics
of fatal waterborne illnesses such as cholera, hepatitis, and typhoid [13]. Disaster
management is extremely sensitive during a natural catastrophe. To preserve people’s
lives and reduce destruction, various services and systems, as well as the presence
of many governmental authorities, must be engaged. A smart city structure will
undoubtedly help all those parties in handling the disaster.

The IoT technology available today is quite advanced, and it has the potential
to be extremely valuable in disaster scenarios. Disaster management is significantly
influenced by the area’s climatic conditions, habitat, and other factors, as well as
the available resources. In disaster management, IoT technologies offer advantages
in terms of monitoring, tracking, controlling, and sensing the environment using
real-time data [14].

As a reason, we have decided to implement the proposed IoT-empowered frame-
work on flood disaster management as a case of study. In the case of flood disaster,
exploiting the newest technologies is vital, as it can help to take the best decision in
order to perform some action like evacuation, contingency planning, and so forth.
In such a circumstance, all ministries of the environment, health, defense, and local
authorities must collaborate to better identify issues, save people and animals’ lives,
and limit damage. As a result, an IoT platformmight be very beneficial. Water bodies
are equipped with a variety of sensors and actuators that are controlled by the pro-
cessing systems of the water bodies department. To guarantee comprehensive collab-
oration between multiple institutions, all of these equipment are in real-time contact
with other equipment at the weather forecast services and authorities concerned.
A machine learning (ML) classifier will handle data processing and classification,
while a multi-agent system (MAS) approach helps for decision making.

4 Flood Disaster Management Based on IoT, ML
Classification, and MAS: SADM-SmartObject

Flood is one of themost common natural catastrophes that can devastate any city [15].
Since this disaster poses a risk to humanity existence, an effective countermeasure
or system of warning should be established for notifying people as soon as possible
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Fig. 1 SADM-SmartObject framework architecture

so that security measures can be taken to avoid any tragedy [16]. Hence, Internet of
Things is useful for a better understanding of the situation through real-time analysis
of data collected by ground-based sensors, vehicles, etc. These mounted sensors are
able to monitor a high-risk area and transmit this information for further processing.

SADM-SmartObject is a self-adaptation and decision making for smart object
framework, designed as a multi-layer paradigm (Fig. 1). Its intention is to lay forth a
framework for developing Internet of Things applications and proposing an optimal
solution for autonomous decision making [17]. It is a promising system that can be
used in several applications including disaster management.

Internet of Things has the potential to become one of the enabling technologies
in disaster management. The proposed SADM-SmartObject framework is aimed to
provide the following functionalities:

1. Disaster riskminimization andprevention:Keeping trackonpotential disasters via
relevantmeasurements gathered bymultiple types ofmounted sensors, analysis of
predefined high risks and vulnerabilities used for forecasting to generate accurate
and timely warnings.

2. Emergency response: Immediate rescue and emergency actions require real-time
communication. Spread risks information and warnings to high-risk individuals
and institutions around the crisis area.

3. Disaster recovery: The process of intervention based on rescue plans that exploit
local resources and preparations to react in the case of natural disaster.
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Fig. 2 Block diagram for the proposed SADM-SmartObject framework

Figure2 depicts a detailed block diagramof the proposed framework flood disaster
framework.

4.1 Data Perception Phase

The lowest layer, or the physical layer, is represented by the real-world object layer
(RWO layer). It collects all of the IoT system’s real-world objects.

In the data perception phase, the input data is taken frommounted sensors, namely
temperature, pressure, humidity, wind, rain, and water level. Next, the data is col-
lected and normalized at a local sensor server. Next, the preprocessed data is given
as input to the classifier at the virtual layer which classifies (a) the chances of occur-
rence of flood disaster and (b) no chances of occurrence of the flood disaster. The
classifier is explained in Sect. 4.2.

4.2 Classification Phase

The intermediate level is represented by the virtual layer. It guarantees that every
physical object in the system is virtualized. It permits the most efficient use of data
provided from the RWO layer by analyzing, processing, and enhancing decision
making in real time. The classifier is the first module of this layer.
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Table 2 Accuracy of the tested classification techniques [19]

Algorithms Correctly classified Incorrectly classified

J48 decision tree 92.81 7.19

Random forest 91.50 8.50

KNN 88.89 11.11

An experimental study was conducted on three effective data classification algo-
rithms (J48 decision tree, random forest, and K-nearest nighbor) in order to figure
out which classifier is the most effective for our smart objects framework “SADM-
SmartObject” according to a range of performance evaluation metrics. We took use
of real-world sensor datasets from the Kaggle data repository [18] for the experi-
ments. Daily weather reports from a large number of Australian weather stations
are included in the dataset. It is a big dataset comprising data from a lot of different
weather sensors and measuring devices. Temperature, rainfall, evaporation, sunlight,
wind direction and strength, humidity, pressure, and clouds are among the variables
measured. These sensors were used to gather weather data throughout the day. The
experiment has shown that the best approach is J48 decision tree. As seen in previous
work [19], the J48 decision tree technique outperformed its competitors in terms of
IoT data classification, demonstrating that it is a potentially convenient and powerful
classification algorithm for IoT data. The experiment findings indicate that decision
tree has the highest precision and the lowest execution time, which are two of the
most significant evaluation criteria for an IoT application. Table2 summarizes the
precision of each classification approach obtained after the experiment on IoT data.

Next, the classification result values are forwarded to decision making, which is
explained in Sect. 4.3.

4.3 Decision-Making Phase

Also a part of virtual layer, this phase aims to present an IoT solution using collected
data to make decisions and take actions in real time depending on that data.

A multi-agent system (MAS)-based approach is used for decision making in
SADM-SmartObject framework. This aims to take advantage of MAS capabilities,
to provide the aspect of self-adaptation and decision making for existing connected
objects [17]. The BDI paradigm, which is based on a theory of how people operate
[20], is used in the SADM-SmartObject framework for decision making. Objects
have a set of beliefs about the world. They also have a desire list that they intend
to fulfill. Finally, they have a set of intents, which are the present activities they are
taking to attain their goals [21].

In another word, it empowers IoT applications to advance from basic data gather-
ing to autonomous behavior and decisions in real time. The MAS paradigm, in fact,
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facilitates the generation of (i) self-configuring, self-protecting, and self-optimizing
Iot devices and (ii) IoT systems with context-aware and adaptive smart objects.

IoT permits interconnections of different devices, and it establishes seamless
communication, monitoring, and management of smart embedded objects. In this
context, the integration of MAS capabilities with the power of IoT that offer more
efficient methods to analyze, monitor, predict, and manage flood disaster.

A simulation of the decision-making process is implemented by means of JADE
platform to demonstrate the efficiency of this agent-based approach:

• Different types ofmeteorological sensors (such as temperature,water level, humid-
ity, wind, and rain) are used to gather weather data throughout the day; this sensor
reading is transmitted in real time, and many actions must be implemented imme-
diately to avert a disaster.

• Areactive agent is generated as a virtual representation for eachphysical sensor.We
define: AgentHumid, AgentWaterLevel, AgentRain, AgentTemp, andAgentWind.

• Reasoning agents are a group deliberative agent, representing the central smart
aspect of the decision-making process. Reasoning agents are of the type deliber-
ative agent.

• Coordination agent is used to ensure coherency between reasoning agents, in the
aim of making the accurate decision. Coordination agent is of the type deliberative
agent.

Figure3 shows the application’s deployment on the JADE platform. The inter-
action between the agents is also illustrated, and the values from the sensors are
continuously communicated to reasoning agents via various sensing agents. While
this main processingmodule receives real-time updates onweather conditions, it also
delivers personalized recommendations to coordination agents on how to safeguard
the area from any potential flood threat.

Fig. 3 JADE platform log and sniffer interface
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4.4 Execution Phase

The highest layer is represented by the service layer, which might be considered a
front-end layer owing to its direct connection with users. In this phase, virtual actu-
ators are evoked to execute the solution obtained from the decision-making phase:
To effectively handle and deal with the issue, a flood prevention and management
mechanism is triggered. At the same time as executing the solution, a backup request
for the established solution is sent back to the previous phase, and notifications are
instantly dispatched to civil protection services, national security, and local authori-
ties.

5 Challenges for IoT-Empowered Disaster Management
System

In this section, we go through some, and not all, of the key challenges that must be
surmounted in order to put the pillars of IoT-based disaster management systems.

5.1 Security

The first critical challenge concerns with security and data privacy. As personal
and private data is being collected continuously before, during, and after disasters,
security concerns are particularly relevant. Malicious actors cannot interfere with the
data collected from damaged areas or incidents. This security issues are very critical
throughout the disaster management process. As a result, security mechanisms must
be added to disaster management system in order to ensure data integrity, data, and
network security in all the phases of a disaster management operations.

5.2 Standardization

We admit that our proposed framework, as well as other current works, does not
conform to the standardized format in terms of data presentation or processing. This
presents another challenge which is standardization, as it is usually recognized that
different types of disasters require different responses and have distinct standardiza-
tion. Disastermanagement is tough to implement, but the three key issues are security
requirements, connectivity standards, and identification standards, all of which must
be implemented in conjunction with the deployment of IoT technologies’ meaning.
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5.3 Real-Time Analytic

To manage the dynamic nature of the disaster, real-time processing is one of the
most important requirements in IoT-enabled technologies for disaster management
systems. Although, as mentioned in Sect. 2. Not all disaster management pro-
posed approaches consider this requirement. In our proposed framework, a real-time
approach is used in the decision-making phase.

5.4 Cost Effectiveness

Due to the numerous devices needed to deploy an IoT-based disaster management
system, cost effectiveness is becoming a key challenge in which the presence of
the vast number of sensors is a primordial task to aggregate data and also establish
communication infrastructures to ensure data transmission. Multiple researches are
being conducted with the aim to optimize the device’s performance while lowering
the hardware cost.

6 Conclusion

Flood is one of the most common disastrous events that take place in different coun-
tries every year around the globe. Hence, adoption of new technologies could min-
imize the death toll and large-scale facilities damaged as a result of natural and
man-made disasters. IoT has been able to be applied to save the livelihood among
flood-affected areas in recent times. This paper has proposed ideas and methods for
the flood disaster management based on and IoT-empowered framework to overcome
such difficulties. The first phase starts with the collecting sensed data from different
mounted sensors like water level, rain sensor, humidity, etc., followed by themachine
learning classification phase which divides the flood prediction into chances and no
chances. Proceeding to the decision-making step, an agent-based reasoning process
is conducted in order to elaborate the proposed solutions.
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Priority-Based Buffer Management
Technique Against Dropping Attack
in Opportunistic Networks

Satyendra Kumar Srivastav and M. M. Tripathi

Abstract The opportunistic network is intermittent. It is based on the principle to
carry, store, and forward the messages for routing from source to destination. It is
very prominent in recent years as it provides an alternative to conventional networks.
But, it has low-delivery probability and high latency. In the proposed model, the
performance of the system can be increased by the use of the priority-based buffer
management technique (PBMT) with a threshold. It not only forwards the message
according to priority but also controlled the randomdropping of themessage. Various
simulations are analyzed by comparing the proposed mechanism with the other two
benchmark buffer mechanisms such as first in first out (FIFO) and random by using
real-time mobility data-trace. PBMT with threshold provides higher delivery proba-
bility 7.85%, 16.29% with the TTL, 2.98%, 4.35% with the buffer size, and 6.10%,
14.41% with the message generation interval as compared to random and FIFO,
respectively. It also provides lower average latency 4.05%, 16.81% with the TTL,
4.54%, 2.34% with the buffer size as compared to random and FIFO, respectively.
Results of these simulations confirm that thePBMTwith threshold shows a significant
improvement in the performance of opportunistic networks (OppNets).

Keywords Buffer management · Opportunistic network · FIFO · Priority ·
Random

1 Introduction

In a crisis, it is difficult tomaintain the connectivity through the conventional network,
so the OppNets are very promising but they incur very high-delay, low-delivery,
and high-intermittent connection among intermediate nodes. This results less assur-
ance of message to reach from source to destination. The performance of OppNets
can be improved by the use of efficient buffer management. Conventional wireless
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networks such as ad hoc networks are exposed in such an environment where end-
to-end connections have existed. The conventional networks use a carry and forward
mechanism,whereasOppNets use carries, store, and forwardmechanisms to transmit
message from source to destination. InOppNets, each node carries a amount of buffer
space. This buffer space is a very critical resource to fight against dropping attacks.
The inappropriate use of buffer will lead to high-delay and low-delivery rate when
nodes are exposed to challenging environmental conditions.

This paper proposes a particular scenario of crisis when conventional networks are
not working properly. An opportunistic network is used to handle such conditions.
It provide an alternative way of connectivity but delivery probability is very low
due to dropping attack. Dropping attack can be handled by increasing buffer space
but it increases the delay which is not the favorable condition for the real-time
message. Buffer management plays a major role in reducing dropping attacks. This
paper proposed a priority with threshold-based efficient buffer mechanism against
dropping attackswhichminimizes the dropping attack aswell as delay of themessage
simultaneously.

In this mechanism, the priority of the message (Pmsg) is defined according to type
of message. The message can classified as a service data message, management data
message, control data message, normal data message, and emergency data message
and priority assigned at time of creation to each type 1, 2, 3, 4, and 5. Service data
messages are relayed between network devices and other end devices, management
data messages are generated by the management station to manage the operating
network, and control data messages are used to create or operate the network itself.
Normal data messages are user-created messages relayed in the network according
to the destination IP address. Emergency data messages are used for the real-time
exchange of data such as life-saving information against disaster situations.

2 Related Work

Buffer management policy plays a key role in scheduling and dropping decisions. In
scheduling policy, it decides the sequences of messages to be transferred at the time
of contact with the neighboring node. In dropping the policy, it selects the message
to be dropped at the time of overflow of the buffer. The four basic buffer management
policies such as random drop, drop least recently received, drop the oldest drop, and
least encounter were evaluated. The performance of drop least encounter is better
than drop oldest because dropping decision can be taken according to meeting proba-
bility [1]. InMaxProp, path likelihood and hop counts are used to decide the route and
dropping priorities. It provides more opportunities for newer messages [2]. In prob-
abilistic routing protocol using history of encounters and transitivity (PRoPHET),
nodes move with a certain meeting pattern according to past the meetings of nodes
and delivery probability between two nodes [3, 4]. In epidemic routing protocol using
drop head, drop tail, and source-prioritized drop head, where the best performance is
given by source-prioritized drop head among all [5]. N-drop policymessage dropping
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decision is taken when a message is forwarded N times or greater than N as well as
the buffer is filled and it is needed to drop any message [6]. Dropping decisions have
been also evaluated according to drop head dropping the policy, remaining lifetime
dropping, replication count of messages [7]. Bjurefors et al. evaluated different drop-
ping decision policies like Least interested (LI), most interested (MI), max copies
(MAX), most forwarded (MF), least forwarded (LF), random dropping, and compare
all such different dropping policies against infinite buffer and no buffer [8, 9]. In drop
largest (DLA), the dropping decision is taken according to the size of the message
from the buffer in case of buffer overflows and drops the largest size message [10].
The buffer scheduling decisions have been taken according to the average contact
frequency (ACF) between nodes for taking buffer scheduling decisions [11]. The
message transmission status-based buffer management scheme (MTSBS) is based
on priority which is decided by dissemination speed and replication count [12]. In
spray and wait, the TTL-based routing (TBR) protocol implements buffer manage-
ment. A contact opportunity is used to forward the message according to a priority
function [13]. ST-drop is another local buffer management policy that relies only on
locally available information to estimate the time and space coverage of messages in
the network [14, 15]. In the weight-based buffer management policy, messages are
assigned weights. These weights depend on message size, remaining time-to-live,
message stay-time in the node buffer, its hop count value, and the number of replicas
[16, 17]. In fuzzy-spray, the message is stored in a node and it is prioritized according
to fuzzy logic. The fuzzy controller takes two inputs such as the forward transmission
count (FTC) of a message and its size [18, 19].

3 Proposed Work

3.1 Motivation and Proposed Model

The management of buffer consists of forwarding, replication, dropping, and
scheduling policy. Low-delivery ratio and high delay arise due to inefficient use of
a buffer. The literature presented above has clearly expressed that dropping attacks
based on the different categories of messages for OppNets are unavailable. To over-
come this dropping attack, a novel technique PBMT with threshold is introduced
commonly known as PBMT.

The proposed method is the advancement of PMBT by adding a one-factor
threshold. In a crisis, it is a high probability that the buffer is full with high-priority
message. In this condition, almost all the messages are stored in the buffer at the
same time, and the remaining TTL of all the messages is almost the same. In this
case, the buffer is full of high-priority messages and TTL expired at the same time.
Inside the buffer, all high-priority messages consume more time in storage rather
than communication which may have a chance to TTL expired before reaching the
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destination. Threshold avoids this stuckness by dropping the least transit message to
the destination.

In PBMT with threshold, messages have some priority according to their nature.
The multiple messages are allowed to transmit to nearby nodes according to their
priority. The priority of the message is assigned according to the importance of the
message. For example, loss of life would incur a much higher loss than the other
loss. In conventional protocol, messages are transferred without considering their
priority. The conventional protocols are less efficient in terms of transmission of
the life-saving message which is given the highest priority message. If the node
buffer is sufficiently full with distinct priority messages and a high-priority message
arrives, then already stored less priority message is dropped to create space for high-
priority message. By applying PBMT, the message that reaches the destination is
high-priority message.

3.2 System Model

Let assume N node distributed opportunistically in the network. When any message
transfers from source to destination, the scheduling and dropping policies are taken
in consideration to make buffer management policy to be efficient. The first step is
to set the priority of messages according to their nature, and the second step is to
exchange the summary vector at the intermediate node when the buffer is full.

When a message is transferred from the source to the destination through the
intermediate node. The message based on priority is transferred from the sender to
that intermediate node that is in its proximity. The major advantage of this protocol
is that higher priority message has less drop as compare to lower priority message. In
case of FIFO, LIFO, and random buffer management policy, higher priority message
has to wait for a longer duration. To overcome the longer duration of higher priority
messages, a new buffer management policy was introduced. This proposed buffer
management policy provides a shorter duration along with a low-dropping attack
of a high-priority message. The proposed policy introduced a schedule dropping
according to the threshold. The least transit probability (PLT) is the probability of
a message which has very little chance to reach the destination. The least transit
probability of a message depends on the remaining TTL. In this paper, both values
are adjusted manually for getting a better result when compared to the conventional
technique.

Algorithm 1: PBMT with threshold

1. Begin N nodes (N0, N1, N2, N3, … Nn) in the network.
2. Source node Nk generates the message Mk and assigned priority values 1, 2,

3, 4, 5, respectively, depending on the type. 5 being the highest priority.
3. Repeat steps 4–16 while the message does not reach its destination.
4. Transfer message Mk from node Nk, keeping message with the highest priority

at the top.
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5. If buffer of neighbor node Nl is full then
6. {Pop message Ml from node Nl with lower priority than Mk and exchange Mk

to Ml.}
7. If buffer of node Nk is also full and exchange of Mk to Ml is not possible
8. {Popmessage Ml from node Nl with next lower priority than Mk and exchange

Mk to Ml.}
9. If buffer of node Nl is full and all messages in node Nl are all of higher priority

then
10. If the message with the least transit probability to destination is greater than

the threshold value
11. {No exchange the messages will have occurred}
12. else
13. {Delete the least transit probability message}
14. else
15. Push message Mk from node Nk to node Nl buffer.
16. Nl ← next node, Nk ← Nl
17. If message Mk has reached to destination, then
18. {Go to step}
19. Repeat steps 2 and 3 till all priority messages are transferred from Nk to the

destination node.
20. Message delivered successfully at the destination

4 Simulation

The proposed PBMT is simulated through ONE simulator [20]. Real mobility data-
trace, haggle-one-infocom 2006, is used for simulation and comparison for other
conventional buffer policies FIFO and random [21]. The data-trace file contains tab-
separated data fields of connection events in standard event reader syntax format.
It contains five fields such as time, action, the first node, second node, and type,
respectively. The first field contains simulation time which denotes the time of the
event when it has occurred. The second field represents the status of the connection,
and it is always “CONN.” The third and fourth field denote IDs of nodes. The last
field contains up and down keywords that refer to connection and disconnection.

The flowchart of proposed PBMT is given in Fig. 1, and also the various stim-
ulation parameters are given in Table 1. The proposed method uses the length of
the message for deciding priority, and one extra buffer management dropping policy
is considered according to TTL to avoid the situation when the buffer is full of all
messages having the highest priority.



158 S. K. Srivastav and M. M. Tripathi

Fig. 1 Flowchart of PBMT

Table 1 Simulation
parameter and its value

Parameter Value

Communication interface Bluetooth

Transmission range 10

Number of nodes 98

Number of contacts 170,601

Simulation time 337,418

Transmission speed 250 kbps

Message size 500 k up to 1 Mb

Buffer capacity 5 Mb

Movement model Shortest path

Message time-to-live 300 min
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Fig. 2 Delivery probability versus TTL (in min)

4.1 Result and Discussion

Figure 2 exhibited variation of delivery probability against TTL. It is observed from
the figure that the delivery probability of FIFO, random, and PBMT with threshold
decreases as TTL increases. In the case of PBMT, if TTL increases, the least transit
probability also increases as the duration of the remaining TTL is increases. On
account of this delivery, the probability decreases as the message gets more time to
be stored in the buffer. PBMT (0.3461) provides 7.85 and 16.29% higher delivery
probability as compare to random (0.3209) and FIFO (0.2976).

Figure 3 exhibited variation of delivery probability against buffer size of the node.
It is seen from the figure that the delivery probability of FIFO, random, and PBMT
increases as buffer capacity is increases. In the case of PBMT, if the buffer size of the
node increases, the least transit probability will also be increased as more messages
are accommodated. On account of this, the delivery probability increases as a greater
number of the message get stored in the buffer and it leads to more chances to
message to reach the destination node. PBMT (0.7137) provides 2.98 and 4.35%
higher delivery probability as compare to random (0.3209) and FIFO (0.2976).

Figure 4 shows the variation of average latency against TTL of the message. It
found that the average latency of FIFO, random, and PBMT increases as the TTL of
the message is increases. The high-TTL message will stay more time in the buffer
which also substantially increases the average latency. PBMT (0.4909.9088) exhibits
4.05 and 16.81% less average latency as compare to random (5108.1033) and FIFO
(5901.8884).

Figure 5 shows the variation of average latency against the buffer size of the
node. It is seen from the figure that the average latency of FIFO, random, and PBMT
increases as buffer capacity is increases. In the case of PBMT, if the buffer size
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Fig. 3 Delivery probability versus buffer size (in min)

Fig. 4 Average latency versus TTL (in min)

of the node increases, average latency will be managed by the threshold value. It
is observed PBMT shows the least average latency as compared to others. PBMT
with a threshold (7482.6049) provides 4.54 and 2.34% less delivery probability as
compare to random (7822.9013) and FIFO (0.8778.7973).

Figure 6 exhibited the variation of delivery probability when the interval between
the messages is varied. It is observed from the figure that the delivery probability of
FIFO, random, and PBMT increases as the message generation interval increases. If
the interval between messages is increased, fewer packets are stored in the buffer. It
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leads less congestion and buffersmanagementwill be easy to handle. PBMT (0.3405)
provides 6.10 and 14.41%higher delivery probability as compare to random (0.3209)
and FIFO (0.2976).

Fig. 5 Average latency versus buffer size (in min)

Fig. 6 Delivery probability versus message generation interval (in s)
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5 Conclusion

In the proposed model, the major advantage is that it maintains the connectivity and
transfers the life-saving messages with high-probability and low-average latency
even though conventional connectivity does not exist. In the proposed model, buffer
management policy has been addressed as its plays a crucial role in scheduling and
dropping the message. The proposed model addressed the solution from messages
stuck inside the buffer with all high-priority messages in standard PBMT. It intro-
duced a threshold value that drops the message having the least probability to reach
the destination. It uses the fixed value of threshold that is calculated manually by
comparing standard buffer management policies. The manual selection of the least
probability and threshold will lead to higher delivery probability and lower latency
of the message. The proposedmodel fulfills the attributes which are shown in Figs. 2,
3, 4, 5, and 6. In this proposed model, least transit probability and fixed threshold
values are considered manually by comparing the standard benchmark buffer policy.
The threshold value can also be variable and change according to the situation. In
future work, the selection of the least probable message and threshold will be calcu-
lated according to dynamic profile matrices of the given area. It also includes some
other factors so that performance should be increased. This model is simulated in
haggle-one-infocom 2006 data-trace. Some other data-traces can also be considered
for the given proposed model.
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Automatic Health Speech Prediction
System Using Support Vector Machine

Husam Ali Abdulmohsin

Abstract In the past couple of years, seeking for automatic disease prediction
system (ADPS) on the Internet has been attempted by many users online especially
after COVID-19 pandemic. This points to a new generation of medical treatment,
especially when the number of internet users is growing day by day. Therefore,
automatic disease prediction online applications have gained the attention of many
researchers around the world. Through this work, an automatic disease prediction
system depending on speech has been designed and implemented. The system aims
to predict the type of disease, and the patient is suffering from depending on his
voice, but this was not applicable through experiment, so the diseases were divided
in to three groups, and the diagnoses were implemented accordingly. The bench-
mark of this work was the medical speech, transcription, and intent dataset. The
features utilized in this work are the smoothness, mel-frequency cepstral coefficient
(MFCC), and the spectral centroid variability (SCV) features that proved their high
representation to human being medical situation in this work. The noise reduction
forward–backward filter was used to remove noise from the wave files recorded
online for the high noise noticed in the dataset deployed. A hybrid feature selection
algorithm was designed and implemented for this work which combined the output
of the genetic algorithm (GA) with the inputs of the neural network (NN) algorithm.
Support vector machine (SVM), neural network, and Gaussian mixture model were
utilized for classification. The highest results gained according to our design groups
are 94.55 and 50.1% according to each disease, both with respect to SVM.

Keywords Automatic disease prediction ·Medical speech transcription and intent
dataset ·Mel-frequency cepstral coefficient · Spectral centroid variability ·
Forward–backward filter · Hybrid feature selection algorithm · Genetic algorithm ·
Neural network
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1 Introduction

Automatic disease prediction system (ADPS) has been attracted by researchers and
companies in the last few years, for the fast access to medical treatment, avoid traffic
and long-distance travels, avoid high expenses, and most useful to elder people,
regardless of the new era the globe is passing through with the spread of COVID-19,
and the periodic curfew many countries are applying to avoid the virus spread.

It is essential to understand the speech production process in human beings in
order to deal with ADDAs in the most professional way. The field of phonetics
studies the sounds of human speech production. Speech is produced by pushing air
from lungs to the larynx (respiration), where the vocal cords may be open to allow
air to pass through or may vibrate generating a sound (phonation). The lungs airflow
will be shaped by the articulators in mouth and nose, who are responsible of the
articulation.

Speech sounds can be considered from two different point of views, which are
acoustic and articulatory phonetics. Acoustic phonetics are part of linguistics, but
also is a branch of physics, where it deals specifically with acoustic and physical
sound waves properties. Articulatory phonetics is how human bodies are used in
speech sound production [1]. To produce speech, three mechanisms are needed.
First, an energy source is needed. Anything that generates a sound requires a source
of energy, and in the case of human speech sounds, the air flowing from the lungs
is the source of energy. The second mechanism is the source of sound, which is the
vocal cords (or vocal folds) at the larynx that produce sound. The third mechanism is
the articulators where the sound will be filtered, or shaped. These articulators can be
the oral cavity (mouth space), the nasal cavity (space inside and behind your nose),
jaws, teeth, lips, and finally and most important the tongues [2].

Acoustic voiced sounds are generated by the air going out from the lungs passing
through the vocal cords, causing vocal cords vibration, generating periodic signals.
The different physical characteristics of the vocal cords for each human being
generate different frequencies in the voice production that reflects the different prop-
erties existing in different human being acoustics [3]. The second member in the
human speech production system is the epiglottis. The mass and elasticity character-
istics of the epiglottis are different for each human being [4, 5] that also causes new
features to be added to speech, regardless of the tong position and the mouth cavity
that both cause different pronunciation for the same words differently pronounced
by different people. The different characteristics of epiglottis differ also between
genders, where we can notice that formants of females are higher in frequency
than male and the spectrum of voiced sounds usually decreases in amplitude with
increasing frequency. All these acoustic effects are caused by the production of
speech.Therefore, it is possible tofindgender specific features represented in acoustic
speech signals [6].

According to the speech production process, speech features can be divided into
acoustic and articulation features depending on the source of generation. If the human
being is tired or feeling any pain, his articulators will reflect his medical situation,
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and his sound will be produced in a different way, because speaking requires a lot of
energy, and as soon as the human is tired or not feeling well, the first thing that will
be affected in his voice [7–9]. This is considered evidence that any human health
issue will be translate through his voice, but the most important is to choose the most
related features that will translate the illness, infection, pain, or any health issue.

Through this paper, the relatedworkswill be discussed in Sect. 2. The statistics and
the properties of dataset bench mark deployed in the experiments of this research and
the framework of the proposed method will be illustrated details in Sect. 3. Section 4
will show and discuss the highest classification results gained through this work.
Section 5 will state the conclusion gained out of this work.

2 Related Work

Many researches have confirmed the existence of unique acoustic and physiologic
features in human being voices that can be used to diagnose the patient symptoms, but
till now, they have not reached the required classification accuracy. Some researchers
have worked on ADPSs by following different approaches and mechanisms.

One of the mechanisms depended in ADPSs is depending on clinical reports
to diagnose highest predicted disease that patient is suffering from [10]. Another
mechanism of healthcare ADPSs is to depend on user text input (guided by users),
through the question-and-answer approach. Then, the system will provide a list of
top most predicted diseases [11–14]. Many researchers have used machine learning
methods in diagnosing heart disease [15].Another approach is to use natural language
processing and deep learningmethods to extract text that can identify some symptoms
to be used in predicting the diseases [16–18] andmany other researches. According to
Maree Johnson survey in 2014, she stated that over 20,000 state-of-the-artworkswere
published in the field of speech to text ADPS that deployed computational linguistics,
natural language processing, human language technologies, or text mining [19].

According to the literature survey conducted through thiswork, thework proposed
is to be considered a field is ADPS, where no linguistics, natural language processing
is accomplished, and no speech is converted to text for the purpose of text mining.
This work proposed an ADPS that predicts the amount of pain, and the patient is
facing depending directly on his speech without ant linguistic processing.

Many challengeswere faced, and one of the challengeswas the psychological situ-
ation of the human being and its effect on voice.When the human being is psycholog-
ically unstable, his vowels will be differently announced when he is psychologically
stable [20, 21]. The other challenge was dealing with similarity in children voices
of age 3–7 years, therefore, children were avoided in the experiments applied to
the method proposed in this work, and since children need adults to speak up for
them. The noise and distortion found in many recordings in the utilized dataset was
a challenge, and the same will be in real life.

The proposed work has some limitations and needs to be proved such as dealing
with children and dealing with different languages that were not practiced through
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this work. Through this work, we were not able to diagnose the voice signal of each
disease, but the contribution of this work was we were able to diagnose diseases
into diseases that have psychological affects and those that do not and also diagnose
diseases depending on the level of pain, strong, and light pain.

3 Proposed Automatic Health Prediction Speech System

The block diagram of the proposed method is shown in Fig. 1. In the following five
section, the dataset and the main steps of the proposed method will be illustrated and
discussed in details.

• Dataset

The dataset utilized in this work is the medical speech, transcription, intent dataset
version 1. The dataset is built out of verbal descriptions in (wav) audio format that
describe the medical symptoms of the patient. Each verbal description is paired with
a transcription is the (csv) text format, then each are labeled according to a certain
category ailment. This dataset is a one language dataset recorded in the English
North American slang. It describes 25 symptoms, which are back pain, acne, blurry
vision, body feels weak, cough, ear ache, emotional pain, feeling cold, feeling dizzy,

medical speech, transcription, and intent dataset (English lan-
guages) (5625 samples) (25 diseases) 

Feature Extraction

Preprocessing 
1- Noise reduction. 
2- Sample filtering. 
3- Limiting samples to 3 seconds. 
4- Segmentation 

SVM 

NN

Genetic Algorithm 

Feature Selec-
tion New Ap-

proach 

Fig. 1 Block diagram of the method proposed in this work
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foot ache, hair falling out, heard to breath, head ache, heart hurts, infected wound,
injury from spots, internal pain, joint pain, knee pain, muscle pain, neck pain, open
wound, shoulder pain, skin issue, and stomach ache. There is a different number of
recordings for each symptom, which forced us to neglect some of the recording for
some symptoms to reach an equal number of recordings for each symptom which is
225 recordings for each symptom. The total number of recordings involved in this
work are 5625 recording [22].

Through our work, we noticed a lot of distortion and noise in some of the wave
recordings that goes back to the bad quality of microphones used in recording those
samples, and the noisy environment of the place that attended the recording. This led
us to pass all recordings through a forward–backward digital filter or so called the
zero-phasefilter, deployed inMATLAB.The reasonbehindusing bero-phasefiltering
is because it preserves features filtered in the time waveform exactly where they
occurred in the unfiltered signal, which at the end, does not affect the classification
performance. Such kind of filters performs zero-phase digital filtering by processing
the input signal, x, in both directions, in the forward direction and reverse direction.
After the data are filtered in the forward direction, the filter sequence will be reversed
and will run the signal back through the filter [23].

• Pre-processing

Through this step, many processes were implemented. First, the noise reduction
process. The noise reduction forward–backward filter was used to remove noise
from the wave files recorded online for the high noise noticed in many samples in
the medical speech, transcription, and intent dataset deployed in this work. Second,
the sampling filtering process. All 25 diseases represented in the dataset contained at
least 225 samples, and some of the diseases were represented in more samples. So,
we selected 225 samples for each disease and removed some of the samples that had
high noise depending on listening all samples, and this process was time consuming.
The third process was the trimming process. Most of the recordings were recorded
in different time limits. Therefore, all samples were trimmed to be 3 s. The fourth
process was the segmentation process. All samples were segmented according to the
ratio (0.05%) of the original signal, and the overlap ratio deployed in this work was
(0.025%),which provides (50%) overlap, and the total number of segments generated
will be (2n − 1), where n is the number of original segments.

• Feature Extraction

A feature is a measurable property established from the material being observed
[24]. The most important aspect in feature extraction is extracting the most relevant
features to the problem statement. In the case of this work, the features extractedwere
smoothness, mel-frequency cepstral coefficient (MFCC) with 12°, and the spectral
centroid variability (SCV) features, which are strongly related to human being pain
feeling, and were selected according to the experiments conducted on 15 types of
speech features that were tested through our work, but no reasonable results were
gained, only with the three types of features mentioned.
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Smoothness if defined as the transaction of speech through air, as much as the
speechwas smooth asmuch as its transactionwas slower, andwhen speech is rougher,
the transaction of speech is faster [25]. The smoothness was calculated through two
domains, such as first the time domain and second the spectral domain. Smoothness
is calculated through Eqs. (1) and (2) [26].

GVt = 1

P

√
√
√
√

P
∑

j=1

(vart( j))
2 (1)

GVs = 1

N

√
√
√
√

N
∑

i=1

(vars(i))
2 (2)

where vart and vars represent the variances in time and spectral domain of the spectral
feature, P is the dimension of the feature, N is the length in the time domain of the
feature.

• Feature Selection

In this work, the genetic feature selection algorithm was used to filter feature groups
ahead of passing it to the NN, to select the best groups of features according to a
certain criterion, then pass the best selected group of features to the NN. Each group
of features will be weighted, and the weight will be used in merging the groups to
generate new groups. Groups with high weight will be tested, and groups with low
weight will be merged, until the criterion is satisfied, the best group will be passed
to the NN.

NN is used for classification purposes or used as a feature selection algorithm of
type embedded and also used in data mining and machine learning [27, 28].

A filter rankingmethodwas used through thiswork for three reasons. First, to filter
the less relevant variables. Second, to benefit from the criteria of variable selection
by order of the variable ranking techniques. Third and finally last, their simplicity
and good success as reported from online applications. A ranking criterion is used to
score each variable, then a threshold is fixed through experiment and used to remove
variables below that threshold [24].

Feature selection methods that are applied before classification are considered
filter feature selection methods thatis why ranking methods are considered filter
methods. The main principle of feature selection methods is to select unique features
that contains useful information of different classes in the dataset through using a
basic property of that feature. This property is called feature relevance that measures
the power of that feature classifying different classes [24, 29, 30].

• Feature Classification

The SVM, backpropagation NN, and the GMM classifiers were selected in this work
to predict the pain of the patient.
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4 Results and Discussion

• Experiment Number 1 (Exp1)

The aim of the experiment in this work was to predict the disease represented in each
wave recording and classifying each recording according to the 25 different diseases
represented in the dataset. Figures 2, 3, and 4 show the confusion matrix of the best
accuracy classification results gained through deploying the three classifiers such as
SVM, NN, and GMM, respectively. As noticed from the three confusion matrices,

0back pain 75 1 0 2 0 11 1 1 0 14 0 2 7 1 8 8 12 13 14 12 12 13 9 1 13 32.6
acne 1 119 12 23 0 0 2 3 1 1 16 1 0 0 0 0 0 1 1 1 1 0 1 11 1 60.7

blurry vision 1 21 127 21 1 1 1 1 1 1 17 2 0 1 0 3 1 1 0 0 1 0 0 14 1 58.5
body feels weak 0 24 19 126 1 0 0 1 0 0 13 1 1 0 0 0 0 1 1 1 1 0 1 14 1 61.2

cough 0 1 1 0 129 4 16 12 9 1 0 12 0 8 0 0 1 1 1 0 1 1 0 1 1 64.5
ear ache 9 0 1 1 1 99 0 0 1 8 0 0 8 1 7 12 11 9 11 14 9 10 10 1 12 42.1

emotional pain 1 0 0 0 22 0 131 11 13 1 1 11 1 10 0 1 1 0 0 0 1 1 0 0 2 63.0
feeling cold 1 1 0 1 15 0 17 144 11 0 0 13 0 9 0 0 0 1 0 1 0 1 1 0 3 65.8
feeling dizzy 0 1 0 2 16 1 23 13 135 0 1 11 1 9 1 0 0 0 0 0 1 2 0 1 1 61.6

foot ache 14 1 1 0 0 12 0 1 0 108 0 0 10 0 12 9 11 13 13 10 11 14 9 1 17 40.4
hair falling out 1 18 21 19 1 0 0 1 1 1 157 0 3 0 1 0 1 1 1 0 1 0 0 27 1 61.3
heard to breath 4 0 2 2 15 0 16 15 14 0 1 150 1 17 1 1 0 1 2 0 0 0 1 0 0 61.7

head ache 11 2 3 0 1 14 0 1 2 12 0 1 105 1 8 6 9 8 7 11 5 34 13 2 14 38.9
heart hurts 2 0 0 0 17 0 13 12 15 0 2 13 1 158 1 0 1 0 2 0 0 1 1 1 3 65.0

infected wound 8 1 1 0 1 8 0 0 1 7 0 0 13 1 116 10 7 7 7 8 6 4 7 2 7 52.3
injury from spots 7 1 0 1 0 9 0 0 2 7 0 1 11 0 7 105 18 7 12 7 5 5 8 1 6 47.7

internal pain 9 2 0 0 1 8 0 1 2 7 1 0 7 1 8 8 76 10 8 8 8 6 9 1 8 40.2
joint pain 11 1 0 1 0 9 1 1 3 7 0 1 8 1 7 8 12 78 18 7 9 4 7 1 5 39.0
knee pain 8 1 1 0 0 8 0 0 3 9 1 1 8 1 8 9 11 13 72 8 9 6 32 0 6 33.5

muscle pain 9 2 1 0 1 8 1 0 3 7 0 1 7 1 7 8 6 7 11 97 9 7 22 0 7 43.7
neck pain 12 0 1 0 1 7 0 1 2 7 0 1 9 1 8 8 11 11 11 12 111 7 9 0 7 46.8

open wound 23 1 1 0 0 7 1 1 2 8 0 1 9 2 9 7 14 16 12 10 9 96 9 0 7 39.2
shoulder pain 10 1 0 1 1 8 1 1 3 9 0 1 8 0 6 12 14 16 13 12 8 9 62 1 6 30.5

skin issue 1 25 32 24 1 0 0 1 1 1 12 1 0 2 0 2 0 1 0 0 0 0 1 144 0 57.8
stomach ache 7 1 1 1 0 11 1 3 0 9 3 0 7 0 10 8 8 9 8 6 7 4 13 1 96 44.9
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Fig. 2 Confusion matrix of the best classification accuracy gained from predicting 25 diseases
using SVM

back pain 71 0 2 0 0 9 2 0 2 9 1 2 7 0 6 10 19 8 11 8 10 11 10 2 8 34.1 
acne 1 86 31 11 0 0 2 3 2 2 23 0 2 0 2 2 2 1 0 1 2 2 1 11 1 45.7 

blurry vision 0 23 56 34 0 1 3 3 3 3 25 0 3 0 2 3 1 0 0 3 2 0 1 13 0 31.3 
body feels weak 1 25 33 86 0 1 0 3 1 1 12 0 2 0 2 4 2 0 0 1 2 2 1 18 1 43.4 

cough 4 2 0 0 112 3 11 15 17 0 2 20 2 12 4 2 1 0 0 0 2 1 1 2 0 52.6 
ear ache 9 2 1 0 3 71 0 2 0 12 1 3 8 3 7 11 14 11 15 11 13 12 11 4 8 30.6 

emotional pain 0 2 1 0 25 2 167 13 19 0 2 21 2 9 2 1 1 0 0 0 3 0 1 2 1 60.9 
feeling cold 0 3 1 0 24 3 8 139 16 0 1 19 2 9 3 0 0 0 0 1 0 0 1 2 1 59.7 
feeling dizzy 0 4 2 1 18 2 9 13 112 2 0 23 0 12 1 4 2 1 1 1 3 1 0 0 0 52.8 

foot ache 8 4 3 2 1 21 0 0 1 58 0 5 7 0 8 11 16 12 11 9 9 10 14 0 10 26.4 
hair falling out 0 17 33 32 2 1 0 2 0 2 82 0 4 1 2 2 0 0 0 2 2 2 0 17 1 40.2 
heard to breath 1 2 4 3 17 2 11 12 18 3 2 95 0 9 1 1 0 1 1 0 2 0 0 0 1 51.1 

head ache 9 3 2 4 2 23 0 3 1 11 3 1 121 1 7 13 13 9 13 16 8 14 9 2 2 41.7 
heart hurts 1 3 2 4 14 1 11 11 17 3 4 26 2 159 2 1 0 1 1 2 0 0 0 0 0 60.0 

infected wound 8 2 3 9 2 8 0 0 0 8 3 2 7 1 111 15 8 8 7 8 8 9 8 2 8 45.3 
injury from spots 11 3 1 1 1 7 0 0 2 9 4 0 8 0 7 66 7 12 7 9 9 9 12 0 9 34.0 

internal pain 13 2 2 2 1 8 0 0 1 7 3 0 6 0 7 10 61 11 7 7 12 6 14 0 10 32.1 
joint pain 13 4 2 1 1 9 0 0 2 18 4 0 0 0 7 10 31 107 8 7 9 9 12 0 7 41.0 
knee pain 10 3 1 0 0 7 0 0 1 12 3 0 8 1 8 9 8 10 105 7 8 6 11 1 9 46.1 

muscle pain 12 2 0 0 1 8 0 0 1 11 2 0 7 2 7 11 6 5 8 106 9 17 14 0 8 44.7 
neck pain 10 3 0 0 0 9 0 1 1 22 0 1 6 1 8 9 9 8 8 6 77 9 12 1 9 36.7 

open wound 18 2 0 0 0 8 0 1 2 12 0 0 7 0 7 9 7 4 8 5 14 83 12 0 8 40.1 
shoulder pain 14 2 0 0 0 8 0 0 3 17 0 1 6 0 6 8 7 8 8 5 11 14 70 1 8 35.5 

skin issue 0 24 45 34 1 0 0 2 2 2 45 3 2 2 1 2 1 3 0 1 2 0 0 145 1 45.6 
stomach ache 11 2 0 1 0 13 1 2 1 3 3 3 6 3 7 11 9 5 6 9 8 8 10 2 114 47.9 
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Fig. 3 Confusion matrix of the best classification accuracy gained from predicting 25 diseases
using NN
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back pain 34 2 3 2 1 11 1 1 2 12 0 2 19 1 8 9 15 16 14 12 14 11 9 0 9 16.3 
acne 2 56 34 24 2 2 1 2 1 2 18 1 2 2 1 1 2 0 1 0 1 1 1 22 1 31.1 

blurry vision 0 30 54 33 1 2 0 1 2 3 21 1 2 1 1 2 3 0 1 0 1 1 0 21 1 29.7 
body feels weak 3 31 27 70 1 1 1 2 1 2 21 0 3 1 0 1 2 0 1 0 1 1 0 19 1 36.8 

cough 4 2 3 3 68 4 20 18 20 2 1 28 0 11 0 1 2 1 1 1 1 1 0 0 0 35.4 
ear ache 13 3 4 5 2 56 3 2 1 12 2 2 19 1 9 8 11 9 10 10 12 8 12 0 7 25.3 

emotional pain 0 3 1 3 23 2 88 15 28 2 0 29 0 17 0 1 1 1 0 1 3 0 2 0 0 40.0 
feeling cold 4 2 2 2 20 3 23 78 29 2 1 21 0 18 0 0 1 0 1 0 0 1 2 1 0 37.0 
feeling dizzy 2 0 2 2 33 2 23 27 59 0 3 27 1 14 0 0 0 0 0 13 0 0 0 0 1 28.2 

foot ache 9 0 2 2 1 22 1 3 2 58 0 3 16 2 11 12 12 16 15 9 15 16 15 1 10 22.9 
hair falling out 1 32 24 24 2 3 1 1 2 0 73 1 1 3 0 2 1 0 1 1 1 1 0 32 2 34.9 
heard to breath 1 2 4 4 22 3 27 24 33 0 1 67 1 20 1 0 1 0 0 0 2 1 0 1 0 31.2 

head ache 12 4 2 2 4 21 2 3 1 11 31 0 54 2 15 10 11 6 12 8 8 11 7 1 12 21.6 
heart hurts 0 4 4 4 21 4 24 21 31 1 1 29 0 111 0 0 1 0 0 2 1 1 0 1 0 42.5 

infected wound 10 2 2 2 3 8 1 2 3 14 19 1 18 0 101 10 13 8 8 9 9 10 9 0 7 37.5 
injury from spots 14 3 3 1 2 12 1 2 2 15 0 1 12 2 8 66 13 18 9 11 8 17 9 1 8 27.7 

internal pain 17 4 4 3 4 11 1 3 1 11 0 0 13 3 8 20 56 15 11 12 7 11 8 1 7 24.2 
joint pain 15 2 3 2 5 11 0 2 1 10 0 1 11 2 9 10 14 68 12 11 9 15 9 0 7 29.7 
knee pain 13 1 4 2 3 7 1 4 1 9 0 0 10 4 8 15 11 11 65 10 11 16 9 2 7 29.0 

muscle pain 14 3 2 2 2 6 0 2 1 8 1 1 9 2 9 14 15 11 14 71 9 14 13 4 7 30.3 
neck pain 17 2 2 0 1 7 1 4 1 13 1 2 9 5 8 13 11 9 14 9 70 13 10 1 8 30.3 

open wound 14 0 2 0 1 8 1 2 0 11 1 3 9 1 8 8 10 9 13 16 11 50 10 2 9 25.1 
shoulder pain 16 0 3 0 0 8 0 3 3 11 0 0 8 0 9 11 10 14 12 10 13 11 88 1 9 36.7 

skin issue 1 35 30 32 1 4 4 1 0 1 29 1 0 1 0 0 0 0 1 1 1 0 3 112 0 43.4 
stomach ache 9 2 4 1 2 7 2 2 0 15 1 4 8 1 11 11 9 13 9 8 17 14 9 2 112 41.0 
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Fig. 4 Confusion matrix of the best classification accuracy gained from predicting 25 diseases
using GMM

that the classification accuracies achieved were 50.8%, 48.7%, and 31.5%, from the
SVM, NN, and GMM, respectively which show low-accuracy results and are not
acceptable in any ADPS, but when we analyzed the three confusion matrices, we
noticed some perfect outputs, which are

1. There are some common features that relate the same recordings of the same
disease, and the evidence is the results gained from Exp1. Regardless of the
weak results gained, but 50.8% accuracy classification shows that there are
some common features that relate the recordings, but these features need to be
enhanced.

2. According to the misclassification distribution of samples in the confusion
matrices, we noticed that the diseases are divided into three groups. Every
disease in the same group is misclassified with diseases of the same group.
After studying the diseases, we noticed that the diseases can be divided into
three groups according to the amount of pain caused by that disease.

3. There are some of the diseases that affect the voice of the human, because of
the amount of pain caused by that disease that makes the speech process very
difficult for the patient such as painful diseases, back pain, internal pain, joint
pain, knee pain, muscle pain, neck pain, open wound, shoulder pain, stomach
ache, injury from spots, infected wound, head ache, ear ache, and foot ache
which will be called Group 1 in Exp2, and such diseases affect the articulation
phonetics. Where there are some diseases that affect the acoustic phonetic in
human speech, and those can be divided in to two types. First, psychological-
related diseases such as acne, blurry vision, body feels weak, hair falling out,
and skin issue which will be called Group 2 in Exp2. Second, frequency-related
diseases such as cough, emotional pain, feeling cold, heard to breath, heart hurts,
and feeling dizzy which will be called Group 3 in Exp2.
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Table 1 The groups of diseases generated after analyzing the results of Exp1

No. Acoustic phonetic feature related disease Articulator phonetics feature related disease
Frequency related Psychological related Painful diseases

1 Cough Acne Back pain
2 Emotional pain Blurry vision Internal pain
3 Feeling cold Body feels weak Joint pain
4 Heard to breath Hair falling out Knee pain
5 Heart hurts Skin issue Muscle pain
6 Feeling dizzy Neck pain
7 Open wound
8 Shoulder pain
9 Stomach ache
10 Injury from spots
11 Infected wound
12 Head ache
13 Ear ache
14 Foot ache

After implementing out experiments, we noticed that some of the diseases have
been grouped together. Each group of diseases are misclassified between themselves
only and not with other groups. When putting those diseases in groups as shown
in Table 1, we noticed that there are some common behaviors between the diseases
in the same group. Some diseases are followed with pain, some diseases cause no
pain but psychological pain that affect the emotion situation of the human being,
and some diseases have direct effect of the vocal folds that affect the frequency of
speech. Therefore, experiment number 2 was implemented.

• Experiment Number 2 (Exp2)

The aim of this experiment is to group the diseases into three groups. Where each
group of diseases share common behavior or effect on human being body of psycho-
logically. After implementing this experiment, high-classification accuracy results
were gained, through all three classifiers deployed in this work, but the SVM clas-
sifier gained the higher classification results as shown through the confusion matrix
shown in Fig. 5. The classification results of the NN and GMM classifiers are shown
in Figs. 6 and 7, respectively.

Fig. 5 SVM results of Exp2 Group1  3050 50 69 96.24% 
Group 2 42 1056 26 93.95% 
Group 3 58 19 1255 94.22% 

96.83% 93.87% 92.96% 94.55% 

Fig. 6 NN results of Exp2 Group1  2972 113 72 94.14% 

Group 2 91 961 35 88.41% 

Group 3 89 51 1243 89.88% 

94.35% 85.42% 92.07% 90.62% 
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Fig. 7 GMM results of
Exp2

Group1  2990 164 146 90.61% 

Group 2 76 904 39 88.71% 

Group 3 84 57 1167 89.22% 

94.92% 80.36% 86.44% 87.24% 

5 Conclusion

Diagnosing diseases through speech is a very hard task and was impossible in the
past, but now with the existence of the machine learning, everything is possible.
The aim of our work was to diagnose diseases directly from human speech with any
linguistic methods, but we did not reach the required results, regardless of the 50.1%
accuracy classification gained with SVM classifier.

Through thiswork, itwas noticed that diseases canbedivided inmanygroups, such
as strongly and mild pain, psychological or physical, emotional or non-emotional,
and other categories. Each of the forementioned categories share similar behavior
that reflects on speech. Such reflection leaves specific features related to each type
of diseases.

The results gained from Exp1 can be enhanced using other feature types, or
machine learning algorithms. The genetic method used gave good results in Exp2
but was a time-consuming method. So, finding a better feature selection method can
speed up the ADPS.
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and for the useful details.
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Sentiment Analysis of Political Post
Classification Based on XGBoost

Ahmed Assim Nsaif and Dhafar Hamed Abd

Abstract The number ofWebsites and the volume of posts published on the Internet
have increased dramatically in recent years. The ability to automatically assess the
political polarity of a post (text) can be useful in a variety of fields including security
and academics. The sentiment classification of postings, on the other hand, appears
to be more complicated compared to classifying the sentiment of traditional texts.
The classification procedure adopted in this research uses XGBoost algorithm and
bag of word as feature extraction. To test the accuracy of the approach, the study used
the confusion matrix. The proposed approach achieved 95.161 accuracy percentage.

Keywords Term frequency · XGBoost · Bag of word · Arabic article · Political ·
Machine learning

1 Introduction

The capacity to determine whether a text is negative, positive, or neutral in relation
to a certain topic is known as opinion or sentiment classification [1, 2]. It is the
ability to rate a particular text based on its overall sentiment (0 or 1), where 0
denotes an unfavorable portrayal, and 1 denotes a favorable portrayal [3]. This type
of classification makes it easier to divide a collection of differing viewpoints into two
groups. The use of sentiment classification to classify a large number of opinions in a
great number of posts has been shown to be quite beneficial. Predicting and labeling
posts can help improve the process of accessing and surfing Websites by organizing
the information available to users. As a result, people can easily post and discuss
their thoughts on Websites [4, 5].
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This research looks into the general classification of political posts and the labeling
of these posts. Concerning the latter, the labeling of political posts cannot progress
without a clear explanation of these posts. The goal of this research is to evaluate the
viability of current available political datasets to subject them to sentiment classifi-
cation techniques [6, 7]. More particularly, the study intended to establish XGBoost
algorithm. A variety of researches have been conducted to investigate sentiment
analysis at various tiers of the examined text, comprising word, phrase, and docu-
ment levels. The current study’s proposed approach focuses on sentiment analysis
at the document level. This study has three levels of documents, which are reform,
revolutionary, and conservative.

The study proposed a new method for classifying political Arabic posts into three
classes: reform, conservative, and revolutionary. This classification was based on the
extraction of two features, which are TF and TF-IDF. Moreover, XGBoost algorithm
was used to classify these posts. The TF and TF-IDF feature extraction were used to
build a vector, andXGBoost was used to identify the orientation of the post. To obtain
more accurate results, this work used XGBoost algorithm with various parameters
[8]. The suggested technique comprises four steps: (i) collecting data from different
resources; (ii) eliminating unwanted data (pre-processing); (iii) using TF and IDF to
extract words weight and build vectors; and (iv) using XGBoost algorithm to classify
the post and identify its orientation. The following are the major contributions of this
work:

• Asapre-trainedmodel for post orientation, thiswork employed two feature extrac-
tion methods, which are TF and TF-IDF. These feature extractions were used for
building vectors to feed XGBoost algorithm.

• Using a XGBoost algorithm with different parameters used to determine the
orientation of political Arabic post.

Section 2 of this work discusses related works found in the literature. The process
of designing the model is depicted in Sect. 3, while the description of the algorithm is
provided in Sect. 4. Section 5 introduces the evaluationmatrices, followed by Sect. 6,
which offers the results of the experimental approach. Finally, several conclusive
remarks are presented.

2 Related Works

Past studies related to sentiment classification canbe classifiedbasedon theprocedure
used to achieve such a classification. To obtain information on document sentiment,
the knowledge-based technique primarily uses language models. Hence, machine
learning is going to be applied in this study to understand more about the knowledge-
basedmethod, the literature review ismade in relation to this topic, and several survey
papers are cited [9–11].

Lee et al. are credited with successfully applying typical machine learning
processes to amovie reviewdatabase [12]. The application ofNaiveBayes,maximum
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entropy, and support vector machines enabled this historic breakthrough. They
reported that the support vector machine outperformed all other machines with 82.9
accuracy rate. Their Naive Bayes classifier had an accuracy of 81.0% when it uses a
unigram.

For the sentiment classification of complete documents, Hearst [13] and Sack
[14] both employed cognitive linguistic models. Huettner and Subasic [15], Das and
Chen [16], and Tong [17] are only among a few scholars who have investigated the
manual or semi-manual creation of a discriminatory word lexicon for the grouping
a passage sentiment.

Instead of an entire paragraph, Hatzivassiloglou and McKeown [18] and Turney
and Littman [19] examined the classification of word orientation. To determine the
semantic orientation of the holding paragraph, they used the semantic orientation of
individual words or phrases. Their method involved pre-selecting a list of seed words
or using linguistic heuristics to classify the passage sentiment.

3 Methodology

Political post (text) classification is widely seen as a complex process. As a result,
this research offered an approach for classifying political post. With reference to the
innovative compilation of political post done in this study, the suggested technique
also attempted to assess the efficacy of conventional text classification algorithms.
The study intended to use XGBoost algorithm and evaluated its application to the
issue under investigation in this study. Gathering data from numerous Websites for
the creation of initial data was the first step in the construction of the approach.
Figure 1 depicts the proposed strategy.

3.1 Dataset Description

This section introduces the general concept of the political post dataset. Data were
acquired in its raw form from Websites and publications [20]. As seen in Table 1,
this dataset has three labels, and their total number is 206 articles.

3.2 Pre-processing

Pre-processing is a good way to guarantee that the political post (text) collected
is accurate. Three independent compilations of classifiers were created to appraise
modern technologies relevant to this section [21]. The first procedure was to break
down the post into tokens, which are words. To train down the XGBoost, certain
words such as English words and punctuation were deleted during this process. The
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Fig. 1 Our proposed approach

Table 1 Dataset description Political post collected Arabic English

80 Reform

58 Conservative

68 Revolutionary

process of normalization Arabic texts into other forms was done in three steps [22,
23], first removes diacritics from an Arabic word as shown in Fig. 2.

The second step removes long alphabetic ( ) to ( ), while the third
step changes the alphabetic word into another as shown in Table 2.

The stop word eliminates tokens and matches the word against the stop words
in the NLTK library [24]. The stemming step is the most important one in the pre-
processing stage of the text analysis [25]. Stemming is used to reduce the text in the
dataset by condensing a word into stem words. Two types of stemming for Arabic

Fig. 2 Diacritics must be
removed
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Table 2 Arabic alphabetic normalization
Input alphabetic  Output alphabetic 

language such as root stemming and light stemming were often used [26]. However,
the present study used light stemming [27].

3.3 Feature Extraction

Term frequency (TF) refers to the frequency of a word in a particular political post.
The word frequency in the post will be divided by the total number of words in the
political post as shown in Eq. (1).

TF = frequencyword in post

total words in post
(1)

The TF-IDF calculated by multiply TF and IDF as shown in Eq. (2) [28].

IDF = log

(
total posts in dataset

number of posts withword

)
(2)

The equation for calculate TF-IDF as following [29].

TF-IDF = TF ∗ IDF (3)

3.4 Split Dataset

In this phase, the dataset will be divided into training set and testing set. Table 3

Table 3 Dividing dataset Political post Posts for training Posts for testing

Reform 55 25

Conservative 43 15

Revolutionary 46 22

Total 144 62
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shows that 70% of the posts (144 posts) were posts for training, whereas the rest
30% posts (62 posts) were for testing set.

4 Model Description

Gradient boosting is a useful method in machine learning [30]. XGBoost is a gener-
alized gradient boosting algorithm that has become a popular tool in supervised
learning competitions. Its great predictive performance, highly optimized multicore
and distributed machine implementation, and capacity to handle sparse data are the
factors that give it this status. The primary idea behind XGBoost is to choose the
right tree and change the parameters as illustrated in Eq. (4).

yi =
k∑

k=1

fk(xi ), fk ∈ F (4)

where fk is the classified tree, and fk(xi ) represents the score given by the k tree to
the ith observation in features xi. The input and output of XGBoost algorithm are
training sets of political post, with the input belonging to TF and TF-IDF attributes
(x1, x2, x3, . . . , xn) and the result for the political post (labels) (y1, y2, y3, . . . , ym).
xi ∈ is the vector, and yi ∈ {label}, then it becomes (xn, ym). TheXGBoost algorithm
is described below with the set of weight wi for estimating the accurate value of (y)
[31].

XGBoost algorithm
Input:
S = {(xi, yi)|xi ∈ Rn,yi∈ m ,  i∈ {1,2,...,N}} –training set;
Z = {zi| zi∈Rm,i∈ {1,2,...,t}} –Test set;
Initialization: 

               Y        ∅
            Computation:
                for zi ∈ Z do

r ← calculate fk;
                      y ← predicted class by used r on zi;
                     C ← C ∪ {y} 
   Output:
          C = {y| yi i  {1,2,…,t}} - Predicted set.
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Table 4 Equations for
evaluation our model

Metric Equation

Accuracy (A) (TP+TN)
(TP+TN+FP+FN)

Recall (R) TP
(TP+FN)

Precision (P) TP
(TP+FP)

F1-score (F) 2 ∗ Recall∗Precesion
Recall+Precesion

5 Evaluation Metric

Several measurements were employed to examine the performance of the proposed
model as shown in Table 4. These measurements were for accuracy, recall, preces-
sion, and F-score. All these measurements were based on the confusion matrix. The
recall was utilized to check the correctness of each class. The precision was used to
incorrectly classify the political dataset. The F1 scores are calculated with the use
of both recall and precision.

6 Results

Experimentations were carried out to evaluate the effectiveness of the proposed
model for optimizing XGBoost algorithm parameters. During training, a category
samplewas separated from the other samples andplaced in a different class.Unknown
samples were grouped together in the category of those with the highest classification
function value. Table 5 shows the parameters of XGBoost algorithm. The testing
method was carried out using Python programming.

The dataset of this study includes 206 political posts. These posts were divided
into training set and testing set as shown in Table 3. Tables 6 and 7 show the confusion
matrix for both TF and TF-IDF techniques to give robust results about each class.

Table 5 XGBoost algorithm
parameters

Parameters (P) Value (V )

Base score 0.5

Booster Gbtree

Gamma 0

Learning rate 0.3

Max depth 6

Estimator 100

Alpha 0

Random 0
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Table 6 XGBoost algorithm using TF

True label Predicted label

Conservation Reform Revolutionary

Conservation 14 1 0

Reform 1 23 1

Revolutionary 1 1 20

Table 7 XGBoost algorithm using TF-IDF

True label Predicted label

Conservation Reform Revolutionary

Conservation 15 0 0

Reform 1 23 1

Revolutionary 0 1 21

Tables 6 and 7 show the confusion matrix for both feature extractions; TF and
TF-IDF. For TF technique, conservation class achieved higher accuracy compared
to other classes, where errors were only found in one post. TF-IDF feature as a
consecration class also achieved higher accuracy than the others with 15 correct
posts out of 15. Finally, conservative class in both feature extractions outperformed
other classes with three posts for TF-IDF, and five posts for TF; hence, TF-IDF was
better than TF. Tables 8 and 9 show other evaluations for both features extraction.

Table 9 shows the TF-IDF feature extraction technique with XGBoost algorithm.
This technique achieved 95.161% accuracy. For precession, the higher-class was the
reform. For recall, the conservation class achieved 100%. For F-score, the conser-
vation class achieved 0.97, which is higher than other classes. Finally, conservation

Table 8 TF vector with XGBoost

Label Precision (p) Recall (r) F1-score Avg. accuracy (%)

Conservation 0.88 0.93 0.90 91.935

Reform 0.92 0.91 0.92

Revolutionary 0.95 0.91 0.93

Table 9 TF-IDF vector with XGBoost

Label Precision Recall F1-score Avg. accuracy (%)

Conservation 0.94 100 0.97 95.161

Reform 0.96 0.92 0.94

Revolutionary 0.95 0.95 0.95
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Fig. 3 Feature extraction in both case training then testing

class achieved higher accuracy value compared to other classes. For more details,
see Fig. 3.

The proposed model needs to measure the carves between training and testing and
see the difference between them in both feature extraction techniques (TF, TF-IDF).
Figure 3 shows the learning carves for TF and TF-IDF with XGBoost algorithm and
compares between them to identify which one is better. As shown in Fig. 3, both
techniques were good in the training set with 100% accuracy. Yet, for testing the TF-
IDF, one should start from a low point then goes up and to reach 95% approximately.
On the other hand, TF starts from a low point then the end of learning is not very
well that is because TF-IDF takes into account the relation between the post and
the dataset to find the value that measure this relation. Figure 4 shows precision and
recall for both feature extractions.

Figure 4 shows two feature extractions; each one of them was taken to learn
XGBoost algorithm. For TF, both classes, conservative and revolutionary, achieved
0.99%, reform class, on the other hand, achieved 0.96, which is the least class
compared to others. For TF-IDF feature extraction technique, both conservative and

Fig. 4 Precision-recall
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Fig. 5 ROC model

revolutionary achieved 100%, while reform achieved 0.96% with the same value for
TF feature extraction. The ROCmodel in our empirical analysis is depicted in Fig. 5.

Figure 5 shows two techniques for feature extraction, which are the TF and the
TF-IDF. TF-IDF showed high value in both conservative and revolutionary classes
with 100%. Reform class achieved 0.99%, while micro and macro achieved 100%
in both terms. In term of TF, the conservative class achieved 100%, which is the
highest among other classes. However, the revolutionary class achieved 0.99%,
reform achieved 0.98%, and the micro and macro in TF achieved 0.99% value.
Finally, TF-IDF was proved to be the best feature extraction technique to be used
with XGBoost algorithm.

6.1 Discussion

The first experiment in this studywas conducted to compare the TF feature extraction
with TF-IDF as used with the XGBoost algorithm. Tables 8 and 9 show the precision,
recall, and F-score of this experiment when using the TF and TF-IDF. As shown in
Fig. 3, it can be observed that the proposed method has higher testing set to TF-
IDF. As shown in Tables 6 and 7, the accuracy of the TF-IDF feature extraction
was higher than that of TF. To verify the accuracy of the proposed model, TF and
TF-IDF of the corpus were compared. As shown in Fig. 5, the value for TF-IDF was
larger than the predicted level of TF. Generally, compared with the TF and TF-IDF,
the proposed method achieved lower classification error rate. It has been observed
through experiments conducted in the present study that the proposed model has
achieved the best result (95.161%), which is better than the results of TF.



Sentiment Analysis of Political Post Classification … 187

7 Conclusions

This research focused on using XGBoost to a unique feature set from the proposed
dataset that was derived from political posts. This work presented evidence to back
up the claim that an XGBoost algorithm is responsive to the features that are taken
from our dataset. The study aims were to identify how the size of the feature affected
the classification efficiency and accuracy of the used XGBoost algorithm, by picking
the most important features. This work used the TF-IDF and TF to generate the
vector, where TF-IDF showed a high accuracy level (95.161%). Vector size can be
reduced in future works via selecting the best words by means of feature selection
technique.
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Applications of Deep Learning
Approaches in Speech Recognition:
A Survey

Sameer I. Ali Al-Janabi and Ali Azawii Abdul Lateef

Abstract Automated speech recognition (ASR) appeared to be a driving force for
a variety of machine learning (ML) techniques, include to ubiquitously utilized
discriminative learning, Bayesian learning, hiddenMarkovmodel, adaptive learning,
and structured sequence learning. Although machine learning utilize ASR as a large
scale, it can reasonable application to thoroughly test viability for a given procedure
and to motivate unused issues emerging from intrinsically consecutive and discourse
energetic nature. Also, although ASR is accessible commercially for a few applica-
tions used in this research through the limitation and research gaps that the researcher
try to access high accuracy of these systems. The advance technology from newML
techniques appears incredible guarantee to progress the literature review in ASR
innovation. This study gives reader with a diagram of present-day ML methods
as used within the relevant and current as significant for ASR future systems and
research. The study goal is to promote advanced cross-pollination between ML and
ASR communities more than has hither to occurred.

Keywords Machine learning · Automated speech recognition · Speech
identification · Speech to text

1 Introduction

Speech is the foremost characteristic and viable strategy of communication between
human creatures. Speech identification aimed to decipher speech to text [1]. It may
be a standard classification issue where discourse signals got to be mapped to or
recognized as words. Therefore, it is not conceivable to work with discourse reports
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in case they are recorded as sound signals. Hence, discourse acknowledgment has
gotten to be a vital zone of research [2, 3].

There are numerous challenges which make real-time speech recognition a diffi-
cult issue. Different possible pronunciations are a few of these challenges. There is
a considerable misfortune in precision when we move from a controlled exploratory
setup to genuine life circumstances. Despite this, automated speech recognition
system has copious utilization in correspondence, human–machine interfacing and
control of machines among others.

2 Speech Recognition Techniques

Recently, there has been a broad applications of deep learning approaches and
neural networks to perform speech recognition leading to critical new outcomes.
The slant started two decades back, when modern comes about were accomplished
utilizing hybrid ANN-HMM schemes. These schemes appropriated the utilize of
neural network (NN) with as it was one layer of covered up units having nonlinear
actuation capacities to foresee probabilities over well states from brief windows of
acoustic coefficients [4]. The Neural Network is effective approach that can speak
to complex nonlinear capacities but at that time, not one or the other the compu-
tation control nor the preparing calculations that were accessible, were progressed
sufficient for preparing NNwith numerous covered up layers. So, cross-breed ANN-
HMM schemes might not supplant the exceptionally fruitful combination of HMMs
with acoustic models based on Gaussian mixtures.

Malla et al. proposed a systemwhich can recognizing feeling within the discourse
from the speech signals. This system done based on the most recent studies within
speech emotion recognition (SER) field schemes using neural network convolutional
related with the issue and give an ideal solution. The details of framework proposed
are dataset, stage of extraction feature, and classification task that assist a help within
the usage and assessing the framework. This framework will help the conclusion
clients in emotion acknowledgment fromdiscourseflag andmakingAImorevigorous
by utilizing neural organize convolutional, encouraging a colossal nearness within
the future system [5].

Dhande and Shaikh studied how the epochs playing a vital part within preparing
databases. The epochs number chooses whether the information over trained or not.
Results depend on database prepare. Speech recognition broadly utilized application
in these days. Deep learning based on speech recognition has changed the viewpoint
of the world to see at the innovation. The proposed system is based on speech recog-
nitionwith deep learning approachwhere there are sound files and content transcripts
within the datasets. The sound records are prepared with the acknowledgment show,
and transcript contents are prepared by a dialect demonstrate. The dataset that is used
in this architecture is made up of pieces of sounds taken from three diverse situation,
to be specific clean, white clamor and persistent noise [6].
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Tarunika et al. used k-nearest neighbor and deep neural network for recogni-
tion of emotion from speech particularly terrifying state of intellect. The field of
applications of the framework is primarily concerned over the healthcare sectors.
The establishment of this inquire has primary firm applications in field of palliative
care. Beneath most exact result, the signals of caution are made by cloud. Numerous
crude information is collected beneath extraordinary accentuation methods. After
that the acoustic voice signals are changed over to wave shape, discourse level high-
light extraction feeling classification, existing database acknowledgment, alarm flag
creation through cloud is the grouping of steps to be followed [7].

Yousefi and Hansen proposed a block-based CNN design to address discourse
covering modeling in streams sound with outlines as brief as 25 ms. The proposed
engineering is strong for: (i) shifts in arrange enactments dispersion due to changing
in arrange parameters amid preparing, (ii) nearby varieties from input highlights
caused by extraction highlight, natural commotion, or room interference. Moreover,
examine substitute input highlights counting ghostly greatness, MFCC, MFB, and
pyknogram impact on both computational time and classification execution [8].

Tzirakis et al. presented a modern method for persistent emotion recognition
from discourse. The proposed system comprised from a convolutional neural arrange
(CNN), which extricates highlights from crude flag, and stacked on beat a two-layer
long short-term memory (LSTM), to consider the relevant data within information.
In terms of concordance relationship coefficient, our show essentially outflanks the
state-of-the-art strategies for RECOLA database [9].

Arif and Puji developed the framework of existing speech recognition Indonesian
that has a precision and still not great for unconstrained speech recognition. The
framework is prepared utilizing HMM-GMM acoustic show. In this ponder, uncon-
strained discourse information collected in Indonesian for duration 14h anddiscourse
acknowledgment framework executionwas progressed by supplanting acoustic show
with a neural network-based demonstrate. The utilized neural networks topology are
time delay neural network, deep neural network, and convolutional neural network
[10].

Zakiah and Lestari propose advancement iterative acoustic models by using an
extra unlabeled speech corpus. They used unlabeled information for revamp acoustic
models by utilizing segment’s translations created by already directed created ASR.
For more urge solid translation, we utilized four ASRs with four sorts of profound
learning-based acoustic models (CNN, TDNN, DNN, and LSTM) and chosen frag-
ments with reliable transcripts given by models or fragments with completely
understanding names [11].

Nugroho et al. discussed gender voice identification for Javanese individuals who
are handled utilizing mel recurrence cepstral coefficient extracted features, at that
voice classification point is done utilizing deep learning technique combined with
singular value decomposition strategy in decreasing information delivered measure-
ments. The dataset used for building this approach divided into two parts: the first
part is 70% of dataset used for training model and the second part is the remaining
30% of the dataset used for testing model information the comes about of the inquire
for appear profound learning method’s precision is (97.78%) higher than calculated
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relapse strategy (95.56%) and SVM (93.33%). Discourse acknowledgment investi-
gate appears profound learning, and SVD strategy can be utilized for performing
discourse acknowledgment with high precision degree 93.33% [12].

Agrawal and Ganapathy offer a deep variational model-basedmethod for learning
modulation filters. They formulate filter learning problem in a deep unsupervised
generative modeling framework, in which variational autoencoder convolutional
filters capture voice modulations significant. In combined spectro-temporal domain,
the spectrogram properties for voice identification for process and train are used two-
dimensional modulation filters and deep variational networks, respectively. Several
voice recognition studies are carried out on a series of challenges that include rever-
beration (REVERB Challenge), noise addition with reverberation (REVERB Chal-
lenge) (CHiME-3), noise addition with artifacts channel (Aurora-4). The modulation
filter learning framework beats baseline properties and a range of current noise-
resistant front ends in these suggested tests (average relative improvements of over
the baseline features 7.5 and 20% in Aurora-4 and CHiME-3 databases, respec-
tively). In addition, the proposed method has been demonstrated to be beneficial in
semi-supervised automatic voice recognition systems. By employing 30% labeled
training data, for example, on the Aurora-4 database, a relative improvement of 25%
over the baseline system was discovered [13].

The metaheuristic algorithm pigeon inspired optimization (PIO) technique was
introduced by Waris and Aggarwal used to optimize weight matrix for DNN model.
This heuristic method is used to optimize the weight matrix. DNN training time is
reduced because of this, and the system’s recognition rate improves. The weight
matrix optimization result is tested on phoneme recognition TIMIT database [14].

Liu et al. offer a two-module deep representation learning system that is local–
global aware. To learn local representation, for example, time frequency CNN
(TFCNN) is onemodule includes amulti-scale CNN. Frameworkwith dense connec-
tions for several blocks is another module to learn deep and shallow global knowl-
edge. Each block in this structure is a fully functional CapsNet that has been enhanced
by a new routing algorithm [15].

Aconvolutional neural network (CNN) architecture is proposedbySaheawet al. In
order to compare it with long short-termmemory (LSTM), the Thai language speech
dataset turn-on and off by seven types from electrical applications. The process of
reducing noise and silence from the front and the back audio is completed by 14
classes. According to tests findings, the proposed long short-term memory has best
accuracy [16].

Han et al. studied and quickly explained the principles and categories, methodolo-
gies, and applications of transfer learning, aswell as the applicationof speech emotion
identification, before noting the important areas that require more investigation [17].

Table 1 shows the summary of most work in literature review with the used
methods and its achievements.
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Table 1 Summary of deep learning approaches applied in speech recognition

Authors Approach Year

Malla et al. [5] CNN model which can recognizing feeling within the
discourse from the speech signals. Typically done based
on the most recent studies within speech emotion
recognition (SER) field schemes using neural network
convolutional related with the issue and give an ideal
solution

2020

Dhande and Shaikh [6] Studied how the epochs playing a vital part within
preparing databases. The epochs number chooses
whether the information over trained or not. Results
depend on database prepare

2019

Tarunika et al. [7] Used k-nearest neighbor and deep neural network for
recognition of emotion from speech particularly
terrifying state of intellect. The field of applications of
the framework is primarily concerned over the healthcare
sectors

2018

Yousefi and Hansen [8] Proposed a block-based CNN design to address discourse
covering modeling in streams sound with outlines as
brief as 25 ms. The proposed engineering is strong for: (i)
shifts in arrange enactments dispersion due to changing
in arrange parameters amid preparing, (ii) nearby
varieties from input highlights caused by extraction
highlight, natural commotion, or room interference

2021

Tzirakis et al. [9] Presented a modern method for persistent emotion
recognition from discourse. The proposed system
comprised from a convolutional neural arrange (CNN),
which extricates highlights from crude flag, and stacked
on beat a two-layer long short-term memory (LSTM), to
consider the relevant data within information

2018

Arif and Puji [10] Developed the framework of existing speech recognition
Indonesian that has a precision and still not great for
unconstrained speech recognition. The framework is
prepared utilizing HMM-GMM acoustic show

2020

Zakiah and Lestari [11] Propose advancement iterative acoustic models by using
an extra unlabeled speech corpus. They used unlabeled
information for revamp acoustic models by utilizing
segment’s translations created by already directed
created ASR

2020

Nugroho et al. [12] Discussed gender voice identification for Javanese
individuals who are handled utilizing mel recurrence
cepstral coefficient extracted features, at that voice
classification point is done utilizing deep learning
technique combined with singular value decomposition
strategy in decreasing information delivered
measurements

2019

(continued)
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Table 1 (continued)

Authors Approach Year

Agrawal and Ganapathy [13] Offer a deep variational model-based method for
learning modulation filters. They formulate filter learning
problem in a deep unsupervised generative modeling
framework, which variational autoencoder convolutional
filters capture voice modulations significant

2019

Waris and Aggarwal [14] Metaheuristic algorithm pigeon inspired optimization
(PIO) technique that used to optimize weight matrix for
DNN model. This heuristic method uses to optimize the
weight matrix

2018

Liu et al. [15] Offer a two-module deep representation learning system
that is local–global aware. To learn local representation,
for example, time frequency CNN (TFCNN) is one
module includes a multi-scale CNN

2020

Saheaw et al. [16] The Thai language speech dataset turn-on and off by
seven types from electrical applications using a CNN
architecture contrasted to LSTM

2020

Han et al. [17] Study and quickly explain the principles and categories,
methodologies, and applications of transfer learning, as
well as the application of speech emotion identification

2019

3 Challenges

High reliability and stable detection are still difficult to achieve due to the intricacy
of speech recognition system. The following are the key reasons: (1) The context
of speech, such as the speaking scene, the speaker’s manner of speaking, and the
speaker’s age, gender, and speaking behaviors, all influence human audio generation.
(2) Speech data gathering is difficult, and it must account for ambient noise. (3)
Emotion is a personal experience, and there is no proper statement of emotion. (4)
The capacity of the human that defines the data to perceive emotion has an impact on
the annotation of the emotion data. Annotation is time-consuming since it depends
on the whole display of speech information. As a result, the lot of public speaking
emotion corpora that have been annotated is restricted.

4 Conclusions and Future Works

The field of deep learning has seen quick advance and lead to critical enhancements in
different areas. In this survey, we have given a brief instructional exercise and outline
of deep learning procedures and models within the domain of speech recognition.
Recently, acoustic models based on CNNs and DBNs have effectively supplanted
Gaussian blends and have been illustrated to work very well for expansive lexicon
assignments. Additionally, there has been the thought of killing preparing stages,



Applications of Deep Learning Approaches in Speech … 195

utilizing one unified neural organize to attain end-to-end discourse acknowledgment.
To this conclusion, RNNs are presently being tested with but require much compu-
tation control for preparing. The utilization of RNNs for acoustic system inside a
hybrid DNN-HMM framework as compared to the utilization of RNNs for end-to-
end speech recognition utilizing CTCmisfortune work and a dialect demonstrate has
had blended responses. Deep learning holds the control to workwith crude inputs and
learn wealthy representations whereas disposing of difficult handling stages. With
quick progression of computational advances, deep learning will as it was developed
within the future.

In the future, greater datasets will be used to test deeper CNN models for speech
analysis. We believe that using the raw signal, we can achieve superior results for
various speech analysis tasks. When creating a new model, however, we must stick
to the core principles of kernel size and pooling size.
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Support-Based High Utility Mining with
Negative Utility Values

Pushp and Satish Chand

Abstract High utility itemset mining (HUIM) aims at knowledge discovery from
the datasets by finding patterns that have high utility values. Most of the existing
algorithms suffer from the drawback of generating huge number of results that over-
whelm the decision-making process for industry applications. Also, the real-life
datasets often consist of items that have both positive and negative utility values in
order to represent the profit and losses, respectively. In this paper, we propose a novel
mining algorithm that maps closely to the real-life applications by producing only
a reasonable number of outputs based on a support measure, from the datasets that
have both positive and negative utility values. Several experiments are undertaken
to test the efficacy of the proposed approach. Empirical evaluation suggests that the
proposed approach is highly efficient for dense datasets.

Keywords Knowledge discovery · Data mining · High utility itemset mining

1 Introduction

Knowledge discovery in datasets has attracted the attention of the research commu-
nity in the last decade. Most of the data mining algorithms are designed for extract-
ing imperceptible knowledge from large datasets. The mined information reflects the
trends and patterns in the underlying database and can be useful in various paradigms,
depending on the use case. One of the earliest applications of data mining is frequent
pattern mining (FPM) that aims at discovering the frequently occurring patterns
from the customer transaction datasets, which is also referred to as market-basket
analysis. The mined outputs enhance the decision-making process and aid in busi-
ness growth-related operations like designing of crossmarketing strategies, customer
classification and market segmentation.
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The commonly used techniques for FPM are based on the downward closure
property, which states that all the supersets of a non-frequent itemset are also non-
frequent. This property is intuitively correct as it is based on the recurrence of an
item in a database or the support measure. Recent advances in knowledge discovery
have given rise to more sophisticated mining tasks. One of the emerging areas in this
field is mining the high utility itemsets, where utility is a user-defined parameter,
that can hold an aesthetic or a quantitative value. The information mined using the
FPM approach is indicative of the most frequently occurring patterns in a dataset;
however, it may not completely imply its usefulness in terms of the measures like
profit. Example, for a set of sales data in a retail store over a week, while bread
and butter can be the most frequently sold items that are produced as an output by
FPM techniques, the items sold at highest profit might be rare that are not produced
as an output by FPM. The high utility itemset mining addresses this challenge by
extracting those patterns from a database that have utilities higher than a user-defined
threshold. The mined patterns are referred to as high utility itemsets (HUIs). The
utility measure for transaction datasets is defined as the profit made by selling an
itemwhich is the product of the profit per unit of the item and the quantity of that item
within a transaction. Mining the high utility patterns alone leads to a large number of
outputs being produced, which can easily overwhelm the decision-making process
in an organisation. So, for the mining results to be suitable for real-life applications,
it is essential to design algorithms that take into account both, support and utility
measure. These mined outputs are therefore, representatives of those itemsets that
occur atleast with a frequency corresponding to a minimum support value within a
database.

Moreover, the real-life datasets often contain items that have negative utility val-
ues. This is because certain business decisions are strategically designed to sell some
items at losses, which thereby hold a negative profit value. For example, in order to
enhance the sale of a newly launched product, another product can be tagged along
with it, to be sold for free or at a discounted price.

In this paper, we design an algorithm to effectively address the real-life data
mining requirements. The main contribution of the proposed study is the design of
an efficient algorithm for mining the frequently occurring HUIs from the databases
with items holding negative utility values.

2 Problem Statement

Here, we introduce the problem of mining frequently occurring HUIs from the
databases with items holding negative utility value, by using a supporting exam-
ple. Consider a sample dataset consisting of three items and six transactions as given
in Table1. Every transaction consists of a unique identifier, TID, and the quantity
of individual items p, q, r. The unit profit of each item is also provided. It can be
observed from this table that item (q) holds a negative utility value.
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Table 1 Transaction database

T I D p q r

T I D1 1 0 0

T I D2 4 0 0

T I D3 7 0 1

T I D4 2 2 0

T I D5 1 1 0

T I D6 0 1 10

Item Unit profit

p 2

q −3

r 7

The utility of an item is the product of the quantity and it’s per unit profit. Here, the
utility of the item (p) in T I D1 is quantity (p, T I D1) × prof i t (p) = 1 × 2 = 2
units. The total utility of an item is defined as the sum of its utilities across all
transactions in the database. Therefore, the utility of item (p) in the database is∑6

i=1 util(p)T I D(i), which computes to 30. For utility threshold 25, the item (p) (with
utility value 30) is a high utility item. The support of an item is defined as the count
of the number of transactions in which the item is present. For the dataset in Table1,
the support of item (p) is 5 as it occurs in transactions T I D1, T I D2 . . . T I D5. If the
support threshold is set to 4, the item (p) would be considered as a frequent item.
The item (q) holds a utility value of −12 and a support of 3, so, it is a low utility,
low frequency item.

It may be noticed that even though the item (q) holds a negative utility value, it
is still possible to have combinations of items with item (q), that qualify as having
high utility. For example, consider the itemset (q, r ) that holds a combined utility
value of 73, which is higher than the specified minimum utility threshold of 25, and
is therefore a high utility item.

Given this premises, the objective is to discover those combinations of the items
that have utility value and support higher than the pre-defined threshold values for
the utility and support, respectively.

3 Related Work

Several algorithms exist in the literature for FPM based on a given minimum support
threshold, minsup. The most widely applicable algorithms for FPM are the apriori
algorithm [1] and the FP tree [6] algorithm. The apriori algorithm [1] is based on the
downward closure property, which utilises the anti-monotone trend of the frequent
patterns and enables efficient pruning of the search space. It first scans the database
and generates the candidates in a level by level fashion by combining items from the
previous level. This algorithm simultaneously prunes the candidates to effectively
mine the correct results.
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The FP tree [6] algorithm stores the information regarding the frequency of occur-
rence of an itemset in a tree like structure and then explores the tree in a depth first
search fashion to mine the high frequency items. These algorithms are however not
suitable to mine the high utility itemsets, primarily because the high utility itemsets
do not hold the downward closure property. The non-compliance of utility mining
techniques with the downward closure property is justifiable as the utility of an item
is dependant on both, the quantity and per unit profit. Therefore, the supersets of a
non-high utility item may or may not have high utility.

In order to avoid the combinatorial explosion in the generation of candidate item-
sets for HUIM, it is essential to establish an ordering between the patterns, which
allows for pruning of non-promising candidates. A close resemblance to the down-
ward closure property is introduced in the two-phase algorithm [11], called the trans-
action weighted utilisation (TWU)-based property. The property states that for an
itemset X , if TWU (X) < minutili t y, then (X ) and all its supersets are low utility
itemsets, where the transaction weighted utilisation of (X ) is defined as the total
summation of transaction utilities of all those transactions in which the itemset (X )
is present. Other techniques to efficiently organise the search space include using
tree structures and utility lists [2, 7, 10]. The utility lists efficiently store the utility
information of every item in form of transaction ID, utility value and the remaining
utility of the transaction. HUI-miner [10] uses utility lists to find HUIs by recursively
exploring the extensions of single itemsets. An improvement to the HUI-miner [10]
is introduced in FHM [5] which uses an EUCS structure to store the TWU values of
pair of itemsets and improves the pruning of non-potential candidates. A few recent
studies make use of heuristics [12] and distributed computing [8] to mine HUIs.

Mining of HUIs from the databases with items holding the negative utility val-
ues is a complicated task, as the negative utility value can decrease the transaction
weighted utilisation, that may result in incorrect pruning of the search space. This
can underestimate or overestimate the utilities of items which can lead to erroneous
results. There are only two algorithms in the literature that account for negative
utility values. The authors in [3] discuss the HUINIV which is based on two-phase
algorithm [11] and overestimates HUIs by considering only the positive values of
the items. The second algorithm is FHN [9] that is based on the utility lists [10]
and the EUCS structure proposed in FHM [5]. The FHN maintains separate records
for positive and negative utility items and deploys the TWU-based pruning using
only the positive utility values. However, for large input datasets, FHN produces a
huge volume of HUIs which can undermine the usability of the generated results.
To the best of our knowledge, no algorithm exists in the literature to address the
problem of finding frequent HUIs from the databases where the items hold negative
utility values. In this paper, we introduce the support-based mining with negative
utility (SMNU) algorithm to efficiently mine the high utility items while taking into
consideration the item support and negative utility items.
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4 Proposed SMNU Algorithm

In this section, we introduce our proposed SMNU algorithm that is inspired by
FHN [9]. The main procedure of SMNU scans the input database D, to compute
the transaction weighted utilisation (TWU) and support of the single itemsets. As
suggested in [9], only the itemsets with positive utility values are used for computing
TWU (line: 9). SMNU takes into account the frequency of itemsets unlike the FHN.
For every item in the database D, if the item is present in a transaction Tj , then
its support is incremented (line: 5). An important point regarding the computation
of the support is that the support measure of the items is incremented regardless of
the fact if the item holds a negative or a positive utility value. This is because the
support of an item should reflect the total frequency of its occurrence in D. After
computation of support, transaction weighted utilisation of single items is computed
by taking only the positive utility values into consideration. The utility lists of the
single items are then formed (line: 15), and the search procedure (2) is called (line:
17), to recursively produce the candidate items.

Algorithm 1 SMNU main procedure
INPUT:
D: Database of size N
OUTPUT:
UL: Set of Utility Lists Li

1: TWU (i) = 0
2: Sup(i) = 0
3: for all Single Items i ∈ D do
4: for all Tj = 1 to N do
5: Sup(i) ← Sup(i) + 1
6: if Utili t y(i) < 0 then
7: N I ∗ : NegativeI temsets ← (i)
8: else
9: TWU (i) = TWU (i) + TU (Tj )

10: end if
11: I ∗ ← (i)
12: end for
13: end for
14: for all i ∈ I ∗ do
15: Form Utili t yList U Li
16: end for
17: Search(∅, I ∗,MinUtilThresh, UL)

The search procedure (2) computes the sum of positive and negative utilities
of each item and checks the sum against the minimum utility threshold (line: 4).
Additionally, in order to ensure that only the frequent HUIs are produced as outputs,
a check against the minimum support value ST hrsh is implemented (line: 4). If the
input itemset passes these two checks, it is produced as a HUI (line: 5). Further, all
the combinations of itemsets are explored sequentially only if the sum of utilities
and remaining utilities for an itemset is higher that the minimum utility (line: 7). A
noteworthy point is that the check against theminimum support value is implemented
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Algorithm 2 Search procedure
INPUT:
I: ItemSet
ExtI: Extension ItemSets of I
MThrsh: Minimum Utility Threshold
SThrsh: Minimum Support Threshold
UL: Set of Utility Lists
OUTPUT:
HUIMs: Set of HUIs

1: for all Ix ∈ Ext I do
2: SumUtil = SumUtilp + SumUtiln
3: SumRUtil = SumRUtilD
4: if SumUtil > MThrsh & Sup(i) > ST hrsh then
5: HUI ← Ix
6: end if
7: if SumUtil + SumRUtil > MThrsh & Sup(i) > ST hrsh then
8: Ext Ix ← ∅
9: for all Iy ∈ Ext I do
10: Ixy ← Ix ∪ Iy
11: ULxy←Extx , Exty
12: if ULxy .iutil > MThrsh then
13: Ext Ix ← Ext Ix ∪ Ixy
14: end if
15: end for
16: Search(Ix , Ext Ix ,MThrsh, SThrsh, UL)
17: end if
18: end for

here because, if an itemset is non-frequent, then all its supersets will also be non-
frequent as per the downward closure property. This allows for pruning of the search
space, as the extensions of the non-frequent itemsets need not be explored. The
qualified candidates after the check (line: 7) are used to perform the join operation
between the utility lists of the extensions (line: 9 to line: 15). The search procedure
is called (line: 16) with the formed extensions to recursively explore all the valid
itemsets in a depth first fashion.

The main contribution of SMNU is the computation of the support count of each
itemset and new pruning conditions based on the support measure, which helps to
minimise the search space and improves efficiency. In the next section, we perform
several experiments to validate the performance of SMNUagainst the state-of-the-art
algorithms.

5 Experimental Evaluation

SMNU is the first algorithm in the literature tomineHUIs based on a supportmeasure
from datasets where items can have negative utility values also. Therefore, to test the
efficiency of our method, we carry out extensive experiments on various datasets that
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Table 2 Statistics of datasets

Dataset Transactions No of items Average length

Retail 88,162 16,470 10,30

Mushroom 8416 119 23

Chess 3196 75 37

include retail,mushroom and chess. The summary of characteristics of these datasets
is provided in Table2. These datasets are available in the SPMF library [4]. First, we
compare the performance of SMNU and FHN, when a very small support threshold
supplied to SMNU. Then, we vary the minimum support threshold and compare
the performance of SMNU with FHN, for iterations by varying the minimum utility
threshold. The comparison of candidate count and HUI count between SMNU and
FHN is provided in Figs. 1 and 2, respectively. For the convenience of representation,
the candidate count in Fig. 1 is represented in multiples of 100.

For the retail dataset, a minimum support of 0.01 is set, which means that only
those itemsets should be produced as an output by SMNU, that occur in atleast 1% of
the total transactions in the input dataset. For the mushroom and chess datasets, the
minimum support threshold is set to 0.1, which is 10% of the total transactions. As it
is evident from Fig. 1, for dense dataset (retail), SMNU reduces the candidate count
by almost a factor of seven as compared to FHN. Also, as shown in Fig. 2, the total
number of HUIs for retail dataset is about three times higher for FHN as compared
to SMNU. These candidate itemsets and HUIs are reflective of the itemsets when
the support threshold is set to 0.01. This implies that only one third of the HUIs in
the entire database occur atleast in 10% of the transactions. The remaining HUIs as
produced by FHN, occur in less than 10%of the transactions. In real-life applications,
analysing such itemsets manually can consume a lot of irrelevant time andmanpower
for large datasets. Similar observations can be found for the dataset mushroom from
Figs. 1 and 2, where the candidates and HUI count differ by almost a factor of two
for a relatively higher support value of 0.1. For smaller datasets like chess, it can
be observed that the difference between the two algorithms for candidate and HUI
count is negligible. So, it can be established that the performance of SMNU is highly
efficient for large and dense datasets.

The comparisons for memory and time requirements between SMNU and FHN
is presented in Figs. 3 and 4, respectively. It can be observed from these figures that
the difference between FHN and SMNU is significant for large and dense datasets
like retail and mushroom.

The comparisons for memory, time and HUI count are shown in Figs. 5, 6 and 7
by varying the minimum support threshold from 0.1 to 0.7. Both the algorithms have
been executed on the three datasets with varying minimum utility thresholds.
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Fig. 1 Candidate count

Fig. 2 High utility itemset count

Fig. 3 Memory (MB)
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It is evident from Fig. 5 that for the retail dataset, the SMNU outperforms the
FHN algorithm in terms of memory, time and HUI count for all runs of the varying
support values. Similar trends have been observed for themushroom dataset as shown
in Fig. 6. The results on chess dataset as shown in Fig. 7, are comparable for FHN
and SMNU algorithms.

So, the SMNU guarantees an optimal count of HUIs to be produced as output and
is also more scalable than the FHN algorithm for large and dense datasets.

Fig. 4 Time (s)

Fig. 5 Retail

Fig. 6 Mushroom
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Fig. 7 Chess

6 Conclusion

In this paper, we have presented an algorithm, called SMNU, for support-based min-
ing of HUIs from the databases with items that have negative utility values. The
SMNU produces HUIs that can be directly utilised for real-life applications, unlike
for most of the other mining algorithms where the support or negative utility values
are not taken into consideration. The experimental results show that SMNU is more
scalable and requires less execution time as well as memory for large datasets. How-
ever, for small and sparse datasets, the proposed approach has similar performance
as the approaches that do not use support.

In future, we aim to propose optimisations to further enhance the performance of
SMNU for large as well as small datasets. We also aim to design a novel method to
generate association rules for the mined HUIs.
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Comparative Analysis of Regressor
Models on Non-invasive Blood Glucose
Dataset

Neha Tuniya , Mahesh Parihar , Shital Patil, Komal Lawand,
and Hemalata Nawale

Abstract Diabetes affects more than 285 million people globally according to esti-
mates by the International Diabetes Federation. A compact and non-invasive moni-
toring system can measure blood glucose continuously without posing many prob-
lems and easy to use for the diabetic population. In this paper, a near-infrared optical
sensor-based non-invasive system has been designed and calibrated against conven-
tional invasive glucose measuring techniques. A synthetic dataset of a sufficiently
large population has been developed in a suitable range as defined by the Medical
Council of India. Upon development of the laboratory prototype of this device, by
analyzing the variation in voltages received after reflection of incident light in the
cases the approximate glucose level of the individual is going to be predicted using
statistical models. A compact framework for non-invasive blood glucose measure-
ment has been designed and tested successfully for a set of 5000populations of fasting
as well as random blood glucose samples of different patients. This paper empha-
sizes on different approaches using basic regression methods and classical machine
learning algorithms like support vector machines, K-nearest neighbor, random forest
with their hybrid regression methods for the predictions of blood glucose. Here, clas-
sical and hybrid machine learning algorithms and techniques have been applied as
a measuring tool, to the large synthetic datasets to come out with laboratory-based
prototypes in an attempt to automate the analysis of large and complex patient data
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attributes. Also, this work envisages performance optimization using grid search CV
and randomized search to find the best suitable values for the hyperparameters and
its impact on improvising accuracy of algorithmic models leading to more accurate
prediction of blood glucose values.

Keywords Non-invasive technique · Glucose level ·Machine learning techniques

1 Introduction

The techniques of machine learning have been successfully employed in assorted
applications including medical diagnosis. By developing classifier system, machine
learning algorithm may immensely help to solve the health-related issues which can
assist the physicians to predict and diagnose diseases at an early stage.We can amelio-
rate the speed, performance, reliability, and accuracy of diagnosing on the current
system for a specific disease by using the machine learning classification algorithms
[1]. Applying machine learning and data mining methods in diabetes mellitus (DM)
research is a key approach to utilizing large volumes of available diabetes-related data
for extracting knowledge. The severe social impact of the specific disease renders
DM one of the main priorities in medical science research, which inevitably gener-
ates huge amounts of data. Undoubtedly, therefore,machine learning and datamining
approaches in DM are of great concern when it comes to diagnosis, management,
and other related clinical administration aspects. Hence, in the framework of this
study, efforts were made to review the current literature on machine learning and
data mining approaches in diabetes research [2].

The second chapter discusses sensor system setup along with the hardware used
in it. It also emphasizes on the synthetic data generation extrapolated from actual
data collected from sample population of diabetic patients. Third chapter discusses
the implementation of ML algorithms, their analysis, and performance comparison
for better accuracy.

2 Device Setup and Synthetic Data

In this paper, a near-infrared optical sensor is used to measure the blood glucose
level which is linearly calibrated against the voltage indicated by the sensor. This has
been compared and calibrated against conventional invasive methods taken for same
patients population. The range of the dataset has slowly been increased 100-fold to
500 different patients initially belonging to different lifestyle with different socioe-
conomic conditions. The dataset is collected from different blood donation camps,
pathology laboratories, and hospitals as well. This ensures that dataset consists of
healthy (from blood donation camps) as well as unhealthy people (from hospitals and
pathology laboratories). Using extrapolation methods, a sufficiently large synthetic
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Fig. 1 Normalized distribution of dataset

dataset of within maximum range of different types of diabetics, viz. has been devel-
oped. Figure 1 shows the normalized distribution of dataset for various values of
glucose levels. A blood glucose level less than 70 mg/dL called as hypoglycemia as
well as more than 200 mg/dL called as hyperglycemia has been considered while
selecting the sample data space. Extrapolated dataset is divided into the ratio of
15:60:25 with respect to different types of diabetics, viz. hypoglycemia, normal
range, and hyperglycemia, respectively, as per recommendation by the group of
physicians.

3 Hardware Setup

The experimental circuit is set up using near-infrared (NIR) spectral range tomeasure
the blood glucose. A sensor-based system is used to detect blood glucose non-
invasively using near-infrared (NIR) radiation using spectroscopic reflection anal-
ysis. It describes the principle of glucosemeasurement usingNIRmethod. The device
consists of an infrared LED having a wavelength of 900–1100 nm as emitter. The
intensity of reflected light is used to determine the blood sugar level. The hardware
and software requirement of the setup consists of Arduino microcontroller, IDE
software, and computer.

The processing is done by the microcontroller, and the level of glucose is to
be displayed on the computer. The hardware part also consists of infrared light
emitting diode (IR LED), a photodiode sensor, after amplification components and
microcontroller. After performing second-order regression analysis, it is found that
glucose level (Y ) in real time in terms of voltage intensity (x) is given by Eq. 1

Y = 1.8375x2 + 18.945x + 41.288 (1)

Figure 2 shows the regression analysis of glucose data showing the linear
relationship between voltage indicated and glucose.
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Fig. 2 Regression analysis of glucose data with sensor output

4 Methodology

To carry out regression analysis for predicting glucose, dataset is collected from 5000
patients. The dataset consists of information about various tests done on diabetes
patients using two different methods. Regression algorithms are applied to calcu-
late the glucose value for different values of voltage index. The blood glucose level
measured by the optical device is further used to automate the analysis of large
and complex patient data attributes using basic regression and machine learning
techniques. Initially, basic regression techniques such as linear regression and poly-
nomial regression of various degrees are implemented along with some classical
methods like decision trees, random forest, support vector regressor, and k-nearest
neighbor. To further investigate the model, some hybrid methods are used. These
include methods like ridge regression, Lasso regression, elastic net, and gradient
boosting regressor.Also, performance optimization using grid searchCVand random
search CV is implemented on ridge regression. Finally, some advance methods like
XGBoost, LightGBM,Catboost, artificial neural network, and some stackedmethods
such as LBGM+ANN+RidgeCV,XGBoost+ANN+LassoCV are implemented.
Hardware mentioned above is used to calculate the blood glucose level for training
purpose. The combined results of all methods are listed in Table 1.

5 Analysis, Results, and Discussion

Constructed system determines a method for the prediction of blood glucose level
for human using non-invasive methods. Various basic and classical machine learning
techniques along with some hybrid techniques are used to correctly predict the
glucose level in the body. Dataset consists of 5000 patients along with their glucose
level collected by prick method and optical method. Using this dataset, machine
learning algorithms are trained and optimization is done by using advance and hybrid
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Table 1 Accuracy results of the all methods

Method Mean squared error Mean absolute
percentage error

Accuracy (r2 score)

Linear regression 5.290553703 41.9839390 0.999469

Polynomial regression
degree 2

2.653233685 27.74397314 0.99957

Polynomial regression
degree 3

2.635144804 26.51472235 0.99958

Polynomial regression
degree 4

1.396237706 18.10051644 0.99972

Decision tree 0.000488 0.096429 0.99999

Random forest 0.0027259 0.77733 0.99999

Support vector regressor 43.88772 97.2438 0.99017

K-nearest neighbor 0.016158 2.01658556 0.99999

Ridge regression 3.322519 35.17507 0.99946

Lasso regression 3.585725 38.329494 0.99942

Elastic net 454.714012 432.769912 0.95248

Gradient boosting
regressor

0.641002 12.337249 0.999939

Grid search CV 1.97199 24.86016 0.99946

Randomized search 1.97199 24.8596 0.99946

XGBoost 0.639 12.2 0.999938

LightGBM 0.3893 11.2057 0.999956

Catboost 0.9298 16.8893 0.99972

Artificial neural network 1.9939 21.9658 0.99946

LBGM + ANN +
RidgeCV

0.4331 11.8764 0.999959

XGBoost + ANN +
LassoCV

0.547 11.5862 0.999944

methods. The performance is evaluated step by step and discussed below in detail.
Figure 3 shows the graphs of all methods.

5.1 Basic Methods

Basic methods include linear regression model and polynomial regression of various
degrees of polynomial. Initially, linear regression is applied on the 5000 data points to
get the baseline results. To further experiment with the dataset polynomial regression
is applied with various degrees of polynomials. Table 1 shows the results obtained
from basic methods. The results show that as the degree of polynomial increases it
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Fig. 3 Plots of all methods

becomes more accurate but this is with respect to the training data points which can
result in overfitting as well. Even though the model is performing well on the training
data as the degree of polynomial increases, it may not perform well with testing data.
Therefore, this results in overfitting. Thus, an optimum degree of polynomial has to
be chosen carefully where the model has minimum testing and training error and is
free from extreme bias and variance conditions (high bias, low variance or low bias,
and high variance).

5.2 Classical Methods

Apart from the basic methods, some classical methods were applied. These methods
include random forest, decision tree, K-nearest neighbor, and support vector
regressor. The results of these methods are shown in Table 1. Results are very accu-
rate for decision tree, random forest, and KNN, whereas in SVR at both the starting
and ending the curve gets deviated. This shows that at very low and very high volt-
ages the system is not able to predict the glucose level accurately. Therefore, support
vector regressor is not the appropriate model for this particular application.
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5.3 Hybrid Methods

These methods include ridge regression, Lasso regression, elastic net, and gradient
boosting regressor. The results of these methods are illustrated in Table 1. From the
results, we can see that introducing L2 penalty in ridge regression and L1 penalty
in Lasso regression has not affected the accuracy of linear regression to certain
extent. The accuracy of linear regression, ridge and Lasso regression is almost the
same. However, when both the penalties are introduced in elastic net, the accuracy
is reduced to a certain extent. This is because it has to underfit the data as shown in
the figure. Among all the hybrid methods, gradient descent has the highest accuracy.

5.4 Optimized Methods

To obtain the ideal parameters and optimize the performance of the algorithm, opti-
mization techniques like grid search CV and randomized search are performed on
ridge regression to obtain the optimum value of lambda. The results of the optimiza-
tion are shown in Table 1. It can be seen that even though after applying grid search
CV and randomized search, the accuracy of the model is not changed. It means that
in ridge regression, initially, before applying optimization techniques, the lambda
selected was already optimal. Therefore, there is no change in the accuracy after
applying optimization techniques.

5.5 Advance Methods

In this project, four advance methods are implemented to predict the glucose level
which include XGBoost, Catboost, LightGBM, and artificial neural network. The
results obtained are shown in Table 1.

It can be seen that the accuracy of XGBoost is highest, and ANN is least among
the four advanced techniques.

5.6 Stacked Methods

In this project, two combinations are applied LBGM + ANN + RidgeCV and
XGBoost + ANN + LassoCV. Both stacked regressors give out great results are
shown in Table 1. These combinations are chosen because these regressors individ-
ually worked well and stacking them will make the results even better. Both stacked
regressors give out great results. The MSE of model 1 is lesser but MAPE is slightly
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higher. But the model accuracy is also higher than that model 2; therefore, model 1
can be considered as better.

6 Conclusion

In this paper, several machine learning techniques are applied from basic to advance
methods to check which model is best suited to predict the glucose level. Then
classical methods like kNN, decision trees, random forest, and SVR are explored
which show that decision trees perform better among them. Further, hybrid methods
like ridge regression, Lasso regression, elastic net, and gradient boostingmethods are
implemented to compare the accuracy of model in which gradient boosting edges
over others. To obtain the optimized parameters, some optimization methods like
grid search CV and random search CV are applied on ridge regression but it does not
have much impact on accuracy. To extend further, advance methods like XGBoost,
LightGBM,Catboost, artificial neural network are applied on dataset to explore better
accuracy of the model and stacked methods like LBGM+ANN+ RidgeCV as well
as XGBoost + ANN + LassoCV are performed on the dataset wherein latter works
better than the former. Comparing the results of all these methods, even though other
methods give fruitful results, the accuracy of classical methods mainly decision tree,
random forest, and K-nearest neighbor is higher than others and hence stands the
most appropriate models for glucose level prediction.

7 Future Scope

Synthetic data will be validated against the actual collected data for adding correc-
tion factor in the calibration equation of the sensor, and also entire exercise of ML
algorithms will be implemented on actual dataset for model validation. Sensor will
be equipped to compute the levels of hemoglobin, andML algorithms will be applied
to predict the values of glucose as well as hemoglobin at the same time as a part of
better calibration of the designed glucose sensor system.

References

1. A. Choudhury, D. Gupta, A survey on medical diagnosis of diabetes using machine learning
techniques, in Proceedings of Recent Developments in Machine Learning and Data Analytics
(2018)

2. I. Kavakiotis, O. Tsave, A. Salifoglou, N. Maglaveras, I. Vlahavas, I. Chouvarda, Machine
learning and data mining methods in diabetes research. Comput. Struct. Biotechnol. J. (2017)

3. S. Coster, M.C. Gulliford, P.T. Seed, J.K. Powrie, R. Swaminathan, Monitoring blood glucose
control in diabetes mellitus. Health Technol. Assess. 4(12) (2000)



Comparative Analysis of Regressor Models on Non-invasive Blood … 217

4. K. Lawand,M. Parihar, S.N. Patil, Design and development of infrared LED based non invasive
blood glucometer, in IEEE IndiaCouncil InternationalConference 2015 (INDICON), Jan 2016,
vol. 3, no. 2 (2015), pp. 1–6

5. Q. Zou, K. Qu, Y. Luo, D. Yin, Y. Ju, H. Tang, Predicting diabetes mellitus with machine
learning techniques (2018)

6. O. Rodriguez, A generalization of ridge, lasso and elastic net regression to interval data,
in Proceedings of Tilburg and the 2013 Conference of the International Federation of
Classification Societies (IFCS) (2013)

7. T. Chen, C. Guestrin, XGBoost: a scalable tree boosting system (2016)
8. G. Ke, Q. Meng, T. Finley, T. Wang, W. Chen, W. Ma, Q. Ye, T.-Y. Liu, LightGBM: a highly

efficient gradient boosting decision tree. Neural Inf. Process. Syst. 30 (2017)
9. L. Prokhorenkova, G. Gusev, A. Vorobev, A.V. Dorogush, A. Gulin, CatBoost: unbiased

boosting with categorical features, in Proceedings of 32nd Conference on Neural Information
Processing Systems, Montréal, Canada (2018)

10. J. Bergstra, Y. Bengio, Random search for hyper-parameter optimization. J. Mach. Learn. Res.
(2012)

11. P. Bhatt, H. Prosper, S. Sekmen, C. Stewart, Optimizing event selection with the random grid
search. Comput. Phys. Commun. 228 (2018)

12. S. Dzeroski, B. Zenko, Is Combining Classifiers with Stacking Better Than Selecting the Best
One? (Department of Intelligent Systems, Jozef Stefan Institute, Ljubljana, Slovenia)

13. J.H. Friedman, Greedy function approximation: a gradient boosting machine. Ann. Statist. 29
(2001)

14. B. Pavlyshenko, Using stacking approaches for machine learning models, in IEEE Second
International Conference on Data Stream Mining and Processing (2018)

15. J.T. Hancock, T.M. Khoshgoftaar, Catboost for big data: an interdisciplinary review (2020)



Intelligent Parking System Using
Automated License Plate Recognition
and Face Verification

Quang Than Van, Huong Nguyen Van, Linh Duong Vu Hoang,
Thanh Nguyen Ngoc, Vinh Luong Duc, Duong Le Dai, Tan Nguyen Bao,
Sang Nguyen Quang, Linh Nguyen Van, Anh Dang Trung, Cong Le Thanh,
and Ho Nguyen Manh

Abstract In this paper, we design a ticketless parking system using automated
license plate recognition (ALPR) technology and face verification technology. Cam-
eras are deployed to get the license plate and the driver’s face information at the
entrance; then, this information is analyzed and stored in a database to verify the
vehicle’s owner at the exit. Based on high-precision technologies, our system brings
outstanding benefits about safety, time, and convenience comparedwithmanual ones.
These advantages demonstrate the ability of this solution to be applied not only to
parking lots but also to toll stations on highways.

1 Introduction

Parking is an essential part of the transportation system. InVietnam, there are 4.3mil-
lion cars and tens of millions motorbikes in circulation, followed by the enormous
demand for parkings. Parking is the mandatory facility in any commercial centers,
supermarkets, office buildings, and some urban areas. Besides an essential service,
it also becomes a great source of income for investors. With indisputable impor-
tance contributed to transport infrastructure, parking requires practical solutions to
optimize costs and improve its operating efficiency. However, the manual parking
solution based on ticket information and vehicle matching to certify the ownership
instead of driver’s information remains inconvenient, time-consuming, and unse-
cured. As a result, we are motivated to design a modern parking system using the
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most updated technologies. This paper introduces a ticketless parking solution with
the confirmation method by attaching the vehicle’s license plate information to the
owner’s facial information. Specifically,we have designed a ticketless parking system
architecture that can operate the whole process automatically. To do that, we have
built artificial intelligence (AI) models based on existing researches and adapted
them to our system, including:

• The first AI model used to detect 4-wheel and 2-wheeler license plates achieved
99.2% and 99.5% accuracy on 4-wheelers and 2-wheelers, respectively.

• The second model is built to recognize the characters on the registration plate,
helping the system identify the license plate. The model has an accuracy of 96.1%
for cars and 85.7% for motorcycles.

• The third model is trained on the masked face dataset to detect the masked face
features; this model achieves 95% average precision on the WIDER FACE Easy
evaluation dataset.

• The fourth model is also trained on the masked face dataset to extract the masked
face features; this model achieves 99.8% accuracy on the LFW evaluation dataset.

In the following part, Sect. 2 demonstrates the literature reviews in this area.
Section3 describes how the AI models are built with license plate recognition
model in Sect. 3.1; face detection model in Sect. 3.2; and face verification model
in Sect. 3.3. In Sect. 4, we illustrate our proposed solution with system processing
flow in Sect. 4.1 and system development in Sect. 4.2. Finally, we demonstrate some
experiment results and discussion in Sect. 5, and conclusion is in Sect. 6.

2 Literature Review

In 2016, Subhashini et al. designed a system that automatically identifies vehicles [1].
This system authorizes vehicle owner identification to secure highly restricted areas
like housing, defense, military, parliament, etc. Using image processing technology,
both the number plate recognition and the vehicle owner recognition processes are
implemented in MATLAB. The system contains an embedded section that controls
the opening of the security gate and the communicated mean. In 2019, Persada et
al. implemented face and vehicle license plates identification for the smart parking
system at the parking lot in the Telkom University area [2]. The SSIM algorithm
is applied as the core in the face recognition process, gaining an accuracy rate of
76.67% on 30 samples of vehicles with the highest SSIM value 0.83.

In [3], Joshi et al. proposed a parking system using optical character recogni-
tion (OCR) and radio frequency identification (RFID). After using OCR to read a
vehicle’s license plate number and save that data to the database, this system con-
trols the vehicle by the authorized TAG containing license plate information. In [4],
Kamaruzaman et al. introduced a ticketless parking system called PARKEY. It is
based on license plate recognition technology and built on Raspberry Pi 3B+.
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3 Artificial Intelligence Model Construction

3.1 License Plate Recognition

Currently, there are multiple methods of license plate recognition researched with
numerous scientific articles and open-source code. The license plate detection model
in this project is built based on the implementation of Silva and Jung [5]: Unrestricted
scenario uses optical character recognition (OCR) to identify the characters on the
license plate. In this work, the open-source code mentioned above is applied to train
the model based on the dataset we created.

Dataset Preparation: We collect and label the training dataset consisting of 10,000
images containing license plates of motorbikes and cars in Vietnam in various sizes,
shapes, as well as under different lighting conditions and view angles. In addition,
we also create a dataset of 4000 license plate images for testing purposes.

Training: Based on ALPR in unconstrained scenarios GitHub repository [5], we re-
train themodel on our dataset. Themodel’s output includes 26 letters fromA to Z and
10 digits from 0 to 9. We train the model using Adam optimizer (with weight decay
at 0.0005, batch size at 32 on 3 NVIDIA GeForce RTX2080 Ti GPUs (11 GB)). The
initial learning rate value is 0.01, decreasing 0.01 times every 10 epochs. In the end,
the training process terminates after 40 epochs.

Testing: We test the models on a dataset including car and motorbike license plate
images with 2000 items for each category. Concerning the license plate detection
model, our accuracy reaches 99.2% for the car image set and 99.5% for themotorbike
one. However, the results go down to 96.1 and 85.7% in license plate recognition
(see Table1).

3.2 Face Detection

The face detectionmodel in this project is built based on the research ofDeng et al. [6],
which is a single-stage methods object detection algorithm. The model’s architecture

Table 1 License plate recognition system accuracy

Test dataset Image Rate of detection (%) Rate of recognition
(%)

Car license plate 2000 99.2 96.1

Motorbike license
plate

2000 99.5 85.7
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used for image feature extraction is based on the ResNet50 [7] backbone. In addition,
some simplifications of the loss function are made in order to save computational
resources.

Dataset Preparation: We train and test the model on the WIDER FACE dataset
[8]. This dataset consists of 32,203 images and 393,703 bounding boxes of faces in
various sizes, poses, expressions, situations, and lighting conditions. The WIDER
FACEdataset is split into training (40%), validation (10%), and testing (50%) subsets
by randomly sampling from 61 scene categories. Based on EdgeBox’s detection rate,
the author groups this dataset into three sub-datasets corresponding to easy, medium,
and hard.

Training: For loss head, we use multitask loss, including softmax loss for face/not
face classification and smooth-L1 loss for coordinate regression. Compared to the
original paper [6], we drop dense regression loss so as to simplify the loss function.
For data augmentation, since there are about 20% small faces in the WIDER FACE
training set [8], we randomly cut square arrays from the original image and resize
these arrays to 640 × 640 to generate large training faces. More specifically, square
arrays are clipped from the original image with a random size between [0:3.1] of the
shorter edge in the original image. We train the model using an SGD optimizer (with
momentum at 0.9, weight decay at 0.0005, batch size at 24 out of 3 NVIDIAGeForce
RTX2080 Ti GPUs (11 GB)). The initial learning rate value is 0.001, decreases by
0.01 every 5 epochs, and divides by 10 at the 55th and 68th epochs. Finally, the
training process terminates after 80 epochs.

Testing: We assess the model on theWIDER FACE test set [8]. Box voting is applied
on the union set of predicted face boxes using an IoU threshold at 0.4. Results are
shown in Table2. Good accuracy is observed (>88).

3.3 Face Verification

To verify whether two faces belong to the same person or not, we construct a model
with ResNet50 [7] backbone to extract the masked facial feature vectors based on the
research of Deng et al. [9]. Then, we normalize vectors and compute the dot product
of these two vectors. If it is greater than or equal to 0.5, two faces belong to the same
person. Otherwise, two faces belong to two different people.

Table 2 Face detection average precision

WIDER FACE test set [8] Average precision (%)

Easy 95

Medium 93

Hard 88
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Dataset Preparation: In this session, theMS1M-ArcFace dataset which is generated
fromMS-Celeb-1M dataset [10] is utilized to train the model. In our work, we create
a program to generate masked face data from this dataset. For each original face
image, two more masked photographs are generated with randomly selected mask
styles. As a result, we obtain a dataset which includes 15.3 million images belonging
to 93,431 people. Each person is identified by an ID that contains many images of
both non-masked faces and masked faces.

Training: We use mis-classified vector guided softmax loss (MV-softmax loss) [11]
for loss head. And for data augmentation, we align the face image and resize it to
112× 112 before normalizing the data with mean of [0.5, 0.5, 0.5] and std of [0.5,
0.5, 0.5]. In addition, we also use the horizontal random flip technique to increase
the amount of data. We train the model with an SGD optimizer (with momentum
at 0.9, weight decay at 0.0005, batch size at 128) on 3 NVIDIA GeForce RTX2080
Ti GPUs (11 GB). The learning rate initialization value is 0.1, decreasing 10 times
every 8 epochs. The training process terminates after 20 epochs.

Testing: For evaluating our model, we test the training results with three different
datasets LFW [12], CFP-FP [13], and AgeDB-30 [14]. The test properties and results
are represented in Table3. A good accuracy (>98%) is observed between our trained
model and the references. Consequently, we use this model for the following steps.

4 The Proposed Solution

4.1 System Processing Flow

Figure1 presents the flow of our system, which are operated with several steps as
follows:
At entry gate:

• Step 1: When a vehicle enters the entry gate, two cameras simultaneously capture
the license plate’s image and the driver’s face image.

• Step 2: The system analyzes the images to get the characters of the license plate
and extract facial feature vector containing condensed face information.

Table 3 Face verification accuracy

Test datasets Identity Image Accuracy (%)

LFW [12] 5749 13,233 99.8

CFP-FP [13] 500 7000 98.8

AgeDB-30 [14] 568 16,488 98.2
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Fig. 1 System processing flow

• Step 3: The system saves the information in step 2 into the database and displays
it on the screen to notify the driver.

• Step 4: The barrier at the entry gate is opened.

At exit gate:

• Step 5: When a vehicle is taken out, the system repeats the process from step 1 to
step 2 to get the vehicle’s license plate information and the face features vector of
the driver. Simultaneously, the system gets data from the database.

• Step 6: The system matches the license plate number between the one on the exit
gate and database.

• Step 7: Two facial feature vectors are obtained corresponding to license plates in
Step 6.

• Step 8: The system computes the dot product of these two vectors. If the result is
greater than or equal to 0.5, the system concludes that this case is the same person;
otherwise, the conclusion is not the same.

• Step 9: If the result of step 8 is the same person, the screen shows a message of
successful confirmation, and the barrier is opened. In contrast, the system will
warn the parking security and display a non-matched message on the screen.

4.2 System Development

As introduced in Fig. 2, our ticketless parking system has two different parts that will
work together to form the product. At each gate, two IP cameras record images with
a resolution of 1920 * 1080 and are utilized to get the license plate’s image and the
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Fig. 2 Our proposed ticketless parking system architecture

driver’s face. Then, a Raspberry Pi 4 is used to display images on an 10 inch LCD
screen in order to help the system interact with drivers before the barrier is opened.
The administrator section includes the analytics server, image storage, andweb appli-
cations. The web application provides user interaction functions that include viewing
parking log history, searching the license plate to view entry and exit information,
as well as statistics of the amount of vehicles entering and leaving each day.

5 Result and Discussion

To investigate the precision and efficiency of the system,we have deployed the system
at the parking lot with a capacity of 700 vehicles. During a week of experimentation,
the system recorded 2480 vehicle visits. Table4 shows the results with license plates.
The rate of detection is calculated by the number of license plates detected divided
by the total number. The number of correctly recognized license plates divided by
total number of detected license plates is the recognition rate. The experiment results
are not as good as the model testing results in Sect. 3.1. Most license plates are not
detected or misidentified because they are so filthy that it is not human-readable.

Table5 shows the results on the face; face detection rate is determined by the
number of detected faces divided by the total number of faces; the number of correctly
verified faces divided by the number of detected faces is the verification rate. In
this experiment, many drivers wear helmets and goggles, so facial recognition and
verification rates are worse than when evaluating the model in Sects. 3.2 and 3.3.
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Table 4 Experimental plate result

Amount of plates Success detection Rate of detection
(%)

Success
recognition

Rate of
recognition (%)

2480 2428 97.9 2309 95.1

Table 5 Experimental face result

Amount of faces Success detection Rate of detection
(%)

Success
verification

Rate of
verification (%)

2480 2472 99.7 2414 97.7

The average time each vehicle stops in front of the barrier is 2 s at the entrance
gate and 3 s at the exit gate. Those results guarantee that our proposed system can
be well applied in parking lots.

6 Conclusions

In the twenty-first century, when technology is changing rapidly, AI applications
permeate our life. The proposed solution in this paper integrates multiple AI tech-
nologies to provide the most convenient solution. Built on top of the latest research
and popular open source, our solution solves the problems in the traditional parking
system as well as provides new features benefiting users. Although there exists limi-
tations such as an extensive server system required to build this product, optimization
for deployment to embedded IoT devices will help solve this problem in the future.
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A Review Study of Smart Vehicle Seat
Sensor for Real-Time Postural Analysis

Praneeth Kumar Reddy Dendi, Yagna Gurjala, Sylvia Bhattacharya,
and Jason S. Metcalfe

Abstract The era of autonomous driving is gradually transitioning from humans as
drivers to humans as passengers.With the advancement of artificial intelligence (AI),
humans are switching roles from driver to passenger. Most of the early researches
are driver central. But now, it is essential to also study passenger data to understand
human states in an autonomous vehicle as a passenger. Smart sensor monitoring sys-
tems can play a major role in assessing human and AI dynamics in an autonomous
vehicle. Several research studies have utilized electroencephalography, electrocar-
diography, or electromyography technologies to study human states. But there is a
huge gap in the practical applicability of such a sensor in everyday life. Hence, this
paper conducts an extensive review of smart seat sensors for easy implementation in
a car.

Keywords Driver monitoring system · Smart cars · Sensors · Algorithm ·
Machine learning model

1 Introduction

According to National Highway Traffic Safety Administration (NHTSA), in 2018,
about two thousand eight hundred people were killed and four hundred thousand
peoplewere injured due to the driver being distracted in theU.S.A. Since then, a lot of

P. K. R. Dendi (B) · Y. Gurjala
Department of Computer Science, Kennesaw State University, Marietta, GA, USA
e-mail: pdendi@students.kennesaw.edu

Y. Gurjala
e-mail: ygurjala@students.kennesaw.edu

S. Bhattacharya
Electrical Engineering Technology, Kennesaw State University, Marietta, GA, USA
e-mail: sbhatta6@kennesaw.edu

J. S. Metcalfe
US Devcom Army Research Laboratory, Human Research and Engineering Directorate,
Aberdeen Proving Ground, MD, USA
e-mail: jason.s.metcalfe2.civ@mail.mil

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
A. K. Bashir et al. (eds.), Proceedings of International Conference on Computing and
Communication Networks, Lecture Notes in Networks and Systems 394,
https://doi.org/10.1007/978-981-19-0604-6_21

229

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-0604-6_21&domain=pdf
mailto:pdendi@students.kennesaw.edu
mailto:ygurjala@students.kennesaw.edu
mailto:sbhatta6@kennesaw.edu
mailto:jason.s.metcalfe2.civ@mail.mil
https://doi.org/10.1007/978-981-19-0604-6_21


230 P. K. R. Dendi et al.

research has been conducted in minimizing accidents. The driver monitoring system
is an essential intelligent tool that provides information about the driver and driving
state. It is traditionally used to monitor the alertness of the driver. Driver drowsiness
and distracted driving have been important factors that cause road accidents and
lead to severe physical injuries, deaths, and significant economic losses [1]. Besides
this, features such as navigation also became an enabler for lack of focus in drivers.
Key sources of distraction are using mobile phones, handling kids, pets, applying
makeup, and so on. The usage of mobile phones to talk or text while driving is one of
the most common reasons for distracted driving and leads to accidents. Apart from
the challenges mentioned above, drivers are working for a long time than what is
recommended. In such cases, driver fatigue and drowsiness is the primary cause for
accidents as they typically reduce the decision-making capability and the perception
level of the driver which in turn affects the ability of the driver to control the vehicle.
Driver fatigue can cause traffic accidents by degrading the driver’s alertness and
performance.

Drinking alcohol and speeding also top the list of driver behaviors leading to car
crashes. Driving when intoxicated is extremely dangerous and should be completely
avoided. Though it might not be the number one cause of car accidents, it is the dead-
liest. Drivers may feel tempted to increase their speed, but it is good to remain within
the posted speed limits. Excessive lane changes, speeding over the limit, and aggres-
sive behaviors are dangerous. Another factor would be trusting, the emotions and
comfort of a passenger changes when there is trust in the driver. In some situations,
the passenger would sit on the edge of the seat although the speed of the vehicle is
limited. As there are many issues involved, systems to monitor driver behavior have
become a priority for vehicles.

There are various approaches for driver and driving behavior monitoring [2–5].
Advanced features are used in automobile devices such as the driver monitoring sys-
tem [6, 7], also known as driver attention monitor, a vehicle safety system to alert
and warn the driver if needed and eventually apply the brakes. The driver monitoring
system includes a CCD camera placed on the steering column which helps to track
the face, via infrared LED detectors. Advanced onboard software collects data points
from the driver and creates an initial baseline of the driver’s normal state. If there
is a situation where the driver is not paying attention to the road and a dangerous
situation is detected, the system will warn the driver with warning sounds, flashing
lights. If the driver does not take any action, then the vehicle will apply the brakes.
The software can also determine whether the driver is blinking more if the eyes
are narrowing or closing. Several steps have been taken to ensure that future vehi-
cles adopt driver monitoring features like mandatory application of drowsiness and
attention, detection, and mandatory application of drowsiness (including distraction)
recognition. Driver monitoring systems helps in enhancing both driver and passenger
safety.

An area that has seen a persistent and long-termflurry of research and development
is that of autonomous vehicle technologies. In both military and civilian domains,
there is a clear intention to replace human drivers with advanced automated systems.
This is, of course, causing a shift toward humans experiencing vehicles from the
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primary perspective of being a passenger. While decades of research have provided
huge amounts of data regarding vehicle drivers, very little is known about how peo-
ple experience being a passenger in a vehicle that they do not control as well as
how their changing states are manifest in both anticipatory and reactive responses
at all levels from physiological to behavioral. Whether driven by another human
or automation, passengers have regular opportunities to make decisions regarding
ongoing driving performance, and in many cases, these decisions lead to both bene-
ficial and harmful attempts at interventions (e.g., a verbal warning to a human driver
or a take over from automated cruise control). Such passenger behaviors may crit-
ically impact vehicle behavior and, more importantly, when and how they occur is
likely to be subject to a variety of factors such as individual decision-making style,
driving preferences, level of fatigue, risk tolerance, and personality. In particular,
human decisions regarding cooperative behaviors such as reliance and compliance
are believed to be significantly impacted by the amount of trust held in the paired
agent, whether human or automated. Moreover, endeavors to understand the indi-
vidual factors that lead to passenger states like trust and stress will likely inform the
design of intelligent vehicle systems that are capable of responding to, if not also
anticipating, individual passenger needs and preferences. By enabling vehicle under-
standing of passenger states and intentions, we may begin to develop technologies
that support and address human autonomy challenges and solutions that undergird
the capabilities for achieving transformational overmatch in the evolving future of
complex multi-domain operations.

The current generation is becoming more flexible and is willing to adopt differ-
ent technologies like wearable sensors [8, 9]. Biomedical signals such as electroen-
cephalography (EEG), electrooculography (EOG), electrocardiography (ECG), elec-
tromyography (EMG), and eye tracking also provide information regarding driver
state. EEG records the electrical activity of the human brain and is considered an
effective technique in detecting driving fatigue or distraction [10, 11]. On the other
hand, ECG is used to check the heart’s rhythm and electrical activity, EMG helps in
measuring the electrical activity produced by skeletal muscles. Sensors attached to
the skin are used to detect the electrical signals produced by the heart. Research has
already investigated using ECG and EMG to detect driver’s drowsiness [12–14]. As
the EOG signal helps in investigating the abnormalities of the outermost layer of the
retina, it is found to be a promising drowsiness detector [15]. Eye tracking is also
one of the important techniques in collecting evidence about the driver [16].

2 Sensor Types in Car

2.1 Importance of Seat Sensors and Their Types

Although biomedical signals provide a lot of information about driver monitoring,
and seat sensors also turned out to be one of the best ways of providing a piece of big
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information when combined with biomedical signals. Exploiting the position change
caused by drowsiness or fatigue during driving can be predicted by seat sensors [17,
18]. Especially, in an autonomous world, analyzing human sitting posture can pro-
vide information about autonomous driving styles and can predict human preference
and comfort level. Several studies were focusing on the analysis of real-time seating
posture in a car. Some studies are focused based on video analysis for posture diag-
nosis while some work focuses on the body part deformation. On the other hand,
some studies are concentrated especially on car drivers. But all these studies turned
out to be not suitable for daily use because these studies necessarily involve some
equipment or the help of a clinical specialist. As a solution, simple sensors embedded
on a car seat turned out to be a more efficient way of predicting human behavior. A
sensor can be defined as an appliance that detects changes in physical or electrical or
other quantities and by this means, generally, produces an electrical or optical signal
output as an acknowledgment of the change in that specific quantity. Many wear-
able or unwearable sensors have been developed to classify human postures. Few
wearable sensors are light in weight for humans which helps in the measurement of
various activities, but wearable sensors are still difficult to be set on the human body
or make humans feel uncomfortable and safety measures also must be taken so that
body does not get harmed. In recent generations, most vehicles will have seat position
sensors provided. There are different types of sensors. It is primarily classified into
analog and digital sensors. Sensors that produce continuous analog output signals are
called analog sensors. There are various types of analog sensors like accelerometers,
pressure sensors, light sensors, sound sensors, temperature sensors, and so on. The
sensors that are mostly used in the postural analysis research are pressure sensors,
accelerometers, gyroscopes, force sensors, proximity sensors, textile sensors, and so
on.

Analog sensors that are used to detect changes in position, velocity, orientation,
shock, vibration, and tilt by sensing motion are called accelerometers. Some models
automatically detect proper/improper sitting postures by making use of accelerom-
eter readings from some human spinal points and a Web camera which established
relationships of human body frames and proper sitting posture [19, 20]. On the
other hand, pressure sensors are those that are used to measure the amount of pres-
sure applied to a sensor. These are used for many automotive, medical, industrial,
consumer, and building devices, which depend on accurate and stable pressure mea-
surements to operate reliably. As more industries rely on pressure sensors to monitor
and control their applications, demand for these technologies has greatly increased
(Fig. 1).

Pressure sensors are always a good way to analyze the human seating postures
[21] which in turn helps to classify the good and bad postures [22]. Initially, when
the drive starts, the driver adopts a good driving position which can be considered as
the reference position. By analyzing the pressure distribution change of the driver’s
body, it is possible to detect fatigue and drowsiness state which in turn indicates the
change in the driver’s sitting position [23, 24]. There are many studies where the
pressure sensor seat is used; a pressure sensor seat on a chair to identify the sitting
postures [25, 26]. Besides determining the change in seating posture, seat sensors also
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Fig. 1 Car seat sensor

recognize driving style (aggressive acceleration, hard braking) from the passenger
posture. Some car seats do not provide enough comfort for drivers/passengers which
in turn puts additional strain on the spine. Some other cars force driver bodies into
unhealthy positions to operate the vehicle. Though it might not always be the car’s
fault, it might be simply how we sit. Bad driving postures could result in chronic
pain [27].

There are other approaches to find the posture of the passengers, concerning the
back seat angle. In this approach, the sitting posture is found as follows when a
person moves left vision sensor finds how inclined the person is to the back seat,
in the equivalent way when a person moves forward, the sensors find the angle
between the person and back seat sensor. But these angles are not efficient when
compared with pressure sensors on the seat. Monitoring the driver’s posture provides
the information for evaluating the driver’s attention, operational intention, seating
posture and position, and so on.

Advantages: When a person sits in a static position the sensor’s pressure value has
a high impact in recognizing the posture of the person. Even a camera can be used
for posture analysis, but seat sensors are efficient and accurate to capture the sitting
postures.

Disadvantages:When a person is in the dynamic state, i.e., in a driving/moving state,
the road conditions can also impact the pressure value to increase and decrease. If
the number of postures increases, the accuracy of posture identification by sensor
decreases. As the passengers have their seat belts when they are on ride the change
in pressure value from one posture to another is not too high. Here, the seat belt
restricts the movement of the passenger.

Safety is the topmost priority for the U.S. Department of Transportation. Loss
of life is unacceptable on roadways. Though 2019 Fatality Data Shows Continued
Annual Decline in Traffic Deaths compared to 2018, 2020 Fatality Data Shows
Increased traffic fatalities. While Americans drove less in 2020 due to pandemics,
NHTSA estimates show that an estimated 38,860 people died in motor vehicle traffic
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Fig. 2 Backward posture

crashes. The analysis shows that the main behaviors that drove this increase included
impaired driving, speeding, and failure to wear a seat belt. There are many reasons
why a car accident may occur. It might be due to driver negligence, bad weather, poor
road conditions, and also the negligence of third parties. According to National High-
way Traffic Safety Administration (NHTSA), it is found that somewhere between
94 and 96% of motor vehicle accidents are caused by some type of human error.
NHTSA identifies that hard braking, excessive speeding, sudden lane change, dis-
tracted driving, and aggressive/reckless driving are several different events why car
accidents occur.

Excessive Speeding: Speeding endangers the lives of everyone on the road. When a
driver is traveling too fast, it becomes difficult to slow down and react to conditions
on the road. Severe injuries or maybe death results due to collisions at higher speeds.
Seat sensors help in analyzing if a vehicle is speeding. For instance, considering
the driver/passenger’s normal posture, an increase in speed makes the person apply
pressure on the seat-back sensors as shown in Fig. 2.

Hard Braking: Hard braking is an event when more force than normal is applied
to the vehicle’s brake and increases the risk of accident or injury to the driver and
passengers and others sharing the road. In such cases, the driver/passenger posture
moves forward from normal. Accelerometer helps in the detection of harsh braking
which is now included in most GPS devices. Whenever hard barking occurs, the
posture of the driver/passenger moves forward shown in Fig. 3.

Lane Change: 9% of all accidents in the United States of America are caused due to
reckless lane changes. Crashes that occur in the left lane are more serious than those
that occur in the right. Left-lane crashes often result in severe injuries and fatalities.
Seat sensors help in detecting the person’s posture changing to left and right as shown
in Fig. 4.
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Fig. 3 Forward posture

Fig. 4 Lane change postures

3 Physics of Real-Time Postural Changes in Car

Objects are in motion all around us. Everything involves motion. Even when we are
resting, our heart moves blood through our veins. Likewise, inertia is something that
keeps a vehicle moving until some force slows it down or stops it. This force can be
own action of applying a brake, the conditions on the road, an object on the road like
a tree, or if the driver is not paying enough attention, even another vehicle. Imagine
a car is traveling at 65 mph before you stop suddenly. Once the car has stopped,
the driver and passengers will continue moving at 65 mph because of inertia. For
instance, if the pressure value of the sensors on the left side of the seat increases, it
indicates the person or an object is applying more force on those sensors. Here, the
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driver is moved more to the left side. If the value of the pressure in some areas in the
seat becomes null, it indicates that there is a gap between the driver’s body and the
seat, which means there is no physical contact.

For instance, if P is the probability of the change in a person’s posture, A being
the pressure values of the left seat sensors and B being the pressure values of the right
seat sensors, if the probability of A is greater than 75%, then it means that person is
moving toward left. On the other hand, if the probability of B is greater than 75%,
then it means that person is moving toward the right side.

P(A) ≥ 0.75 = Person’s Posture Moving left (1)

P(B) ≥ 0.75 = Person’s Posture Moving Right (2)

When it comes to driving, when the vehicle takes the right to turn, the person’s
force is applied on the left-side seat pressure sensors due to inertia. In vice versa,
when the vehicle takes a left turn, the person’s force is applied on the right-side seat
pressure sensors. Not only it helps in classifying the left, right sitting postures but
also normal, forward, backward postures, and so on [28].

4 Methods and Techniques to Implement Seat Sensors
Machine Learning Models

Knowledge of the posture of a seated person is useful in many ways. Postures can
be predicted using machine learning algorithms [29]. As machine learning com-
prises regression, classification, and deep learning models, to get accurate results,
it is important to choose the right machine learning model. Various machine learn-
ing techniques such as support vector machines, multinomial regression, boosting,
neural networks, and random forest are applied to automatically identify the user’s
position which will be discussed in this paper [30]. There are several other effective
techniques like sensor calibration, data representation, and dynamic time warping-
based classification proposed to improve the recognition rate of sitting postures [31]
(Fig. 5).

The commonly used machine learning algorithms in this area are as follows:

4.1 Support Vector Machine (SVM)

Support vector machines (SVMs) [32] are the most widely used and one of the
highest-performing classifiers. It is a classifier and regression algorithm and makes
predictions based upon the given data. SVM is one of the best algorithms for multi-
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Fig. 5 Machine learning classification

class classifiers since more than two postures need to be classified. SVM’s with a
linear, Gaussian radial basis function and so on were used to classify different sitting
postures. Many of the studies showed that the SVM has the best accuracy compared
to other algorithms like Gaussian naive Bayes and AdaBoost [33]. SVM has many
hyperparameters tuning which can be used for optimizing the accuracy.

4.2 Multinominal Regression

Multinomial logistic regression (MLR) was introduced by McFalden. Multinomial
regression is an extension of logistic regression that adds help in multi-class classifi-
cation problems and uses maximum likelihood estimation to evaluate the probability
of categorical membership. MLR is also a decent algorithm that helps in classifying
the sitting postures but not with the best accuracy compared to other algorithms.

4.3 Boosting

Though machine learning is undoubtedly one of the powerful techniques in AI,
there are times when ML models are weak learners. Boosting is a technique that
takes several weak models and combines them into a stronger one. Three different
boosting algorithms are AdaBoost, gradient boosting, and XG Boost.
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4.4 Neural Networks

As neural networks mimic the operations of a human brain to recognize the rela-
tionships between vast amounts of data, they are used in a variety of applications.
Classification accuracy through the convolutional neural networks algorithm is supe-
rior to conventional machine learning techniques such as ANN and DNN.

4.5 Random Forest

Random forest is also a Machine Learning technique that is used to solve regression
and classification problems. It consists ofmany decision trees. Random forestsmerge
multiple decision trees which producemore accurate and stable predictions. Random
forest always proved to be the best way in classifying the sitting postures even when
compared with SVM and other algorithms.

5 Application of Seat Sensors

Sitting posture analysis is widely applied in many day-to-day applications such as
biomedical, education, and health care domains.

Algorithm name Accuracy (%) No. of sensors No. of positions
Support Vector Machine 97 Seat (4) 7
SVM 93.90 Seat (8 * 8) 9
Random Forest 90.90 2-armrests 7

4-backrest
10-seat pan

AdaBoost 87 10-seat pan 15
Naive Bayes 82 Seat (6 * 8) 9

Backrest (2 * 8)

5.1 Find the Seat Occupancy

There exists much research to find seat occupancy using seat sensor data. Seat occu-
pancy helps in airbag sensing, driver departure, seat belt alarm sensors, automatic
taxi fares, and so on. The seat sensors are also used to find whether the seat is occu-
pied or not. If there is no person in the seat, the airbag will not open. Some area
which it applicable are driver seat and passenger seat. When the pressure values of
the seat are more than the threshold, it is classified as seat occupied else the seat is
empty.
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5.2 Finding the Human Body Posture

Body posture helps in determining how the person is sitting on the chair. Like the
person is resting to the back seat or not and other postures are leaning to left, leaning
to the right, leaning forward, cross the legs, left leg crosses, right leg crossed. All
these postures can be identified by seat pressure sensors and the pressure numeric
value of those sensors [34].

5.3 Finding the Drivers Active State Using Seat Sensors

As we know if any person drives for a long time, the person may feel drowsy and
stressed. So, the person must take a break to prevent the accident. Here, the person
state can be defined by how long the seat sensors are in an active state (pressure on
seat sensors).

6 Research Gap and Future Scope

Using seat sensor data to determine the driving state in a real-time car is still an
emerging topic with research using postural information. The major research gap is
that several studies have been conducted reporting on driver drowsiness and fatigue
[35, 36]; however, there are limited studies on seat sensor’s response during other
miscellaneous states such as drowsiness or fatigue.

For postural variation as an indicator for drowsiness while driving, the research
must keep an eye on each participant as it varies from person to person. The primary
extracted feature must be normal posture which is considered as base posture. Con-
sidering normal posture, other postures can be predicted easily. Once the features
have been obtained, a neural network should be trained with all the recorded data.
The time required to train the neural network is dependent on the quantity of the
dataset. Even if the dataset is large, it may be taking hours or days to train but will be
extremely accurate. If the researchers plan to develop a real-time system, then ran-
dom forest or SVM should be used as the primary classifier with the neural network
as a baseline for accuracy.

7 Conclusion

This paper is not exhaustive but gives a contemporary view of the methods and
technologies used to determine the human state. The literature review clearly states
that seat sensors are more effective and easy to use in studying the body posture
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of human subjects in a real-world car compared to other sensors. Seat sensor infor-
mation can be easily obtained and is non-intrusive to the driver or passenger when
compared with other biomedical signals. Postural movement in a car can provide
precise valuable information about driving state, passenger’s comfort level, external
environment, etc. The features from the postural changes are used to build different
prediction and classification models. The overall system is capable of supporting
healthy AI and human passenger dynamics. The information can be fed to the AI
driver to continuously improve its driving based on passenger preferences.
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A Proxy Re-signcryption Scheme
with Delegation Property

Abdulrahman Alamer

Abstract Recently, proxy re-encryption (PRE) cryptosystem has been increasingly
suggested in many fields, including the cloud and fog computing paradigm. In the
PREparadigm, inwhich the only confidentiality of security features of the transmitted
message is guaranteed, the proxy entity can re-encrypt the message without exposing
the corresponding plaintext. However, other security features such as integrity and
authenticity are not guaranteedwith using PRE cryptosystem. Thus, in a true assump-
tion, the proxy entity is indicated as a semi-trusted entity, mostly in fog computing
where fog nodes, such as the road side unit (RSU), are considered untrusted. Themali-
cious RSU fog node can easily modify the integrity of the encrypted message. This
paper proposes a proxy re-signcryption scheme with delegation property (PRSCD),
in which the security features of data integrity, confidentiality, and authenticity are
completely guaranteed during the transmission process. Thus, the PRSCD is proved
in CCA on security models. An analysis of security illustrates that the PRSCD is
able to prevent a malicious RSU fog node from performing a number of security
challenges.

Keywords Proxy re-encryption · Confidentiality · Integrity · Authentication ·
Signcryption · Proxy re-signcryption

1 Introduction

Proxy re-encryption (PRE) [1] has been designed as a special form of public-key
encryption, which allows a semi-trusted entity to perform a re-encryption (RE)
process on a transformation ciphertext message utilizing a permit re-encryption key
(REK) without knowning the underlying original content of the message while re-
encrypting a ciphertext. Therefore, many PRE schemes have been introduced against
chosen-ciphertext attacks (CCA) and replayable chosen-ciphertext attacks (RCCA)
[2–4].
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With these useful properties, PRE has been suggested for use in protecting many
Internet of Things (IoT) application scenarios in cloud or fog computing network [5,
6]. However, security and privacy challenges still prevent the PRE from being fully
used on these IoT application scenarios [7, 8]. As an example, because of the less
verifiable property of the PRE paradigm, a malicious proxy entity can easily play
with the integrity of a transmitted ciphertext [9]. Thus, following the RE phase, the
proxy entity might forward a forged ciphertext message to the recipient [10]. With
no guarantee of protecting the ciphertext integrity, the PRE technique may not be
recommended for various IoT application scenarios [6].

Although significant works have been conducted using a digital signature scheme,
together with a separate a public-key encryption scheme in order to guarantee cipher-
text confidentiality and integrity [11–13], these works offer neither sufficient nor
practical suggestions for IoT application scenarios since they are built on the assump-
tion of a sign-then-encrypt scheme [14]. This is because the cost involved in this
approach is actually the combined cost involved in having to sign the message then
encrypt and re-encrypt it [15].

Motivated by this potential issue, this paper presents a design for a proxy re-
signcryption scheme with delegation property (PRSCD), which is a new promising
paradigm in public-key cryptography. This is considered as an enhancement of the
PRE technique in order to simultaneously guarantee confidentiality, integrity, and
authentication for each transmitted ciphertext message in the IoT network. In the
PRSCD technique, the proxy entity can concurrently perform the re-encryption and
re-signature in one process without the requirement to access the corresponding
plaintexts. The receiver then has the ability to authenticate the sender and proxy entity
by verifying the received ciphertext message. The received ciphertext message can
be considered as a valid message only if the receiver validly authenticates both the
sender and the proxy on the ciphertextmessage. Therefore, PRSCDcan be effectively
utilized as a security scheme for protecting many types of IoT applications. A review
of current research suggests that no other proxy re-signcryption schemes dealingwith
delegation property have yet been designed. This work concentrates on the design of
the first such PRSCDmethod with proofs of a CCA-security in the proposed security
model.

1.1 Related Work

Proxy re-encryption (PRE) has been designed to prohibit a semi-trusted proxy from
knowing the underlying message content while performing RE process [16]. It is
categorized into two forms: a bidirectional PRE (B-PRE) method and a unidirec-
tional PRE (U-PRE) method. In the B-PRE, the RE process is implemented in both
directions using the same REK [17]. In the U-PRE, RE process is implemented in
only one direction using one REK [1].

Therefore, authors in [18] introduced thefirstU-PREmethod to supply public veri-
fiability. In addition,Weng et al. [19] presented a newU-PREmethodwithout random
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oracles. Paul et al. [20] proposed the first PRE method in CCA-secure without pair-
ings under the problem of computational Diffie–Hellman. Yao et al. [21] presented
an identity-based conditional PRE scheme with CCA-secure for secure cloud data
sharing. Wang et al. [22] introduced a PRE with additional benefits of a noninter-
activity and collusion resistance and RCCA-secure. Authors in [23] introduced the
PRE method with a delegatable verifiability feature (PREDV) that is defend against
RCCA to achieve delegatable verifiability. Many PREmethods have been studied for
addressing many of security issues that arise from different application backgrounds
in real-life practice [24, 25]. According to B-PRE and U-PRE concepts in CCA-
secure and RCCA-secure, many works have been proposed for supporting different
network security [26–28].

However, it seems that these works still need significant improvement regarding
the computational costs and communication overhead used by them to achieve secu-
rity requirements including integrity, confidentiality, and authentication for every
transmitted ciphertextmessage in the IoTnetwork. Thus, theseworks are not practical
for use in the IoT paradigm.

1.2 Contributions

Motivated by the above-mentioned issues, this paper proposes a proxy re-
signcryption scheme that supports a delegation feature (PRSCD) with proofs of the
CCA-secure in the standard model. Due to the fact, there is no work yet is proposed
a proxy re-signcryption method with a delegation feature designed up to this end,
this paper selects the most dynamic PRE methods in [18, 19] as benchmarks. The
contributions of this work are listed as follows.

• An efficient proxy re-signcryption method that supports a delegation feature
(PRSCD) is proposed with CCA-security proofs in the proposed security models.

• The proposed PRSCD scheme is used to enhance the PRE security features.
The PRSCD can achieve integrity, confidentiality, and authentication for first
and second level ciphertexts while RE process.

• Security analysis is performed to display the ability of the PRSCD in achieving the
security features of confidentiality, integrity, and authentication that can prevent
any potential threats.

• Evaluation is performed to display the PRSCD efficiency compared with PRE
methods in [18, 19].

1.3 Paper Organization

The rest of the paper is ordered as the following. In Sect. 2, the preliminaries and
security models of PRE are presented. Section 3 first presents the security models of
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PRSCD, and then the PRSCD in detail is presented followed with security proofs.
The performance evaluation is presented in Sect. 4 and conclusions in Sect. 5.

2 Preliminaries

2.1 Bilinear Pairings

Let G and GT be two cyclic groups with the same prime order p. ê is an admissible
bilinear pairing ê : G × G → GT if the following functions are met:

• Bilinearity: For all a1, a2 ∈ Z∗
p and Q,V,R ∈ G, where

– ê(Q + V,R) = ê(Q,R)ê(V,R).
– ê(Q,R + V) = ê(Q,R)ê(Q,V).
– ê(Qa1 ,Va2) = ê(Q,V)a1a2 = ê(Qa2 ,Va1).

• Non-Degeneracy: ê(Q,V) �= 1GT .• Computability: ê(Q,V) is computed.

2.2 Complexity Assumptions

The complexity problem of the discrete logarithms that are assumed to be related to
the PRSCD is listed as follows:

Definition 1 Computational Diffie–Hellman (CDH) Problem. Let a1, a2 ∈ Z∗
q and

g is G generator. Thus, with given g, ga1 , ga2 ∈ G, the problem of CDH is how to
compute g, ga1, ga2 ∈ G.
Definition 2 Decisional Bilinear Diffie–Hellman (DBDH) Problem. Let a1, a2, a3 ∈
Z∗
q and g is G generator. Thus, with given g, ga1, ga2 , ga3 ∈ G, the problem of DBDH

is to decide whether f = ê(g, g)a1a2a3 , where f ∈ GT .

Definition 3 Collision-resistant (CR) hash function. Given a1, a2 ∈ Z∗
p, it is

infeasible for an adversary with CR hash H function to discovery a1 �= a2 with
H(a1) = H(a2).

2.3 Model of Single-Hop U-PRE

Definition 4 (Single-hop U-PRE). A single-hop U-PRE method consists of the
following probabilistic polynomial-time (PPT) algorithms.
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• Initiate (γ ) → (P). Given γ as a system security parameter, the authorized server
executes the Initiate algorithm to output theP as public parameters of the system.

• KGen(P) → (pki , ski ). Given the system public parameters P , the authorized
server will run the KGen algorithm to output the public and private keys (pki , ski )
for each registered user i .

• RKGen(pk2, sk1) → (rk1→2). Given a sender’s sk1 and the delegated user’s pk2,
the authorized server will run the RKGen algorithm to generate the REK rk1→2.

• Enc(pk1,m) → (α). Given a plan text m ∈ {0, 1}∗ and pk1, the sender 1 will run
the Enc algorithm to generate a first level α ciphertext under pk1.

• REnc(rk1→2, α) → (
α′). Given the α and REK rk1→2, the proxy entity runs the

REnc algorithm to generate the second level α′ ciphertext under the pk2.
• Dec

(
α′, sk2

) → (m). Given the second level α′ ciphertext and a delegated user’s
sk2, the receiver user 2 runs Dec algorithm to output the message m.

Correctness. For any message m ∈ {0, 1}∗, (pk1, sk1), (pk2, sk2) ← KGen(1γ ),
the following conditions must hold:

rk1→2 ← (pk1, RKGen(pk2, sk1)) (1)

α′ → Dec

⎛

⎝sk2, REnc

⎛

⎝rk1→2,Enc(pk1,m)︸ ︷︷ ︸
α

⎞

⎠

⎞

⎠ = m (2)

2.4 Security Models for U-PRE

RCC-Security for U-PRE. The U-PRE scheme generates two levels of ciphertexts.
The first ciphertext level (1cl) is known as the original ciphertext that is generated
from the encryptedmessagem, and the second ciphertext level (2cl) is generated from
the re-encrypted the original 1cl. Hence, the RCC-security for the U-PRE scheme is
defined from these two cases.

2.4.1 CCA − 1

The security challenge of the 1cl.

Initiate: The challenger S server generates the P from choosing (γ ).

Phase 1: The adversary D generates a set of queries � = {q1, ..., qn}. Each qi ∈ �

is considered as one of the � = (Opk,Osk,Ork,Ore,Odec
)
oracles, in which they

model the ability of an adversary, as follows:
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• Public keyOpk generation oracle: Given (P), the S runs the KGen(P) algorithm
to output (pk, sk). The pk will be given toD and (pk, sk)will be recorded inTpk

table. For any q j ∈ � oracle query that involves pki , we require that (pki , ski )
can be found in T pk , otherwise the oracle will return 0.

• Private keyOsk generation oracle: Given pki ,S returns “1” toD if ski with respect
to pki is existing in T sk , otherwise outputs “0”.

• REK Ork generation oracle: Given
(
pki , pk j

)
, the S returns rki→ j =

RKGen
(
pk j , ski

)
to D as well as records it in T rk table where pki �= pk j .

• RE Ore generation oracle: Given
(
rki→ j ,Ci

)
, S returns C

′
i =

REnc
(
RKGen

(
ski , pk j

)
, pki ,Ci

)
to D as the 1cl and C

′
i as the 2cl.

• Decryption Odec generation oracle: Given
(
pki ,C

′
i

)
, S outputs the m =

Dec(ski ,Ci ) to D.

Challenge: The S randomly selects B ∈ {0, 1}∗ and returns ciphertext C∗
i =

Enc
(
mB, pk∗

i

)
. It then forwards C∗

i ciphertext to D as a challenge.

Phase 2: This is the same as Phase 1 but the S will reject the following queries:

• For any public key pk j = pk∗
i , D cannot be allowed to generate queries on

Osk
(
pk∗

i

)
.

• For any pk j = pk∗
i , D cannot be allowed to generate queries on Osk

(
pk j

)
when(

pk∗
i , pk j ,C∗

i

)
has been queried to Ork .

• For any pk j , D cannot be allowed to concurrently generate queries on Osk
(
pk j

)

and Ore
(
pk j , pk∗

i ,C
∗
i

)
.

• For any pk j , D cannot be allowed to concurrently generate queries on Osk
(
pk j

)

and Ore
(
pk j , pk∗

i ,C
∗
i

)
.

• For the first level ciphertext Ci ← Ore
(
C∗
i , pk j , pk∗

i

)
, D cannot be allowed to

generate the decryption queries on Odec
(
pk j ,Ci

) ∈ {0, 1}∗.
Guess: The D returns a guess B∗ ∈ {m0,m1}∗, and it will win the game only if
B∗ = B.
Theorem 1 The U-PRE method is CC A−1 secure if all efficient adversariesD are
specified as above. D’s advantage

(
AdvCCA−1

PRE (1γ )
)
is negligible.

Proof In the U-PRE scheme, theD’s advantage AdvCCA−1
U−PRE(1

γ ) against the CCA−1
is formulated as |Pr[b = b′] − 1/2| due to theD’s advantage running in two phases,
guess (∂) and query (�), as is formulated in:

AdvCCA−1
U−PRE(1

γ ) =
∣∣∣∣Pr

[
B∗ = B

∣∣∣∣
�;
∂.

]
− 1

2

∣∣∣∣ (3)

where � and ∂ can be calculated as:

• � = (
pk∗

i , (m0,m1), st
) ← D�

� (P)

• ∂ = B∗ ← D�
∂ (P,C∗, st)
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st denotes theD’s internal state information and� = (
Opk, Osk, Ork, Ore, Odec

)
.

Thus, for any time (t), D, respectively, makes queries qi ∈ � to � oracles, such that
D

(
t · AdvCCA−1

U−PRE(1
γ )

) ≤ ε. Therefore, no polynomial-time algorithm D with an
advantage ε and running time t is to solve the DBDH and CDH problems.

2.4.2 CCA-2

The security challenge of the second level ciphertext.

Phase 1: This is a similar case to that in the security challenge of the first level
ciphertext (CCA-1).

Challenge: The S randomly selects B ∈ {0, 1}∗ and computes C ′ =
REnc

(
rki→ j ,Enc

(
mB, pk∗

i

))
and then forwards C∗ to D as a challenge.

Phase 2: This is the same as Phase 1; however, the S will return 0 in the following
queries:

• If pk j = pk∗
i and pk j has been queried to Osk .

• If
(
pk j ,Ci

) = (
pk∗

i ,C
′
i

)
has been queried to Odec.

Guess: Giving a guess B∗ ∈ {m0,m1}∗, D will win the game only if B∗ = B.
Theorem 2 The U − PRE method is a CCA−2 secure if all efficient D are defined
as above. The D’s advantage

(
AdvCCA−2

U−PRE(1
γ )

)
is negligible.

Proof The D’s advantage AdvCCA−2
U−PRE(1

γ ) against the CCA − 2 is defined as
|Pr[B′ = B] − 1/2| due to the D’s advantage using (�) and (∂), which is similar to
that in the security challenge of the first level ciphertext (CCA − 1).

3 The Proposal

The proposed PRSCD scheme addresses the integrity and verification security issues
related to the general concept of the U-PRE scheme. Hence, PRSCD can protect
1cl and 2cl ciphertexts from multiple security threats. The PRSCD is explained as
follows.

3.1 Model of Single-Hop Unidirectional PRSCD

Definition 5 (Single-hop U-PRSCD). A single-hop U-PRSCD method is consisted
of PPT algorithms, as follows:
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• Initiate(γ ) → (P). This algorithm takes γ as input of security parameter and
outputs the P as the public parameters of the system. This algorithm is executed
only by an authorized trust (AT) server.

• KGen(P) → (pki , ski ). This algorithm takes the P as input and outputs the
public and private keys (pki , ski ) for each registered user i . This algorithm also
runs only by the AT-server.

• RSKGen
(
ski , pk j

) → (
rski→ j

)
. This algorithm takes the user j’s pk j and the

user i’s ski , and then outputs the re-signcryption key rski→ j . This algorithm is
executed by the user i .

• Signc(pki , ski ,mi ) → (α). This algorithm takes themi ∈ {0, 1}∗ and the pki , ski
as input and generate a signcrypted ciphertext αi = {ci , σi } under the public key
pki , where ci is the encrypted message with its corresponding signature σi . This
algorithm is also executed by the user i

• ReSignc
(
rsk, skp, αi

) → (
α

′
i

)
. This algorithm takes the (αi ), the proxy-server’s

private key
(
skp

)
and the re-signcryption key rski→ j as input and produces

a re-signcrypted ciphertext α
′
i = {

c
′
i , σ

′
i

}
under the pk j . This algorithm is

only executed by the authorized proxy entity that has authority to hold the
re-signcryption key rski→ j .

• Ver
(
σ

′
i , pki , pkp

) → (1, 0). This algorithm takes the σ
′
i , sender’s pki and the

proxy-server’s pkp as input and outputs 1 if the σ
′
i are generated by a valid

pki , pkp, otherwise it outputs 0.
• Dec

(
α

′
i , sk j

) → (
m

′
i

)
. This algorithm takes the α

′
i ciphertext and the sk j as input

and outputs the message m
′
i = mi . Note that the verification PRSCDVer and

decryption PRSCDDec algorithms are both performed by the user j holding the
pk j , sk j who was delegated by the user i holding pki .

Correctness. For any message σ
′
i = {

σ
′
i , c

′
i

}
, (ski , pki ) ← KGen(γ ), and(

sk j , pk j
) ← KGen(γ ), the following conditions must be held:

Ver
(
σ ′, σ

) → (
ci , c

′
i

) =
{
1, if

(
pki , pkp

)
valid

0, otherwise
(4)

c′ → Dec

⎡

⎣ReSignc

⎛

⎝Signc(m, pki )︸ ︷︷ ︸
c

, rki→ j

⎞

⎠, sk j

⎤

⎦ = m (5)

3.2 The Detailed PRSCD

The proposed PRSCD scheme contains from a set of algorithms:
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3.2.1 Initiate (γ )

In this algorithm, the AT-server tacks γ as input of security parameter in order to
output the P public parameters P of the system, as follows:

• Choosing bilinear groups (G,GT ) with the same q prime order.
• Choosing g ∈ G as a generator.
• Choosing three CR hashes H1 : {0, 1}∗ → Z∗

q , H2 : G → {0, 1}256 and H3 :
{0, 1}256 → G.

• Setting ê : G × G → GT .
• Outputing P = (

q, g, ê,G,GT ,H1,H2,H3
)
.

3.2.2 KGen(P, I Di )

In this algorithm, the AT-server tacks P and user i’s identity I Di as input in order
to output the public and private keys for each user i as follows:

• Selecting xi ∈ Z∗
q randomly as a private key for user i .

• Computing Xi = gxi as a corresponding user i’s public key.
• Computing Qi = H1(I Di , salt) as a user i’s pseudo-identity [29, 30].

In a secure way, sends (Xi , xi , Qi ) to end user i .

3.2.3 RSKGen(xi, X j )

In this algorithm, the user i’s takes hes private key xi and public key
(
X j

)
of user j

as input in order to generate rski→ j = (X j )
λ/xi where λ ∈ Z∗

q as a secure agreement
information between sender i and receiver user j . Subsequently,

(
rski→ j

)
will be

forwarded to the proxy-server in a secure way.

3.2.4 Signc (Xi, xi,mi .)

In this algorithm, the user i’s takes hes public and private key xi , Xi , and message
mi ∈ {1, 0}∗ as input in order to generate a signcryption (αi ) ciphertext under (Xi ).
This algorithm runs by first selecting a random value ri ∈ Z∗

q , then computing the
following:

• Ci = (Xi )
ri

• Li = gri
• Ki = H2(Li ) ⊕ mi
• Ri = H3(Ki )
• σi = (Ri · Ci )

xi

• αi = (Ci , Ki , σi )
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3.2.5 ReSignc (rski→ j , x p, α i )

In this algorithm, the proxy-serve takes hes private key xp and the signcryption
ciphertext (αi ) as input in order to generate a re-signcryption ciphertext

(
α

′
i

)
under

the
(
X j

)
, as the following:

• C
′
i = (Ci ) · rski→ j

• σ
′
i = (C

′
i )

xp · σi
• α

′
i = (

C
′
i , Ki , σ

′
i

)

3.2.6 Ver (σ
′
i )

This Ver algorithm runs by the receiver j who holds the public key X j to authenticate
the sender user i with Xi and the proxy-server with X p. The receiver j determines
the Xi , X p and computes Ri = H3(Ki ) to verify if σ

′
i holds true value by verifying

the following:

ê
(
g, σ

′
i

)
?= ê

(
X p,C

′
i

)
ê(Xi , (Ri · Ci )) (6)

3.2.7 Dec (x j , σ
′
i )

This Dec algorithm also runs by the receiver j who holds the public key X j . If
the output from Eq. (6) holds, the receiver j will decrypt the ciphertext α

′
i as the

following:

• L
′
i = (C

′
i )

1
x j λ = (gri x jλ)

1
x j λ = g

ri x j λ

x j λ
=gri

• m ′ = L
′
i ⊕ Ki

Correctness. For an honest verification of the above Eq. (6), the verifier must have
the verifiability on the sender’s Xi and the proxy-server’s X p. The correctness of
Eq. (6) can be simulated under the DBDH assumption as follows:

ê
(
g, σ

′
i

)
= ê(g,

(
E

′
i )

xpx · σi

)
= ê(g,

(
C

′
i )

xp
)
ê(g, σi )

= ê(g,
(
C

′
i )

xp
)
ê(g,

(
Ri · Ci )

xi
)

= ê
(
gxp ,C

′
i

)
ê
(
gxi , (Ri · Ci )

)

= ê
(
X p,C

′
i

)
ê(Xi , (Ri · Ci ))
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3.3 Security Models for PRSCD

The PRSCD scheme generates two levels of ciphertexts. The first ciphertext level
(1cl) is known as the original ciphertext that is generated from the signcrypted
messagem, and the second ciphertext level (2cl) is generated from the re-signcrypted
the original 1cl. Hence, the RCC-security for the PRSCD scheme is defined from
these two cases.

Theorem 3 The PRSCD is CCA-secure at the 1cl only if the PRSCD is CCA-1 secure
under the DBDH and CDH assumption.

Proof AssumingD is an adversarywith ability of breaking theCCA-1 security of the
PRSCD, andF is an algorithm that is designed for breaking theCCA-1 security of the
PRSCD usingD. Therefore,F andDwill challenge each other through investigating
the CCA-1 security game, as follows:

Initiate (γ ): F runs Initiate(γ ) algorithm to output the P .

Phase 1: For all D’s queries, F answers D as follows:

• In Opk oracle, F runs KGen to output sk, pk. Then, F queries its own Opk ∈ �

oracle for PRSCD to output pk in PRSCD. Thus, F performs the following:

– Selects xi , a, b ∈ Z∗
p,wi ∈ {−1, 0, 1}

– If wi = −1, sets pki = gxi

– If wi = 0, sets pki = gbxi

– If wi = 1, sets pki = gaxi

Subsequently, F records (pki , xi , wi ) in T pk , and outputs pki for D.

• In Osk oracle, if wi = −1, F searches the corresponding (xi , pki , wi ) in T pk

and then returns ski = xi as the private key to D. Otherwise, F returns a random
B ∈ {0, 1}∗.

• InOrsk oracle,F seeks for (pki , xi , wi ) and
(
pk j , x j , w j

)
in T pk to output rski→ j

as a delegation from user i to user j . F then returns rski→ j to D depending on
the following conditions:

– ski = xi if Pr
[
wi = −1]∨Pr [wi = w j

]
, returns rki→ j = pkλ/xi

j .
– ski = axi ∧ sk j = bx j if Pr

[
wi = 1]∧Pr [w j = 0

]
, returns rki→ j =

pkbλ/axi
j .

– ski = axi ∧ sk j = x j if Pr
[
wi = 1]∧Pr [w j = −1

]
, returns rki→ j =

pkλ/axi
j .

– ski = bxi ∧ sk j = ax j if Pr
[
wi = 0]∧Pr [w j = 1

]
, returns rki→ j =

pkaλ/bxi
j .

– ski = bxi ∧ sk j = x j if Pr
[
wi = 0]∧Pr [w j = −1

]
, returns random B ∈

{0, 1}∗.
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• In OSignc oracle, F fetches the ciphertext αi and queries its own re-signcryption
Orsk ∈ � oracle to output a re-signcrypted α

′
i ciphertext that is identical to(

rski→ j , skp, αi
)
. F then proceeds to execute α

′
i as the following:

– C
′
i = (Ci ) · rski→ j = Xri

i · Xλ/xi
j = gxi ri · gx jλ/xi = gxi ri x jλ/xi = gri x jλ

– σ
′
i = (C

′
i )

xp · σi = gxpri x jλ · (Ri · Ci )
xi

F then returns α
′
i toD. For a noticing, theC

′
i = gri x jλ ciphertext is blinded

by a secret value λ between user i and user j as well as a random number
ri ∈ Z∗

p, hence no information about λ and ri values can be guessed or leaked
to the adversary D.

• Over : In the verification oracle Over , F seeks for
(
pks, pkp

)
in T pk to generate

a verification Over process in order to authenticate the sender s and proxy-server
p. F then returns the result of PRSCD · Ver(σ ′

i

)
to D.

• Odec : In the decryption oracle Odec, F seeks for
(
C∗
i

)
in T pk corresponding to

pki . F returns mi to D depending on the following conditions:

– If the C∗
i is the first level of ciphertext C∗

i = Ci , F seeks receiver i’s ski in
T pk corresponding to pki . F then queriesOdec to obtain m corresponding to
pki in PRSCD and then returns m to D.

– If the C∗
i is the second level of ciphertext C∗

i = C
′
i , F seeks delegated

user j’s sk j in T pk corresponding to pk j . F then queries Odec to obtain m
corresponding to pk j in PRSCD and outputs mi to D.

Challenge: IfD is decided that Phase 1 is over, it will return pki andm0,m1 ∈ {0, 1}∗
for the purpose of challenging. F recovers tuple

(
pk∗

i , x
∗
i , w

∗
i

)
and then queries its

own challenge � oracle for
(
x∗
i , pk

∗
i , w

∗
i

)
and

(
m∗

0,m
∗
1

)
to output the challenge C∗

i
ciphertext and finally returns C∗

i as the ciphertext challenge to D.

Phase 2: This is similar to Phase 1 but with the CCA-1 security game restrictions.

Guess: D continues querying and F answers to D’s queries as in Phase 1, since D
has to follow the CCA-1 security game restrictions.

Output: D returns a guess B∗ ∈ {0, 1}∗ such that if B = B∗, F will return “1”,
otherwise, will return “0”. However, when B = B∗, the following theorem will be
obtained.

Theorem 4 The PRSCD is an CCA-2 secure at 2cl only if the PRSCD is an CCA-2
secure under the DBDH and CDH problems.

Proof Similar with Theorem 3 proof, in which if D is an adversary with ability of
breaking the CCA-2 security of the PRSCD and F is an algorithm that is designed
to break the CCA-2 security of the PRSCD through using D. Therefore, F and D
will be challenging each other through investigating the following CCA-2 security
game.

Initiate: F executes Initiate (γ ) algorithm to output the P as system parameters.
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Phase 1: For all D’s queries, F answers in a similar way to Theorem 3 proof.

Challenge: IfD is decided the Phase 1 is over, it will output pk∗
i andm

∗
1,m

∗
0 ∈ {0, 1}∗

for the purpose of challenging. F then queries its own challenge � oracle with(
pk∗

i

)
,m∗

i 0,m
∗
1) to output the C∗

i as a ciphertext challenge. Thus, F outputs C∗
i to

D as a ciphertext challenge.

Phase 2: This is similar to Phase 1 but with the CCA-2 security game restrictions.

Guess: D continues querying and in contrast F answers to D’s queries as described
in Phase 1 if D is following the CCA-2 security game restrictions.

Output: If D returns B = B∗, F will return “1”, otherwise, returns “0”.
Here, the explanation of the PRSCD is completed, the following theorem will

begin to analyze the PRSCD simulation.

Theorem 5 The proposed PRSCD is an CCA-secure at all ciphertext levels (CCA-1,
CCA-2) through fulfilling most of the security feature requirements such as confiden-
tiality, integrity and authentication since the underlying PRSCD is an CCA-secure
with assumptions of DBDH and CDH problems.

Proof Assuming F is an algorithm obtains (g, ga1 , ga2 ∈ G) and (Q ∈ GT ) with
zero-knowledge of a1, a2, a3 ∈ Z∗

q , in which F aims to compute ga1a2a3 ∈ G in
order to find if Q = e(g, g)a1a2a3 ∈ GT . Thus, F can break the CDH and DBDH
assumptions. Thus, ifF is a polynomial-time algorithm with an advantage ε and has
ability to solve the CDH and DBDH problems in (G,GT ) with:

∣∣Pr
[F(

g, ga1 , ga2 , ga3 , e
(
g, g)a1a2a3

) = Q
]

−Pr
[F(

g, ga1 , ga2 , ga3 , Q
) = 1

]∣∣ ≥ ε (7)

∣∣Pr
[
τ + O(t)

(
qpk + qrk + qdec

)]∣∣ ≤ ε (8)

The (ε, τ )-CDH is holded only if there is no ε algorithm with τ time can compute
the CDH problem where t is the maximum time to execute ga1a2a3 ∈ G. There-
fore, since the message m is encrypted and signed in the (CCA-1, CCA-2) with
assumptions of DBDH and CDH problems, it will be difficult to be computed in a
polynomial time, as shown in Theorem 5’s proof, the proposed PRSCD scheme can
guarantee the most important security features such as simultaneous confidentiality,
integrity, and authentication.

4 Performance Evaluation

This subsection demonstrates the performance evaluation of the proposed PRSCD
scheme from two aspects: computational and communication overhead.
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4.1 Computational Overhead

The computational overhead focuses on counting complicated cryptographic opera-
tions, including bilinear pairing in ê, scalar exponentiation in G and multiplication in
GT . To illustrate the computational overhead of the proposed PRSCD scheme, the
evaluation is executed on a MacBook pro with CPU-i7 Intel core, 8 GB RAM, and
@2.9 GHz. The theoretic number of the cryptography is executed by the MIRACL
core cryptographic library. TheWeil pairing is executed on y = x3 +1 elliptic curve
over Fp with a generator g is 512 bits. The notations that are used in this computa-
tional overhead are denoted as EG , EGT and BP , which represent the time cost of a
scalar exponentiation operation in G, the time cost of exponentiation operation in GT

and the time cost of computing a bilinear pairing operation in ê, respectively. Table
1 demonstrates the cryptographic operation costs for each process in the proposed
PRSCD. In addition, Table 3 shows the calculation running time for the EG , EGT ,
BP operations in milliseconds. On the basis of the computational cost value results,
the PRSCD is compared with other PRE schemes in [18, 19], as displayed in Table
2.

Table 1 PRSCD
computational cost

Key and rekey-signcryption generation

Phases Operations Run time (ms)

KGen n(EG) n(1.0)

RSKGen EG 1.0

Signcryption and re-signcryption

Phases Operations Run time (ms)

Signc 3(EG) 3(1.0)

ReSignc EG 1.0

Verification and decryption

Phases Operations Run time (ms)

Ver 3BP 3(2.9)

Dec EG 1.0

Table 2 PRSCD overhead analysis

Schemes Computational
overhead

First level ciphertext
length size

Second level ciphertext
length size

Libert and Vergnaud
[18]

11EG + 8BP +
2EGT

|σ |+ 2|G|+ |GT |+ |sv| |σ | + 4|G| + |GT | + |sv|

Weng et al. [19] 5EG + 5BP +
4EGT

3|G| + |L| + |Z∗
p| |L| + |Z∗

p| + 2|G + |GT |

Proposed scheme 6EG + 3BP |L| + 2|G| |L| + 2|G|
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Table 3 Cryptographic
operation running time

Descriptions Execution time (ms)

EG Exponentiation in G 1.0

MGT Exponentiation in GT 0.2

BP Pairing operation 2.9

4.2 Communication Overhead

The length size of the ciphertext message is considered as a crucial value that can
affect on the successful of any cryptographic scheme. Thus, it is crucial to display the
communication overhead efficiency of the PRSCD scheme. The PRSCD communi-
cation overhead is analyzed from two phases: the length size of the first ciphertext
level, which denotes the communication from the sender-to-proxy and the length size
of the second ciphertext level, which denotes the communication from the proxy-
to-receiver. Here, |G| denotes the length size of an element in G while |L| denotes
the length size of an element in {1, 0}. Assuming that the length size for each scalar
expsonentiation in G is 160 bits and the ciphertext message in |L| is 256 bits (Table
3).

Sender-to-proxy. The size of the ciphertext length |αi | that is generated by the sender
to send a message m as a ciphertext αi to the proxy-server is |αi | = (|L| + 2|G|).
Hence, the size of the first ciphertext level |αi | = 320 + 256 bits.

Proxy-to-receiver. When the proxy-server receives the ciphertext αi , it will perform
the re-signcryption ReSignc algorithm to output a second level α

′
i ciphertext. Thus,

the size of the second ciphertext level α
′
i is

∣∣α
′
i

∣∣ = (|L| + 2|G|) = 320 + 256 bits.
Table 2 shows a comparison of the communication overhead with PRE schemes

in [18, 19]. Here, |σ | is the length size of the LV08 one-time signature method and
|sv| is the length size of the key verification. A summary of the above evaluations,
the proposed PRSCD provides an efficient protocol that has a lower computation
and communication cost that is suitable for narrow bandwidth and terminals with
limited resources. Therefore, the PRSCD is capable of being used in any application
scenario, including IoT, cloud, and fog computing.

5 Conclusions

This paper presents a unidirectional proxy re-signcryption method with a feature of
delegation process (PRSCD). This paper proves that the PRSCD is CCA-security
through the proposed security models. Thus, the evaluation results show that the
PRSCD is able to increase the security features compared with other PRE schemes.
However, the proposal in this paper has a limited on only achieving a CCA-secure
single-hop U-PRSCD method. Therefore, in future works, designing a multi-hop
U-PRSCD method will be concentrated.
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Deep Learning-Based COVID-19
Detection Using Lung Parenchyma CT
Scans

Zeynep Kaya, Zuhal Kurt, Şahin Işık, Nizameddin Koca, and Sümeyye Çiçek

Abstract During theoutbreakof theCOVID-19pandemic, it is important to improve
early diagnosis using effective ways in order to lower the risks and further spread of
the viruses as early as possible. This is also important when it comes to appropriate
treatments and the reduction of mortality rates. In this respect, computer tomography
(CT) scanning is a useful technique in detecting COVID-19. The present paper, as
such, is an attempt to contribute to this process by generating an open-source, CT-
based image dataset. This dataset contains the CT scans of lung parenchyma regions
of 180 COVID-19 positives and 86 COVID-19 negative patients, all from Bursa
Yuksek Ihtisas Training and Research Hospital. The experimental studies demon-
strate that this dataset is effectively utilized deep learning-basedmodels for diagnostic
purposes. Firstly, a smart segmentation mechanism based on the k-means algorithm
is applied to this dataset as a pre-processing stage. Then, the performance of the
proposed method is evaluated using InceptionV3 and Xception convolutional neural
networks, yielding a 96.20% and 96.55% accuracy rate and 95.00% and 95.50% F1-
score, respectively. These state-of-the-art models are observed to detect COVID-19
cases faster and more accurately. In addition, the fine-tuning stage of the convolu-
tional neural network (CNN) features sufficiently improves this accuracy rate. For
these features, the support vector machine (SVM) classifier is used, resulting in
remarkable 96.76% accuracy rate and 95.81% F1-score. The implications of the
proposed method are immense both for present-day applications as well as future
developments.
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1 Introduction

A pandemic is known as an infectious disease that spreads rapidly across a large
region and affects a large number of people. The pandemic with the most deaths
in human history was the black death, which took the lives of an estimated 25–
200 million individuals in the fourteenth century [1]. The term “pandemic” can into
use with the Spanish Flu [2], which resulted in the deaths of 17–50 million people
between 1918 and 1920. OnMarch 11, 2020, theWorld Health Organization (WHO)
announced COVID-19 as a pandemic after its first appearance in theWuhan province
of China, and its spread worldwide since December 2019. Marked by symptoms
such as sore throat, headache, fever, runny nose, coughing, etc., this disease is easily
transmitted among individuals and it weakens the immune system [3] to the point
of multiple organ failures and eventual deaths [4]. Up to August 5, 2021, some
200,174,883 cases of COVID-19 were recorded by the WHO, and the death toll
reached 4,255,892 with a rapid increase of cases all over the world. As for Turkey,
these figures stood at 5,822,487 cases and 51,767 deaths on the same date [5].

According to the Chinese government, the COVID-19 cases were diagnosed using
real-time polymerase chain reaction (RT-PCR), which consumes a lot of time and
suffers from high false negative rates [6]. Most of the RT-PCR-positive patients
either show no symptoms or only minimal symptoms. The most important exposure
determining the prognosis in COVID-19 disease appears in the lungs. As a result,
planning treatments based on diagnosing COVID-19-triggered pneumonia in the
early stages can reduce mortality by allowing the disease to be intervened before
it progresses: However, it can be difficult to make a definitive diagnosis and avoid
delays in starting treatment. To make up for this disadvantage, thorax computer
tomography (CT) can be used as a more reliable and faster method, allowing for
speedy intervention since all medical centers are equipped with such facilities.

The deep learning-based approach is one of the most effective techniques utilized
by biomedical applications. With this fast and efficient method, many diseases are
diagnosed with high-accuracy rates. CT images are used by radiologists to deter-
mine which patients are COVID-19 positive or negative. An efficient automated
deep learning-based system can prevent misdiagnosis and delayed treatment. Several
works [7–10] have developed such methods to identify COVID-19 cases using CTs
with a high-accuracy rate. Additionally, open-access COVID-19 chest X-ray image
datasets [11] and the COVID-19 radiography database [12] are available for diag-
nostic purposes. These datasets are also utilized in [13], and they include three types
of chest images: COVID-19, pneumonia, and normal. Each image is pre-processed
before being trained with deep learning models. In this pre-processing stage, the
dataset is reconstructed using the fuzzy technique and stacking technique. Then, the
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developed dataset is trained using the MobileNetV2 and SqueezeNet deep learning
models, and the models are classified using the SVM method as in [13].

The integration of deep learning to detect the presence of COVID-19 in X-ray
images was proposed by exploiting transfer learning in [14]. The network activation
layers are shown as an additional contribution to identify the areas that the model
considered in order to generate predictions and improve the interpretability of the
predictions. Furthermore, an algorithm was introduced in [14] that can be used by
radiologists to immediately pinpoint the X-ray areas worthy of further investigation.
In [15], an automated deep learning-based approach was introduced for the detection
of COVID-19 infection in chest X-rays. The main contribution of this paper was to
overcome the lack of sensitivity of RT-PCR, and the chest X-ray images were utilized
to detect and diagnose of COVID-19. An extreme version of inception (Xception)
algorithm was used in the same work, since the algorithm can be trained with the
weights of networks for large datasets, as well as for fine-tuning the weights of
pre-trained networks on small datasets. In [16], an intelligent COVID-19 infection
diagnosis model was proposed based on the convolutional neural networks (CNNs)
andmachine learning techniques. This model ensures an end-to-end learning scheme
that can directly learn discriminative features from the input chest CT X-ray images
and eliminate the handcrafted feature engine. The developedmodel in the statedwork
can be used to assist field specialists, physicians, and radiologists in the decision-
making process. Aims of this study are to reduce the misdiagnosis rates and to apply
the proposed model as a retrospective evaluation tool.

A new deep learning-based computer-aided design (CAD) scheme for chest X-
ray radiography images was developed in [17]. The scheme can detect and classify
the images into 3 classes, namely COVID-19 pneumonia, other community-acquired
non-COVID-19 pneumonia, and normal (non-pneumonia) cases. Image processing
algorithmswere applied to remove themajority of diaphragm regions in this study, as
opposed to directly using the original chest X-ray images to train the deep learning
models. This pre-processing stage may help to significantly improve the models’
performance and robustness in detecting COVID-19 cases and in distinguishing them
from other community-acquired non-COVID-19 infected pneumonia cases. A well-
trained VGG16-based CNN model as a transfer learning model was selected in this
CAD scheme [17].

Modern artificial intelligence (AI) and machine learning (ML) technology are
recently employed to deal with challenges during the outbreak and spread of
the COVID-19 pandemic. In [18], a comprehensive review of studies is offered
concerning the model and technology for this purpose, including the types of AI and
ML and those of datasets. The final performance of each model and the compromises
and commutations of modern techniques are also presented to give a general insight
into their robustness. A deep learning-based system that combines the CNN and long
short-term memory (LSTM) networks to automatically detect COVID-19 from X-
ray images was introduced in [19], where CNN was used for feature extraction and
LSTM to classifyCOVID-19 based on those features. The 2DCNNandLSTM layout
features are combined to improve the classification accuracy. The dataset used was
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collected from multiple sources, and also pre-processing was performed to reduce
the noise.

In [20], texture is one of the main visual attributes present in chest X-ray images.
Some popular texture descriptors and also a pre-trained CNN model were used to
extract features from chest X-ray images. Multiple features were extracted using
different texture descriptions; then, different fusion techniques were used to take
advantage of each descriptor’s strength, both on early and late fusion modes. In
[9], a novel CAD system is proposed based on deep learning to classify COVID-19
infection versus other atypical and viral pneumonia-related diseases. Here, ten well-
known pre-trained CNNs were used to diagnose infections related to the COVID-19.
It can be deduced that the deep learning method can help radiologists in diagnosing
infections related to COVID-19. Another deep learning model was proposed for the
automatic diagnosis of COVID-19 in [9]. The developed model has an end-to-end
architecture without using any feature extraction methods, and it requires raw chest
X-ray images to enable diagnosis. Such tests performed after 5–13 days are found
to be positive in recovered patients, concluding that they may continue to spread
of the virus; hence, the need for more accurate methods to provide predictions. In
[8], the COVIDNet-CT is introduced as a deep convolutional neural network archi-
tecture tailored specifically for this purpose using chest CT images and a machine-
driven design exploration approach. A CT image dataset derived from CT imaging
data was introduced and collected from the China National Center for Bioinforma-
tion (CNCB). The decision-making behavior of the model was investigated, and an
interpretability-driven performance validation was carried out regarding its predic-
tions. A newnetwork architecturewas proposed in [10]. Binary class (COVID-19 and
no-findings) andmulti-class (COVID-19, no-findings, and pneumonia) classification
were carried out with capsule networks. COVID-19 and other images of different
sizes have been pre-processed to be input data to capsule networks. A novel model
that is different from the existing capsule networks was proposed.

Despite the promising results reported in the previous studies, many issues have
not been well investigated in regards to how to train deep learning models for esti-
mation of COVID-19 with optimal recognition rates; for instance, whether applying
image pre-processing algorithms can help to improve the performance and robustness
of the deep learning models. To better address some of the challenges or technical
issues, the present study applies a set of experiments on effective deep neural network
models, namely InceptionV3 and Xception. After determinate the best set of param-
eters, these models are used to detect COVID-19 among the patients. The proposed
models allow us to explore the critical visual factors associated with COVID-19
infection after mapping the characteristic of COVID-19 with large-size filters. The
trained models not only improve the decisions of experts but also minimize costly
procedures required to diagnose COVID-19.

Furthermore, the importance and originality of this study are that it integrates the
pre-processing step before mapping the raw image data to CNN features. For this
purpose, it applies a simple but effective pre-processing step to the obtained an open-
sourced dataset—TurkishCOVID-19. The usefulness of this dataset is confirmed by a
senior radiologist,whohas been diagnosing and treatingCOVID-19 patients since the
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outbreak of this pandemic. Prior to training, a smart data augmentation procedure is
followed to tackle overfitting and underfittingwhen training a typicalCNNalgorithm.
After data augmentation, experimental studies are conducted to further demonstrate
that this dataset is useful for developing AI-based diagnosis models of COVID-19.
After conducting simulations on this custom dataset, the findings of the proposed
methods are reported as 96.20% and 96.55% for InceptionV3 and Xception models,
respectively. Moreover, a superior performance 96.76% is obtained with fine-tuning
approach, which refers to feature-engineering of CNN architectures.

This paper is organized as follows. First, the Turkish COVID-19-CT dataset is
introduced in Sect. 2, where the potential of the proposed deep NN models is inves-
tigated in terms of detecting COVID-19. In Sect. 3, the experimental results are
reported and comparedwith other studies. Finally, conclusions and comments appear
in Sect. 4.

2 Methods and Tools

2.1 Proposed Methodology

An overview of the COVID-19 detection framework appears in Fig. 1. The proposed
approach includes the following stages:

• Segment the lung region from the input image;
• Crop the region of interest (ROI) from the segmented image;
• Train the dataset using pre-trained deep learning models; and
• Obtain the results by using SVM classifiers.

2.2 Deep Learning Models

The presentwork proposes a qualitative case studymethodology to investigate the use
of lung parenchymal images in detecting COVID-19 among patients. It is believed
that this research will provide some insights into the importance of CNN features for
this purpose. The segmented lung regions are encoded with reduced size of features
after applying the commonCNNmethods. The keymotivation is that spatio-temporal
CNN features could be used in discriminative analyzes of COVID-19 features in the
CTs of patients with and without infection.

In the field ofmedical image analysis, deep learningmodels are popularly used for
segmentation and classification. There is a growing body of studies emphasizing the
importance of using CNN architectures in COVID-19 detection based on a compre-
hensive literature review carried out for this paper. Typically, a CNN architecture
consists of threemajor components: (i) convolution layers, (ii) fully connected layers,
and (iii) other parameters such as activation function and optimizer. As mimics of
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Fig. 1 An overview of the framework for the proposed approach

the human learning mechanism, these massive convolutional filters are optimized
through feed-forward and feed-backward stages. Therefore, the key backbone of the
learning stage is based on the gradient descent method, which seeks to find optimum
global weights by moving in the direction of the steepest descent. However, investi-
gating aminimization of cost function depends on various factors. The first parameter
is the learning rate, which is a steering control parameter as an acceleration rate to
determine a global solution. The second parameter is regularizing the residuals with
a smart optimizer.

Meanwhile, the success of a CNN method relies on the combination of a good
design and appropriate component (hyperparameters, filter size, etc.) selection. This
important point was first noticed in the ImageNet 2012 competition, where the
AlexNet model [21] achieved a better score over traditional approaches. Shortly
afterward, the VGG16 [22] emerged by modifying the depth and size of filters in
AlexNet. In the family of CNN design, the various architectures have been devel-
oped with data-driven purposes. After systematically reviewing the performance of
the current CNNmethods, it can be observed that the InceptionV3 [23] and Xception
[24] models are efficient for classification tasks (https://keras.io/api/applications/).
The model selection is based on the accuracy (top-1 and top-5) and the number of
parameters that are utilized in the memory.

https://keras.io/api/applications/
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Table 1 Parameter details
about Xception and
InceptionV3

Parameter name Value

Epochs 100

Batches 8, 16

Input length 224 × 224 × 3

Learning rate 1e−4

Activation function Softmax

Loss function Categorical-cross entropy

Optimization function Adam

The Xception architecture has 36 convolutional layers that appear before to two
fully connected layers. 4096-dimensional features are extracted from each image
in these layers. These models both involve depth-wise separable convolutions. The
performance of Xception is slightly better than InceptionV3 model as about 2%
accuracy rate. Moreover, the parameter sizes of the Xception model are 22,855,952,
whereas for the InceptionV3model, they are 23,626,728, whichmeans that Xception
is faster than InceptionV3. Inspired by the fine-tuning strategy, these pre-trained
CNN architectures are modified by freezing the classification head of the network
and training the remaining layers. The parameter settings of two models are given in
Table 1.

Moreover, the data augmentation process is applied to avoid overfitting and under-
fitting, as well as enhancing the generalizability of the trained models. For this
purpose, the most popular data augmentation methods are employed. Technically,
random rotation (90° angles), shear transformation (0.1 ratios), zoom transformation
(0.1 ratios), and horizontal flip operations are applied to the data. The images are
normalized within the 0–1 range bymultiplying with 1/255. The batch size is defined
with regard to the memory of the GPU capacity.

3 Experimental Study

3.1 Dataset and Pre-processing

Tobuild the proposedmethodology, a dataset of TurkishCOVID-19 cases is compiled
to include lung parenchymal CT images obtained from the University of Health
Sciences, Bursa Yüksek Ihtisas Training and Research Hospital as an affiliate of the
Ministry of Health, Republic of Turkey. In compliance with the national procedures,
this study was approved by the ethics committee of the university.

The dataset of our study includes 266 lung parenchymal CT scans in total, 180
COVID-19 pneumonias, and 86 normal (non-COVID-19) patients, all acquired from
the stated university between March 29th, 2020 and October 20th, 2020. The demo-
graphic characteristics of COVID-19 and normal patients are given in Table 2. There
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Table 2 Demographic
characteristics of patients
with COVID-19 and without

COVID-19 Normal

Male 104 (58%) 45 (52%)

Female 76 (42%) 41 (48%)

Age 21 ± 92 19 ± 81

is no significant difference in terms of sex and age between the two groups.According
to the treatment program of COVID-19 researchers at the hospital, the clinical clas-
sification of COVID-19 patients is categorized as mild, moderate, and severe. In this
study, the COVID-19 dataset includes 49 milds, 53 moderate, and 78 severe patients.

A total of 9729 lung parenchymal cutting/cross-section images are obtained from
the CT images for COVID-19. 70% of the data (6810) is used for training, 10% (973)
for validation, and 20% (1946) for testing. The images were resized at a resolution of
480 × 640 pixels. Figure 2 shows the visualization of CT images of the two groups
(COVID-19 and non-COVID-19). Detecting the presence of the coronavirus among
patients is one of the most challenging tasks in medical image processing-based
diagnostic systems. If AI-based, these systems can enhance the speed, precision, and
effectiveness of the decisionsmade by clinicians [10, 18]. However, implementing an
effective deep learning algorithm on lung parenchymal CT images can face certain
difficulties, all of which can be addressed using a convenient pre-processing method
which is widely known to improve the accuracy [17]. Also lung region segmentation
is needed. The crucial stage of lung detection is based on removing the redundant
noises, and the background of the digital imaging and communications in medicine
(DICOM) images does not include any potentially risky regions of the lungs.

Detecting the presence of the coronavirus among patients is one of the most chal-
lenging tasks in medical image processing-based diagnostic systems. If AI-based,
these systems can enhance the speed, precision, and effectiveness of the decisions

Fig. 2 Samples of chest CT images from the COVID-19 dataset, a COVID-19-positive case, b
COVID-19-negative case
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made by clinicians [10, 18]. However, implementing an effective deep learning algo-
rithm on lung parenchymal CT images can face certain difficulties, all of which can
be addressed using a convenient pre-processing method which is widely known to
improve the accuracy [17]. Also lung region segmentation is needed. The crucial
stage of lung detection is based on removing the redundant noises, and the back-
ground of DICOM images does not include any potentially risky regions of the lungs
(Fig. 1).

F1-Score = 2× TP

2× TP+ FP+ FN
= 2 · Precision× Recall

Precision+ Recall
(1)

The F1-score rate is obtained on the basis of the true positive (TP), true nega-
tive (TN), false positive (FP), and false negative (FN) rates. For this purpose, the
estimated and actual values are utilized to compute these statistical values. From its
characteristic, the F1-score is the harmonic mean of precision and recall, as shown
in Eq. (1); thus, the extreme values are removed from the model output. This is a
more convenient evaluation measurement for imbalanced class distribution. In the
equation, precision refers to TP/(TP+ FP), and recall is represented with TP/(TP+
FN). The confusion matrices and the overall accuracy results of each three model
are drawn in Fig. 3. For a detailed performance inspection, the F1-score and area

Fig. 3 The confusion matrices and % accuracy results



270 Z. Kaya et al.

Table 3 The overall average
performances for each
classifier

Method Acc (%) F1-score ROC AUC

InceptionV3 96.20 0.9500 0.9607

Xception 96.55 0.9550 0.9644

SVM fine-tune 96.76 0.9581 0.9684

under the receiver operating characteristic curve (ROC AUC) rates of each classifier
are given in Table 3.

From the overall scores given in Table 3, it can be noted that fine-tuning the
features of the Xceptionmodel gives superior results.When comparingXception and
InceptionV3, it can be stated that the Xception model presents more steady results
for all the evaluation metrics. In the case of fine-tuning, the SVM model is trained
on the features returned from the last fully connected layer of the Xception model.
Technically, the 1 × 100,352 feature vectors are calculated from the training (6810
samples) and validation (973 samples) sets. Later, the chi-squared feature selection
method is applied to retainmeaningful featureswhile eliminating the redundant ones.
After feature selection, the only 4096 × 3 dimensional distinguishable features are
extracted from each sample. In total, the size of the training matrix becomes 7783
× 12,288 and 1946× 12,288 for the test matrix. The SVM parameter is determined
with a squared hinge loss function, and the regularization parameter is 0.05. The
AUC score of SVM is demonstrated in Fig. 4.

The accuracy results of the proposed method are compared with the recently
published works. The details about these methods and our study are summarized in
Table 4. For each method, the type of imaging, focused region, number of cases,
models, and related accuracy scores are highlighted. Although each method is a
state-of-the-art approach in terms of its own specific purposes, we will review the
weakness and robustness of each method in terms of detecting COVID-19. When
monitoring the accuracy scores, at first, it appears that the deepest model (ResNet-50)

Fig. 4 ROC curve
performance of SVM
fine-tuning
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Table 4 The detailed comparison performance of the proposed method with available methods

Study Type of images View Dataset Method Acc (%)

Narin et al. [26] X-ray PA chest 50
COVID-19
50
no-findings

ResNet-50 98.00

Nour et al. [16] X-ray PA chest 219
COVID-19
1341
no-findings
1345
pneumonia

CNN model 98.97

Yang et al. [29] CT Lung
parenchyma

216
COVID-19
463
no-findings

DenseNet-169 98.00

Toraman et al.
[10]

X-ray PA chest 1050
COVID-19
1050
no-findings
1050
Pneumonia

CapsNet 84.22

Zheng et al.
[27]

CT Lung
parenchyma

313
COVID-19
229
no-findings

DeCovNet 90.01

Song et al. [25] CT Lung
parenchyma

88
COVID-19
86
no-findings

VGG16 84.00

Song et al. [25] CT Lung
parenchyma

88
COVID-19
86
no-findings

DenseNet 82.00

Song et al. [25] CT Lung
parenchyma

88
COVID-19
86
no-findings

ResNet-50 86.00

Song et al. [25] CT Lung
parenchyma

88
COVID-19
86
no-findings

DRE-Net 86.00

Gunraj et al. [8] CT Lung
parenchyma

325
COVID-19
740
Pneumonia

InceptionNet 89.50

(continued)
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Table 4 (continued)

Study Type of images View Dataset Method Acc (%)

Ozturk et al. [9] X-ray PA chest 127
COVID-19
500
no-findings

DarkCovidNet 98.08

Proposed CT images Lung
parenchyma

180
COVID-19
86
no-findings

Xception 96.55

Proposed CT images Lung
parenchyma

180
COVID-19
86
no-findings

InceptionV3 96.20

Proposed CT images Lung
parenchyma

180
COVID-19
86
no-findings

SVM fine-tune 96.76

has better performance; however, when training with large batch sizes, it consumes
a significant amount of CPU or GPU memory. The ideal scenario is to have a high
rate of detection while offering economy in terms of memory use.

As shown in Table 4, the findings of our study validate the results obtained by
the previous researches. Following the presented results, the finding of the method
of Song et al. [25] is contrary to the study of Narin et al. [26], which suggests
that ResNet-50 yields higher discriminative scores for detecting COVID-19 positive
cases. Nonetheless, these variations can also be attributed to different degrees of
complexity concerning the datasets. For example, the study by Nour et al. [16]
indicated that the overall recognition rate was 98.97%, much higher than that of
previously reported scores in the work of Toraman et al. [10] and Zheng et al. [27].
Contrary to these two, [16] developed a modest CNN architecture by enhancing
the number of convolutional layers and large number of filters, which is similar to
VGG16 in terms of functional details. These improved results suggest that using a
large number of weights and layers achieves higher recognition performance. The
discrimination score (86.00%) observed in the investigation of DRE-Net by Song
et al. [25] is far below those obtained in DarkCovNet by Ozturk et al. [9], which
accounts to 98.08%. To elaborate, in [25], the DRE-Net was built on a pre-trained
ResNet-50 [28] by integrating feature pyramid network (FPN) in order to extract the
K-dimension features from each sample image. After comparing the dataset size of
each method, one can say that the generalizability of classification performance is
high for Toraman et al. [10] since the number of positive COVID-19 cases (1050)
and negative cases (1050) are higher than other studies.

Upon inspecting the results obtained by the proposedmethods, it can be stated that
the performance of InceptionV3 (96.20%), Xception (96.55%), and SVMfine-tuning
(96.76%) compete with top scores. The most interesting aspect of this experimental
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stage is that the fine-tuning of Xception model not only boosts the recognition scores
but also reduces the memory required for label estimation. With the fine-tuning
concept, the spatial discrimination between classes is converted to the minimum
number of features, which is usually in the 1 × 12,288 dimensional vector form.

Furthermore, we have compared the generalizability of our study in terms of
population. One can say that the number of COVID-19 positive and negative samples
are 180:86, which is above the average number when compared with some existing
works. What is not surprising is that the VGG16 model negatively impacts of the
performance of COVID-19 detection, which means inadequate potential to capture
the variations between positive and negative cases when taking the CT scans of lung
parenchyma regions as reference. Also, as a fact of overfitting, after a certain limit
within the layers and filters, an increase in the filters’ depth or the numbers of layers
fails to improve the performance of any CNN model. This can be observed from
the results of ResNet-50, DenseNet-169, InceptionV3, and Xception models. As a
characteristic of CNN-based probability estimation, the accuracy could not improve
after converging to a global optimumpoint evenwith the best set of tuned parameters.

4 Conclusion

The purpose of the current study is to investigate the capability of efficient CNN
models for COVID-19 detection. After empirical evaluations, InceptionV3, Xcep-
tion, and an SVM classifier in the fine-tuning layer can be considered as reliable
predictors to detect the presence of COVID-19 cases.

Also, themost apparent finding of this study is that the pre-processing stage signif-
icantly boosts the performance. Prior to segmenting the lung parenchyma regions, the
performance of the system is evaluated at around 86% accuracy rate. This weakness
is caused by the remaining redundant information on the CT scans. Therefore, the
pre-processing stages are certainly necessary to detect the presence of COVID-19
among patients. In this regard, focusing on the most susceptible regions is a practical
way for the purpose of reliable measurements with the deep learning concept. The
following conclusions can be drawn from the present study:

• Using a parameter-free model, namely CNN, yields effective results. However,
the top of a CNN architecture consists of a blind activation function, typically
Softmax. Thus, it fails to provide a line or a plane that separates the two classes.

• Using an SVMclassifier in the fine-tuning layer and focusing on the CNN features
show that it is possible to set up an effective model with promising performances.
The features of CNN are extracted and put forward by a determined classifier,
such as SVM, random forest (RF), or decision tree (DT).

• The running time of the chosen method is important for real-time applications.
After analyzing the cost, it turns out that the execution time of InceptionV3 and
Xception model is about 640 milliseconds (ms) each iteration. This duration can



274 Z. Kaya et al.

be determined when doing the experiments with a standard computer (Intel(R)
Xeon(R) CPU E5-1620 v3 with 3.50 GHz CPU, 24 GBmemory, and 4 GBGPU).

• All of the obtained quantitative results support the robustness of the proposed
methods for COVID-19 detection.
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Spatiotemporal Location Privacy
Preservation in 5G-Enabled Sparse
Mobile Crowdsensing

MingChu Li, Qifan Yang, Xiao Zheng, and Liqaa Nawaf

Abstract With the increasing popularity of 5G communications, smart cities have
become one of the inevitable trends in the development of modern cities, and smart
city services are the foundation of 5G smart cities. Sparse mobile crowdsensing
(SparseMCS), as a new and informative urban service model, has attracted the atten-
tion of many researchers. Generally, the data required for a sensing task often has a
high spatial and temporal correlation, which means that the data uploaded by users
need to carry their location information, which may cause serious location privacy
issues. The existing location privacy protection mechanism usually only pays atten-
tion to the location information of the user’s travel and ignores that people’s daily
travel often has a fixed pattern. The attacker can use long-term observation and prior
knowledge to infer the victim’s travel mode and analyze its location information. To
achieve efficient, robust, and private data sensing, we built a SparseMCS framework
with the following three elements: (1) We train the data adjustment model offline on
the server-side and solve the position mapping matrix; (2) Design a noise-sensitive
data reasoning algorithm improves the accuracy of data; (3) Combining differences
and spatiotemporal location privacy to protect the user’s location information and
travel mode. Experiments based on real datasets prove that our 5G-supported sparse
mobile crowdsensing framework provides more comprehensive and effective loca-
tion privacy protection.
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1 Introduction

5G is the current mainstream new-generation mobile communication technology
and an essential part of the next-generation information infrastructure [1]. The high-
quality information services of 5G provide a good communication foundation for the
construction of smart cities and industrial Internet of Things [2–6]. Mobile crowd-
sensing systems can provide city services for the smart city systems, traffic infor-
mation, weather information, and other services system. Therefore, mobile crowd-
sensing (MCS) has developed rapidly in recent years and has become a significant
computing paradigm in smart city data sensing scenarios. MCS plays a crucial role
in collecting ambient temperature, traffic flow [7], noise [8], and air quality [9] in
inter-city areas. In mainstream MCS, the publisher will launch a data sensing task
for a specific target area. Service providers screen and recruit mobile users according
to task requirements and perform tasks in the target area. However, large-scale data
collection tasks such as urban tasks require many users to cover all target points.
Therefore, urban tasks often require much budget, and target points are often missed
due to uneven population distribution, and data redundancymay also occur in densely
populated areas.

One solution is Sparse Mobile Crowdsensing (SparseMCS), which combines his-
torical records and sensing data in nearby areas to infer task demand data in unper-
ceived areas [10]. In SparseMCS, users need to report their location and time when
uploading data, bringing considerable risks to user privacy [11]. Therefore, design-
ing an effective privacy protection mechanism for the system can attract and retain
more participants. In order to enable theMCS server to distinguish the data uploaded
by each user, the privacy protection mechanism designed according to anonymity
usually needs to retain the mapping information between the user’s real identity and
the anonymous information. If the server is attacked, users will face personal severe
privacy risks. In contrast, according to the obfuscated design mechanism, it can usu-
ally be configured in a lightweight manner on a mobile device, thereby avoiding the
hosting of accurate information. Therefore, we design a location privacy protection
mechanism based on confusion.

Researchers have conducted extensive research on location privacy in location-
based services. These twomechanisms are usually considered to protect user location
privacy [12]: (a) The user protects privacy by making location tracking and personal
identity impossible to associate by anonymous means; (b) Remapping the location
to change the location information released by the user.

Cloaking is a prevalent obfuscation technology. The user can hide the actual
location in multiple fine-grained stealth areas instead of one or several specific areas
or units. However, when the adversary has some knowledge of the target user, the
effect of cloakingmaybe significantly reduced [13]. For example,when the adversary
learns that the target user is a doctor and that the user’s cloaking area covers a hospital
or other medical facilities, it is easy to locate the target.

In response to this problem, we use differential privacy [14] to ensure that
the probability of accurate location mapping to different locations is approximate.
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In location-based service (LBS), we usually use the distance between the actual loca-
tion and the confusion location to measure data loss. Unlike it, the ultimate goal of
SparseMCS is to collect target data, so the data loss in the system is determined by the
difference between the actual location and the confusion location of the target data.
According to this feature, we can think that in SparseMCS, as long as the target data
difference between the actual location and the confusing location is slight, the user
can theoretically map the actual location to a very far place. Therefore, we should
redesign the location privacy protection mechanism according to the characteristics
of SparseMCS.

Even if differential privacy is used, the user cannot control the range of the adver-
sary’s estimation of his location, which is an inference error [15]. Therefore, we
added a distortion privacy [15] mechanism to control inference errors. Distortion
privacy controls the adversary’s estimated range by controlling the expected dis-
tance between the adversary’s inferred location and the actual location. Applying
distortion privacy requires the presumption of prior knowledge possessed by the
adversary. Distortion privacy is to limit the inference attack to the preset inference
error. The adversary cannot achieve a better inference error within the preset prior
knowledge range than the optimal error. However, we cannot know the adversary’s
prior knowledge, so distortion privacy is not a powerful privacy protection mecha-
nism. It needs to be used in conjunction with other privacy protection methods to
provide more comprehensive protection.

However, the above LPPMs only consider the user’s exact location information
and do not realize that the location change of mobile users is a complex combination
of time and space [16]. For example, “Alice went to a certain supermarket last week”
(this behavior may occur more than once) and “Bob travels between A address and
B address” (this behavior may occur every working day). In this article, we call it
spatiotemporal location.We do not knowwhether the differential privacymechanism
can simultaneously guarantee a certain level of privacy in spatiotemporal locations.
Therefore, we have introduced the privacy goal of the spatiotemporal location to
ensure that users’ daily travel patterns can be protected.

The main contributions of our work are:

• In order to provide more comprehensive location privacy protection, we propose a
privacy protection framework that includes three privacy mechanisms. (a) Dif-
ferential privacy guarantees the geographic indistinguishability; (b) Distortion
privacy limits the adversary’s optimal estimation error on prior knowledge; (c)
Spatiotemporal location privacy guarantees the privacy of user behavior patterns.

• In order to improve the reliability and efficiency of the system, we designed a
noise-aware reasoning algorithm to improve the data accuracy of the unperceived
area.

• We validated our framework using real-world temperature datasets. The results
show that ourmethod,while providing a higher level of location privacy protection,
limits the error within the range of 10−2.
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2 Related Work

With the rollout of 5G networks, the 5G environment integrates numerous location-
based services, and mobile group awareness is one of them. Mobile crowdsensing is
a data collection service that uses mobile devices to collect environmental data in the
urban environment (for example, noise, air quality, temperature information, traffic
flow) by hiring users distributed in different locations in the city. However, due to
the large sensing area or limited budget, there may not be enough users to complete
the sensing task. Wang et al. [10] proposed sparse mobile crowdsensing to solve this
problem. Both MCS and SparseMCS can be regarded as a kind of LBS. Recruited
users often need to expose their location to the task organizer, which involves serious
location privacy issues.

Currently, most location privacy protection mechanisms mainly use two tech-
nologies: anonymity and obfuscation [17]. However, these two technologies will
significantly reduce the strength of privacy protection when facing adversaries with
prior knowledge [13]. In response to this problem, Andrés et al. [13] introduced the
concept of differential privacy into location privacy protection to prevent attacks from
adversaries with prior knowledge. According to the survey results of Pournajaf et al.
[18], the current location privacy protection technology in MCS is mainly obfusca-
tion technology. Many researchers combine MCS with edge computing. Putra et al.
[19], Li et al. [20], and others have studied the location privacy protectionmechanism
in this environment. The DU-Min-εδ [21] proposed by Wang et al. realizes location
privacy protection in the SparseMCS environment. Compared with this algorithm,
our work considers the time dimension of location information and realizes the pro-
tection of user travel patterns.

3 Sparse Mobile Crowdsensing Concepts

3.1 Sparse Mobile Crowdsensing

3.1.1 Computation Paradigm

As shown in Fig. 1 (Basic), when monitoring temperature changes in a target city is
started, the city will be divided into multiple fine-grained target areas. The user will
collect the temperature data of the current area and upload the collected temperature
data, identity information, and location information to the server. The server will use
real-time sensor data and historical data to infer temperature information in areas
that the user has not reached.
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Fig. 1 Basic data collection is in sparse mobile crowdsensing, and data collection with location
privacy protection added

3.1.2 Data Collection

The user will start the data collection task at the current location. In order to be able
to verify identity and verify data, the server will require the user to upload identity
information. At the same time, the target data collected by the user should have
location information to achieve complete semantic functions, so location information
should also be uploaded. Therefore, the simultaneous exposure of the user’s identity
information and location information to the task organizer will cause serious privacy
risks. The SparseMCS system needs to enable strict LPPM to reduce the user’s
risk. However, LPPM will adjust the location information of the target data, which
destroys the semantic function of the target data to a certain extent. The destruction
of semantic functions will reduce the accuracy of target data.



282 M. Li et al.

3.1.3 Data Inference

In our work, we use compressed sensing as our data inference algorithm [22]. Candès
andPlan [23] have proved that recovering an unknown low-rankmatrix can uniformly
sample a small number (less than the size of the matrix) with noisy entries. The
recovery error is proportional to the noise level. In other words, there are two inherent
assumptions in the use of compressed sensing algorithms to achieve data inference:

• Uniform distribution: The compressed sensing algorithm requires that sampled
data are evenly distributed in the sampling space. That is to say, in SparseMCS,
all the sensing locations in the target area should be evenly distributed. If not, for
example, if no user exists in a specific area during all the sensing periods, it is
impossible to infer the missing data in that area.

• Weak noise environment: When the sampling items do not carry noise and meet
uniform sampling, the missing data in the matrix can be accurately inferred. When
the sampling items carry noise, the total inference error is proportional to the noise
level. That is to say, the smaller the noise carried in the sampling items, the higher
the accuracy of the inference results.

3.2 Location Privacy-Preserving Framework for SparseMCS

The sensing data uploaded by the user in SparseMCS should include the target data
and the actual location. Figure1 (Location Remapping) shows that using obfuscation
technology to add noise to the location information can reduce the user’s privacy risk.
However, this method will bring about data quality loss because the actual location
and the target data of the confusing location may be different. In response to this
problem, we designed a location privacy-sensitive SparseMCS framework composed
of two parts: location remapping and data adjustment.

Figure2 shows the location privacy protection framework of SparseMCS we
designed, which consists of two parts: the server-side and the mobile user side.
Before the task starts, the server will realize the data adjustment function and gen-
erate the location mapping probability matrix in the offline state according to the
historical data. The data adjustment function is based on learning the relationship
between the historical data in any two regions. This function will reduce the quality
loss of the target data caused by the noise caused by the location remapping. By
adjusting the probability matrix item [i, j] (the probability that location i is mapped
to location j), we can ensure that the adversary cannot accurately infer the user’s
actual location even if he gets the matrix.

Before performing the task, the user saves the data adjustment function and the
mapping matrix on the mobile device. The task execution process is as follows:
First, the user adjusts to the confusion location according to the current cycle and
actual location according to the location mapping probability matrix (step M1).
Subsequently, according to the actual location and the confused location, the original
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Fig. 2 Location privacy-preserving framework for SparseMCS

data is adjusted to the adjusted data with noise using the data adjustment function
(step M2). The user uploads the adjustment data and the confused location to the
server, and then the server combines the historical data to infer a complete sensing
map (step S3).

4 Differential and Distortion and Spatiotemporal Location
Privacy

This section introduces the privacy protection concept we applied in SparseMCS.
Our privacy protection mechanism focuses on Bayesian attacks. Distortion privacy
cannot resist Bayesian attacks, but it can effectively limit the optimal attack model
based onBayesian inference tominimize errors. Themajor notations are summarized
in Table1.

4.1 Differential Location Privacy

The purpose of introducing differential privacy is to bind the improvement of the
posterior knowledge acquired by the adversary to the prior knowledge [14]. Differ-
ential privacy will make the probability of mapping from the real location r to any
confusion location r∗ similar.
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Table 1 Notations

R Sensing task target area, R = {r1, r2, . . . , rn}
P Location mapping probability matrix

r Real location r ∈ R
r ′, r∗ Confusion locations r ′, r∗ ∈ R
r̃ Adversary inferred location r̃ ∈ R
P(r∗|r) The probability of location r mapped to

location r*

β̃ Adversary’s inference attack

ρ(r̃ , r) The distance between r̃ and r∗

ηu(r) The location distribution of target user

T The time period for the user to release locations

O The user’s observable location sequence

S User-defined sensitive areas

Definition 1 (ε-Differential Privacy) Assuming that the R is divided into multiple
fine-grained areas r, then the P satisfies ε-Differential Privacy iff:

P(r∗|r) ≤ eε · P(r∗|r ′), ∀r, r ′, r∗ ∈ R (1)

where ε represents the privacy budget.

4.2 Distortion Location Privacy

Although differential privacy limits the adversary’s information gain, users still can-
not determine how close the adversary’s estimated location is to its actual location,
that is, how small the adversary’s inference error is. In order to limit the inference
error, we adopt distortion privacy [15]. This method can ensure that the adversary’s
optimal attack inference error will be greater than a particular value for a given user’s
public location distribution information.

4.2.1 Attack Inference Error

The attack inference error can be obtained by the following equation:

∑

r∗∈R
P(r∗|r)

∑

r̃∈R
β̃(r̃ |r∗) · ρ(r̃ , r) (2)
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We assume that the location distribution ηu is partially disclosed (for example,
social network check-ins [24]). Furthermore, the adversary obtains the distribution,
and he canminimize the expected reasoning error on ηu to achieve the optimal attack.

argmin
β̃

∑

r∗∈R
ηu(r)

∑

r∗∈R
P(r∗|r)

∑

r̃∈R
β̃(r̃ |r∗) · ρ(r̃ , r) (3)

4.2.2 Definition of Distortion Location Privacy

Definition 2 (δ-Distortion Privacy) The location mapping probability matrix P
satisfies δ-Distortion Privacy iff:

∑

r∗∈R
ηu(r)

∑

r∗∈R
P(r∗|r)

∑

r̃∈R
β̃(r̃ |r∗) · ρ(r̃ , r) ≥ δ (4)

where δ is the lower bound of privacy disclosure acceptable to users.

The disclosed location distribution ηu does not always summarize the adversary’s
prior knowledge. The distortion privacy only makes a mild assumption and cannot
contain some extreme situations.

4.3 Spatiotemporal Location Privacy

Figure3 vividly shows the relationship and difference between the spatial dimension,
time dimension, and space-time dimension of location privacy. Differential and dis-
tortion privacy only realizes the case of privacy protection in the spatial dimension,
and it is not clear whether it can provide location privacy protection in the spatial
and temporal dimensions. Therefore, we use spatiotemporal location privacy [25] to
extend location privacy protection to the spatial and temporal dimensions.

Fig. 3 Dimensional analysis of location privacy. Spatial dimension: privacy refers to a sensitive
area including location r1 and r2; temporal dimension: privacy refers to accessing location r1 at
time point 1 or 2; spatial and temporal dimension: the user’s sensitive area consists of locations r1
and r2 at time point 1 and 2
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Definition 3 (ε-Spatiotemporal Location Privacy) Suppose that in period T =
{1, 2, . . . , t} and areaR. The user sets the sensitive areaS, and generates the observa-
tion sequenceO = {r1, r2, . . . , r t },∀r i ∈ R.O satisfies the ε-Spatiotemporal Loca-
tion Privacy iif:

P(O|S) ≤ eε · P(O|¬S) (5)

where ¬S is the complementary set of S, and U = S ∩ ¬S represents all possible
sensitive areas in the target area.

4.4 Combined Location Privacy-Preserving Mechanism

In this section, we will briefly describe the advantages of combining the above three
privacy concepts. For differential privacy, it is difficult for the adversary to predict the
correct location of the user accurately. For distortion location privacy, the adversary’s
prediction should keep a certain distance from the correct location even if the guess
is wrong. For spatiotemporal location privacy, it is difficult for adversaries to analyze
the user’s travel habits through long-term observation. Therefore, we combine these
three privacy concepts to provide users with more comprehensive location privacy
protection.

5 Location Privacy Protection Mechanism with Minimal
Data Loss

5.1 Data Quality Requirements for Location Mapping

Recall that the prerequisites for data inference introduced in Sect. 3.1.3 include the
average distribution of sampled data and a weak noise environment [23]. However,
the introduction of a location privacy mechanism will destroy these two premises:

(a) Uniform distribution of confusion locations: In real life, users may be evenly
distributed within the city, but the location distribution may be very uneven after
location mapping. For example, suppose that no user’s location may map to
location i . Then, the value of the i th row in the sensing matrix will be lost, and
the i th row data will not be restored during the inference process.

(b) Weak noise environment: After the location remapping process, the target data
submitted by the user corresponds to the original location rather than the con-
fusing location. Although the resulting error can be reduced through data adjust-
ment, the uploaded target data is still inaccurate. Therefore, we need to generate
a matrix P that can minimize the loss of data quality.
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5.2 Optimal Location Mapping Matrix Generation

In order to meet the challenge mentioned in Sect. 5.1, we designed an optimization
problem to generate the position mapping probability matrix.

5.2.1 Objective: Minimize Data Loss

Wedenote the data loss produced by this process as amatrix L . The entry L[r, r∗] ∈ L
records the residual standard deviation between the original data and the adjusted
data. Intuitively, the less data loss caused by the location mapping process, the better.
We hope to find a mapping matrix P that can minimize the overall expectation of the
data loss caused by the process, denoted as L̄ . Our optimization goal is to minimize
L̄ .

L̄ =
∑

r∈R
ηu(r) ·

∑

r∗∈R
L[r, r∗] · P[r, r∗] (6)

5.2.2 Location Mapping Probability Matrix Generation

According to Definition 5, spatiotemporal location privacy should protect a sensitive
area in the time period, and differential and distortion location privacy is protected
for the location at the time point. Therefore, we generate a matrix Pt that satisfies
differential and distortion location privacy at each time point in the sensing cycle
T . P = {P1, P2, . . . , Pt },∀t ∈ T satisfies the spatiotemporal location privacy in
the period. In order to minimize the expectation of data loss and ensure the loca-
tion mapping probability matrix P of differential privacy, distortion privacy, and
spatiotemporal location privacy.

(a) Constraint 1: ε-Differential Privacy: Thefirst constraint is ε-Differential Privacy,
which is implemented by Eq.8.

(b) Constraint 2: δ-Distortion Privacy: The second constraint is δ-Distortion Pri-
vacy, which is implemented by Eqs. 9 to 10. Because Eq.4 in Definition 2 con-
tains an optimization problem (Eq.3), we cannot directly use it as a constraint.
Therefore, according to Shokri’s work [15], we convert Eq.4 into Eqs. 9 and 10.

(c) Constraint: ε-Spatiotemporal Location Privacy: The third constraint is ε-
Spatiotemporal Location Privacy, which is implemented by Eq.5. At each time
t in the period T , a Pt that meets the requirements is generated. Pt meets the
requirements of spatiotemporal location privacy, which means that the probabil-
ity of the user appearing in the sensitive area and not appearing in the sensitive
area within this period is similar. According to Definition 5, we can abstract
the user’s presence in the sensitive area S in T into a boolean expression.
Assuming that the period T = {1, 2}, the sensitive area S = {r1, r2},∀ri ∈ R,
the user’s appearance in the sensitive area during this period can be abstracted
as [(u1 = r1) ∨ (u1 = r2)] ∧ [(u2 = r1) ∨ (u2 = r2)]. In the expression, ut = ri
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means that the user is at the location of ri at time t . Abstracting the period T and
the sensitive area S and converting the Boolean expression into a probability
expression, Eq.11 can be obtained.

The optimization problem established based on the above content is as follows:

argmin
Pt

L̄(Pt ) =
∑

r∈R
ηu(r)

∑

r∗∈R
t∈T

L
[
r, r∗] · Pt

(
r∗ | r) (7)

s.t. Pt (r∗|r) ≤ eε · Pt (r∗|r ′),∀r, r ′, r∗ ∈ R,∀t ∈ T (8)
∑

r∈R

ηu(r)P
t
(
r∗|r) d(r̃ , r) � xt

(
r∗) ,∀r̃ , r∗ ∈ R,∀t ∈ T (9)

∑

r∗∈R
xt (r∗) ≥ δ,∀t ∈ T (10)

∏

t∈T
ηu(r)

∑

r∗∈R

Pt
(
r∗|r)

� eε
∏

t∈T
ημ

(
r ′) ∑

r∗∈R

Pt
(
r∗|r ′) ,

∀r ∈ S∗, r ′ ∈ Si ,∀Si ∈ ¬S∗ (11)
∑

r∈R
ηu(r) · Pt (r∗|r) = 1/R,∀r∗ ∈ R,∀t ∈ T (12)

∑

r∗∈R
Pt (r∗|r) = 1,∀r ∈ R,∀t ∈ T (13)

Pt (r∗|r) ≥ 0,∀r, r∗ ∈ R,∀t ∈ T (14)

5.3 Noise-Aware Inference Algorithm

Compressed sensing algorithms require a weak noise environment, but in order to
ensure location privacy, we have violated this condition. In order to solve this prob-
lem, we designed a noise-aware mechanism to sample data with a small amount of
noise with a higher weight. The following equation obtains the data loss expectation
corresponding to each mapping location:

L̄ ·,r∗ =
∑

r∈R
ηu(r) · P(r∗|r) · L[r, r∗] (15)

According to the expected data loss of each mapping location, we obtain the
sampling weight corresponding to each mapping location through the following
equation:

ωr∗ = ω0 + (1 − ω0) · L̄max − L̄ ·,r∗

L̄max − L̄min
(16)
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where, L̄max and L̄min, respectively, represent the largest and smallest data loss expec-
tations in all mapping locations. We denote the sampling weight of the mapping
location corresponding to the expected maximum data loss as ω0. According to the
experiment in Sect. 6, we recommend setting the weight to 0.75.

6 Evaluation

6.1 Configuration Environment

6.1.1 Baseline

We use three baselines that implement differential location privacy protection. Under
the same level of differential privacy, we will show that our method will additionally
protect user behavior patterns with similar data quality loss.

(a) Self : Self [26] algorithm provides a higher probability for location self-mapping.
Formally, the location mapping matrix generated by this algorithm satisfies dif-
ferential privacy:

Pi, j =
{

α eε, if i = j,

α, o.w.

(b) Laplace: The Laplacianmechanism [13] completes privacy protection by adding
Laplacian noise to the actual data. This method is more inclined to map locations
to neighbor locations.

(c) DU-Min-εδ: This method [21] constructs a linear optimization problem to
achieve local location differential privacy in a sparse crowdsensing environment.

6.1.2 Evaluation Environment

Weused SensorScope [27] open-source actual temperature sensing data as our exper-
imental dataset. They deployed temperature sensors on the EPFL campus, covering
an area of 300m × 500m. We divide it into 100 sub-areas with 30m × 50m, of
which 57 contain temperature sensors (that is, contain real data). The data collection
lasted for a week, the sensing period was 30min, the first day’s data was used as the
training data adjustment function, and the location mapping matrix was solved, and
the rest were used as tests (Table2).
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Table 2 Evaluation
parameters

Default Description

k 4 Number of sensing data collected in each
cycle

ε ln 4 Differential privacy budget

c 3 Number of cycles users perform sensing
tasks

ω 0.75 Basic sampling weight

6.1.3 Experimental Parameters

We assign different privacy budgets, ε the number of sensing data collected by par-
ticipants in each sensing cycle, k, and the number of cycles that participants perform
sensing tasks, c, as experimental independent variables. ε is usually customized by
the user. For convenience, we set it from ln 2 to ln 8. The publisher generally deter-
mines k based on the budget held and the quality of the data required. The service
provider will set c based on the user’s travel mode and expected data quality.

6.1.4 Data Quality Metric

We use theMean Absolute Error (MAE) to calculate the data loss of the inferred data
compared to the real data. Every time we modify the experimental parameters, we
perform five repeated experiments and take the average value. The data loss caused
by the location privacy protection mechanism (LPPM) is defined as follows:

LMAE(LPPM) = MAE(LPPM) − MAE(No-Privacy)

6.2 Experimental Performance

Our experimental results show that our work can provide more effective location
privacy protection at a lower cost of data loss. Compared with the baseline algo-
rithm, our work provides more comprehensive location privacy protection, and the
additional data loss generated on this basis is also controlled within the range of
10−2. When the number of task cycles c is small, the data quality loss caused by our
work can be further controlled within 10−3.

We measured how the target data quality loss changes with the privacy budget ε.
From Fig. 4, we can see that as the privacy budget increases (the intensity of privacy
protection decreases), data quality loss will decrease. In general, our work is better
than the Laplace and self versions under the same conditions. When the privacy
budget is small, the error level of our work is similar to that of DU-Min-εδ.
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Fig. 4 MAE changes with ε

Figure5 shows how the target data quality varies with the number of sensor data
k collected in each cycle. From Fig. 5, we can see that the target data quality loss
will decrease with the increase of k, even if we change the number of cycles c for the
user to perform sensing tasks. In addition, due to the data noise caused by LPPM,
the data quality loss decreases more and more slowly and cannot reach the level of
no privacy. Moreover, our algorithm is superior to Laplace and Sel f in terms of
data loss. Compared with DU-Min-εδ, the error is also controlled within 10−2. More
importantly, we provide more comprehensive location privacy protection.

Figure6 shows the loss of data quality when the number of cycles c of the user
performing the sensing task is 2 and 3. Since the number of constraints in the opti-
mization problem for generating the optimal location mapping probability matrix
is the factorial of c, the complexity of the problem will become higher when c is
larger, so we only calculated the cases where c is 2 and 3. However, to ensure the
quality of the data in the SparseMCS environment, we usually do not need the same
user to perform multiple sensing cycles. In future work, we will further reduce the
complexity of the optimization problem to adapt to more scenarios.

In order to verify the impact of the basic sampling weight on the data quality loss,
we change the weight and calculate the data quality loss under different privacy bud-
gets when k and c are the default values. Figure7 shows the results of the experiment.
Under different privacy budgets, we find that the data error is the smallest when ω0

is 0.75.
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Fig. 5 MAE changes with
the amount of sensing data
collected by participants in
each cycle

7 Conclusions

This paper presents a spatiotemporal and differential location privacy protection
mechanism for 5G-enabled sparse mobile crowdsensing. It considers the level of
location privacy protection required by users, the protection of travel modes, the
ability to resist attacks from attackers with prior solid knowledge, and the loss of data
quality due to locationmapping. In particular, users can use this framework to develop
personalized location privacy protection based on their travel mode. Experiments
based on real data verify the effectiveness of the framework.
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Fig. 6 MAE changes with c

Fig. 7 MAE changes with ω
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Artificial Intelligence Techniques Applied
on Renewable Energy Systems: A Review

Ali Azawii Abdul Lateef , Sameer I. Ali Al-Janabi,
and Omar Azzawi Abdulteef

Abstract Renewable energy is gaining traction as an efficient alternative source of
energy; it is considerably safer and healthier than traditional energy, and it has greatly
contributed to this area. However, there are still several areas that need improvement
in order to meet this rapidly expanding technology. AI technology can evaluate the
previous, improve the current, and predict what will happen. As a result, AI will fix
the majority of these issues. AI is complicated, but it lowers error and aspires for
better precision, making energies more intelligent. This paper presents an overview
of commonly utilized artificial intelligence (AI) techniques in sustainable sources
of energy applications. AI is applied in practically every form of energy for design,
optimization, prediction, administration, transmission, and regulation (wind, solar,
geothermal, hydro, ocean, bio, hydrogen, and hybrid). Throughout this aspect, the
purpose of this study is to highlight theAI techniques utilized in the field of renewable
energy.

Keywords Artificial intelligence · Renewable energy · Solar energy

1 Introduction

Renewable energy resources (RE) offer immense potential and can satisfy today’s
global energy needs. It could increase energy production industry variety, provide
long-term sustainable supply, and lower local and global emissions. It can indeed
give financially appealing choices for meeting specific power service requirements
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Fig. 1 Global installed power generation capacity by energy [2]

(mainly in developing nations and rustic regions), as well as opportunities for local
component production. For design, improvement, rating, operation, distribution, and
legislation,AI is employed in practically every kind of renewable energy. Throughout
this scenario, the purpose of this study is to highlight the AI techniques utilized in
the field of renewable energy [1].

Between 2008 and 2035, existing hydroelectric power generation is predicted to
grow faster than other renewable energy sources. Implemented solar power gener-
ation, on the other hand, is expected to develop at the fastest rate over the forecast
period. In comparison with the rest, as indicated in Fig. 1 [2].

Due to rising computational capacity, tools, and data collection, artificial intelli-
gence (AI) is becoming more prevalent in many sectors of renewable energy systems
(REs). The present approaches for design, control, and maintenance in the energy
business have been shown to produce somewhat erroneous outcomes. Furthermore,
the use of artificial intelligence (AI) to execute these activities has improved accuracy
and precision, and it is currently at the forefront.

AI has been one of the most popular areas of research in recent decades, owing to
its ability to automate systems for improved quality and productivity [3]. Through
training techniques with a set of sophisticated instructions, it allows them to learn,
reasoning, and decide in the same way that humans do.

Additionally, the use of AI in the digitalization of energy systems has been classi-
fied as having significant capability to improve in power system network continuity,
stability, dynamic responsiveness, and other critical developments [4]. Nowadays,
AI is being used to integrate components of the power system such as design [4],
forecasting, control, optimization, maintenance, and security [5–7].
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2 Renewable Energy Types

2.1 Solar Energy

Solar power can be generated physically using photovoltaic (PV) cells or implicitly
by gathering and concentrating solar power (CSP) to generate steam, which will
be used to operate a turbine to generate electricity. The photovoltaic effect, which
leads to the idea that photons of light push electrons into a higher energy state, is
used to directly generate electricity from solar radiation. Although photovoltaics
were first used to power spacecrafts, there are several PV power generating usage
in ordinary living, including grid-independent homes, water utilization pumps, e-
mobility, wayside emergency phones, and remote sensing [8, 9].

2.2 Wind Energy

Wind is a renewable energy source that is pure, cheap, and easily accessible. Wind
turbines collect the air’s energy and turn it into electricity every day across the globe.
Wind energy is becoming more essential in terms of how we power our world—in
a clean, sustainable way. Wind as a key source of energy has been used for ages
by converting its dynamic power into electricity using windmills and wind turbines.
[10, 11].

2.3 Hydroelectric Energy

Hydroelectric energy is generated when water is coming thru a dam (hydroelectric
electricity is created while water is coming through with a dam) (the dam can be
opened or closed to varying degrees to control water flow and to produce the amount
of electricity needed, based on demand). Water goes into an intake behind the dam,
where it powers turbine blades. A turbine spins a generator to generate electricity.
The amount of electricity produced is proportional to the distance, and the water
drops as well as the volume of water that flows through the system. Energy can
also be supplied to households, industries, and companies via lengthy electric wires.
Hydroelectric power is the most frequently used renewable resource, responsible for
nearly 16% of electricity generated by renewable use [12].
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2.4 Ocean Energy

Sea energy refers to a broad variety of technical systems for using a number of
transformation techniques to create electricity from the ocean. It is a new industry,
with the first commercial units being installed in 2008 and 2009. Although the huge
source of renewable energy has yet to be used on a large scale, the ocean energy
sector plays an important role to make a big difference to the supply of electricity to
coastal countries and people [13].

3 Artificial Intelligence (AI)

Artificial intelligence (AI) allows a computer, robot, or device to mimic human
cognitive behavior. The basic goal of artificial intelligence is to improve computer
functions that are involved in human cognition, such as thinking, learning, and
problem-solving. AI is particularly useful for digitizing cognitive capacities; and
a common use of AI is facial recognition. Research on the application of artificial
intelligence approaches to power and renewable energy systems is now underway.
Artificial neural networks, fuzzy logic, and knowledge-based systems are now the
most widely utilized and effective of these techniques. The AI techniques can make
predictions better, faster, and more practical than any of the traditional methods. On
the other side, inherently, noisy data from renewable energy procedures are a great
candidate for handling with AI systems [14].

Even if comprehending the intricate thought of a humanmind is a difficult topic to
tackle, AI aspires to understand human thought in order to create intelligent beings
capable of solving complex problems. The advancement of AI has decreased the
strain of manual computation [15].

4 AI Techniques Applied in Renewable Energy

For design, optimization, estimate, management, distribution, and policy, AI is
employed in practically every type of renewable energy (wind, solar, hydro, ocean,
and hybrid). People’s attention has been drawn to renewable energy as the environ-
ment has deteriorated, and conventional supplies have been depleted. Wind power
has been quickly expanding in many locations, particularly in Europe, as a non-
polluting renewable energy source. In Spain, for example, wind power generation
accounts for 4% of global energy consumption.

Figure 2 shows a simplified display of several sorts of renewable power sources
and AI technologies [16–18].

Lalot employed artificial neural networks to detect the solar detectors’ timing
constraints. Two factors properly explain the static behavior of a flat plate collector,



Artificial Intelligence Techniques Applied on Renewable Energy … 301

Fig. 2 Diagram depicting the use of artificial intelligence in various RE sources [18]

whereas two additional parameters are required to clearly explain the dynamic
behavior. When a second-order process was investigated, however, the network’s
discrimination ability was not very great. Collectors have been demonstrated to be
regarded third-order systems. To correctly determine pure third-order systems, a
radial basis function (RBF) neural network is used. Based on number of learning
steps, the Euclidean distance between the collectors and their models was computed
to validate the neural network. Finally, neural networks were proven to be capable of
discriminating collectors with similar parameters: the suggested network identified
a difference of 2% for one parameter [19].

Veerachary and Yadaiah used an artificial neural network (ANN) to find the best
operating point for a photovoltaic (PV) system. TheANN controller is trained using a
gradient descent technique to identify the maximum power point of a solar cell array
and the integrated system’s gross mechanical power operation. Solar insolation is the
essential input to the neural network, and the converter chopping ratio corresponding
to the maximum power output of the PV cells or gross mechanical energy production
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of the integrated PV system is the output parameter. For centrifugal and volumetric
pump loads, the ANN forecasts had an error of less than 2% and 7%, respectively
[20]. A full survey of the uses of NN in power electronics is presented in [21].
Many particular control and system identification examples are given. Additional
AI technologies, such as fuzzy logic, metaheuristic approaches, and so on, have not
been touched on. Although [22] goes into greater detail about these strategies, it
focuses on illustrative examples instead of an in-depth study of AI algorithms. Bose
[22] presents a comprehensive explanation of metaheuristic approaches for MPPT
in photovoltaic (PV) systems. The AI techniques utilized to PV systems are covered
in [14], which is focused solely on the PV application.

Using a genetic algorithm, Senjyu et al. created an ideal configuration of power
generating systems in isolated islands with RE (GA). This technique can be used to
figure out how many solar panels, wind turbine generators, and battery configura-
tions are best. Diesel generators, wind turbine generators, a photovoltaic system, and
batteries make up the generating system. In compared to diesel generators alone, the
proposed technique can minimize operation costs by around 10% [23].

Dufo-Lopez et al. [24] present a revolutionary genetic algorithm-optimized tech-
nique for controlling stand-alone hybrid renewable electrical systems with hydrogen
storage. RE resources (wind, PV, and hydro), batteries, fuel cells, an AC generator,
and electrolyze make up the optimal hybrid system.

Lopez and Agustin created the hybrid optimization by genetic algorithms
(HOGAs), a program that designs a PV-diesel system using a genetic algorithm
(GA) (sizing and operation control of a PV-diesel system). C ++ was used to create
the software. A HOGA-optimized PV-diesel system is compared to a stand-alone
PV-only system dimensioned using a traditional design method based on available
energy under worst-case scenarios. The need and sun irradiation are the same in both
circumstances. The computational findings demonstrate the PV-hybrid system’s cost-
effectiveness. HOGA is also compared to a commercial program for hybrid system
optimization [25].

Mabel and Fernandez [26] used a neural network with feed-forward backprop-
agation to estimate wind power over a three-year period from seven wind farms.
The prediction accuracy of the BPNN is commendable (the test set had an RMSE
of 0.0065, and the training set had an RMSE of 0.0070.). The performance of three
distinct forms of ANN approaches (BPNN, RBFNN, and adaptive linear element
network (ADALINE)) has been investigated in the calculation of wind velocity data
from two separate locations [27].

For wind power estimation, Kariniotakis et al. [28] ANN (recurrent high-order
neural networks) was employed in a more advanced form. The ANNmodel’s perfor-
mance is compared to that of the Naive Bayes (NB) technique.When compared to the
NB, the ANN has the lowest RMSE. For the years 1993–1997, the BPNN approach
was employed to anticipate wind speed in the Marmara [29].

Damousis and Dokopoulos proposed fuzzy approaches for wind speed and power
estimates utilizing multiple GA algorithms (real coded GA and binary coded GA).
Data about wind energy from a faraway site were obtained utilizing wireless modems



Artificial Intelligence Techniques Applied on Renewable Energy … 303

and analyzed using the fuzzy methodology, which produced 29.7% and 39.8% accu-
rate accuracy results than the permanent technique for the following hour and lengthy,
accordingly [30].

Solar energy applications have also used several evolutionary AI approaches [31,
32]. GA in solar tracking was suggested by Mashohor et al. [31] for increased PV
system performance. The best GA-solar system has an initial size of the population
of 100, 50 epochs, andmutation and crossover chances of 0.7 and 0.001, accordingly.
The low-standard deviation (1.55) in production yield also demonstrates the system’s
efficiency. GA is used to design a solar water heating system that is as efficient as
possible. The plate gathering area has been actually developed with the GA set to
63 m, resulting in a solar portion value of 98% [31].

Kumar et al. employed GA to track the highest point of power of a PV array
coupled to a battery. The GA’s effectiveness is compared to that of the perturb and
observe (PO) algorithm. The boost converter produces a 400 V line voltage [32].

The employment of GA in parameter adjustment of the hidden layer by Monteiro
et al. resulted in improved prediction efficiency (RMS 0.0432). The GA + HISIMI
model (RMSE 283.89) approach is compared to the BPNN (RMSE 286.11) and
conventional persistence (RMSE 445.48) methods [33].

O’Sullivan et al. employed PSO to optimize the size of a hybrid RE system in
order to make it more cost effective [34]. In the operation optimization of a hybrid
RE system, an upgraded GA is applied, which outperforms the classic GA method
[35]. The bee method is used to improve the performance characteristics of a hybrid
RE system (net present cost (NPC), cost of energy (COE), and generation cost (GC))
[36].

Table 1 shows the summary of most work in literature review with the used
methods and its achievements.

5 Comparative Analysis

The models discussed above each have their own unique qualities and can behave
effectively in a variety of settings. Artificial neural network (ANN) models are effec-
tive in the photovoltaic (PV) field and can provide improved long-term prediction
outcomes. They are frequently utilized as feed to time-series models, since ARMA
helps them get improved result.

The tenacity models are the most straightforward time-series algorithms. In terms
of very simple prediction, they can outperform several other algorithms. Despite their
inconsistency in prediction accuracy, they are commonly employed in practice. In
the last thirty years, the majority of research on time-series modeling techniques has
been done by academics.

New artificial intelligence-basedmodels such as neural networkmodels and fuzzy
logic models have been developed. Algorithms that use a vast amount of historical
data for modeling input, such as wind energy consumption algorithms and fuzzy
logic systems, can produce precise short-term predictions.



304 A. A. A. Lateef et al.

Table 1 Summary of AI techniques applied in renewable energy

References Methods Description Achievement

Lalot [19] ANNs/RBF A radial basis function
was used to identify
temporal characteristics
of solar collectors using
ANNs (RBF)

For one parameter, the
suggested network
identified a difference of
2%

Veerachary and
Yadaiah [20]

ANN An artificial neural
network (ANN) was
used to find the best
operating point for a
photovoltaic (PV)
system

For centrifugal and
volumetric pump loads,
the ANN forecasts had
an error of less than 2%
and 7%, respectively

Senjyu et al. [23] Genetic algorithm
(GA)

Using a genetic
algorithm, developed an
optimal configuration of
power generating
systems in isolated
islands with RE (GA)

In comparison with
diesel generators alone,
the proposed technique
can cut operation costs
by around 10%

Dufo-Lopez et al.
[25]

Hybrid
optimization by
genetic algorithms
(GAs)

Produced hybrid
optimization by genetic
algorithms (HOGAs), a
tool for designing a
PV-diesel system using a
genetic algorithm (GA)
(sizing and operation
control of a PV-diesel
system)

The PV-hybrid system’s
economic benefits are
demonstrated by the
computational findings

Mabel and
Fernandez [26]

Feed-forward
backpropagation
neural network
(BPNN)

BPNN is used to
evaluate wind power
from seven wind farms
during a three-year
timeframe

The BPNN has a
respectable prediction
accuracy (RMSE 0.0070
for the training set and
0.0065 for the test set)

Kariniotakis et al.
[28]

Advanced version
of ANN

For wind power
estimation, an upgraded
form of ANN was
implemented

In comparison with the
NB, the ANN has the
smallest RMSE

Damousis and
Dokopoulos [30]

Fuzzy methods
using the two GA
algorithms

For wind speed and
power estimate,
developed fuzzy
approaches employing
the multiple GA
algorithms (real coded
GA and binary coded
GA)

The fuzzy method
outperforms the
persistent method by
29.7% and 39.8% for the
next hour and long-term
predictions, respectively

Mashohor et al. [31] Genetic algorithm
(GA)

GA in solar tracking is
recommended for
increased PV system
performance

The system’s efficiency is
also demonstrated by the
low standard deviation
(1.55) in generation gain

(continued)
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Table 1 (continued)

References Methods Description Achievement

Atia et al. [37] Genetic algorithm
(GA)

GA is used to develop a
solar water heating
system that is as efficient
as possible

With the GA set to 63 m,
the plate catcher region
has been improved,
resulting in a solar
fraction value of 98
percent

O’Sullivan et al.
[34]

Particle swarm
optimization (PSO)

PSO is used to optimize
the size of a hybrid RE
system

Improve the
cost-effectiveness of the
hybrid RE system

Lalot [19] ANNs/ RBF The identification was
done using a radial basis
function. Temporal
characteristics of solar
collectors using ANNs
(RBF)

For one parameter, the
suggested network
showed a difference of
2%

Veerachary and
Yadaiah [20]

ANN An artificial neural
network (ANN) was
used to determine the
best operating point of a
photovoltaic (PV)
system

For centrifugal and
volumetric pump loads,
the ANN predictions had
an error of less than 2%
and 7%, respectively

Senjyu et al. [23] Genetic algorithm
(GA)

Using a genetic
algorithm, produced an
optimal configuration of
power generating
systems in isolated
islands with RE (GA)

In comparison with
diesel generators alone,
the proposed technique
can cut operation costs
by around 10%

Dufo-Lopez et al.
[25]

Hybrid
optimization by
genetic algorithms
(GAs)

Produced hybrid
optimization by genetic
algorithms (HOGAs), a
tool that designs a
PV-diesel system using a
GA (sizing and
operation control of a
PV-diesel system)

The computational
findings demonstrate the
PV-hybrid system’s
cost-effectiveness

Raw data input is handled well by neural networks, which also have significant
learning and training capabilities. When it comes to reasoning difficulties, fuzzy
logic models surpass others, but their learning and adapting abilities are subpar.
Fuzzy logic and neural networks were merged in new approaches to get good results.
Because these strategies are dependent on varied settings,meaningful comparisons of
all of them are difficult, and data collecting is a difficult undertaking. However, there
are some comparisons and similar studies that prove that artificial-based algorithm
outperforms other approaches in terms of short-term prediction.
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6 Challenges

Based on existing AI advances, the implementation of AI technology in RE is
projected to encounter the following significant obstacles:

Reliability needs to be enhanced even more. While AI technology implemented
to energy systems has achieved a high rate of issue and defect detection, it still falls
short of actual application requirements. At this time, AI can only be utilized as a
supplement to traditional methods of work.

There is a need to upgrade infrastructure. The use of AI is dependent on a large
number of data samples, high-computer power, and global network interaction. The
supporting capability and degree of necessary infrastructure assets, such as big data,
are, however, important considerations.

7 Conclusion and Future Directions

Through the previous review of all technologies used in the fields of renewable
energy, it is very important to develop these techniques andwork to spread these tech-
niques because of a great benefit in producing electric power without environmental
harmful. The important role of artificial intelligence techniques and their effective
role in developing electricity production using renewable energy techniques. After
reviewing most of the techniques used in these areas, it is very important to focus
on the deep learning and machine learning techniques to improve work in renewable
energy and production electricity.

Advances in currently accessible AI approaches are extremely likely to be seen in
the coming years. There appears to be a data large disparity in the economy right now,
but with the rise of IOT’s solutions, the implementation of a wide range of sensors,
adaptive streaming supplied by drones for monitoring purpose, and NLP techniques,
the problem of a lack of data is likely to fade away.

It is worth noting that, among all AI techniques, neural networks (NNWs) are
now receiving the most attention for future applications.
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A Personalized Healthcare Platform
for Monitoring Mental Health
of a Person During COVID

C. Jyotsna, J. Amudha, and Sreedevi Uday

Abstract Stress is the human body’s response to various factors such as mental,
physical, or emotional pressure. Coronavirus Disease 2019 pandemic has disrupted
the mental health of most people worldwide. Stress plays a crucial role in corona
virus disease patients during their medication period. Therefore, a remote mental
health monitoring system has become a necessity. The physiological data captured
using body sensors can provide rich information about the stress experienced by
a person. Paper proposes a personalized stress indicator for monitoring a person’s
mental health through a personalized healthcare platform. The physiological data
from body sensors such as the galvanic skin response sensor, electrocardiogram
module, and accelerometer module are sent in real-time to an Internet of things plat-
form, ‘ThingSpeak.’ In the ThingSpeak platform,MATLAB analysis is performed to
calculate the baseline threshold value of each user. Then, the stress percentage is eval-
uated based on the data rate above the threshold. The stress percentage is displayed
on an output channel of the ThingSpeak platform. It enables remote monitoring
of patients’ mental health by sending the health updates to the doctor or caretaker
through email.

Keywords Stress · Galvanic skin response · Activity recognition · IoT ·
Accelerometer · ThingSpeak · COVID-19

1 Introduction

Stress has become so common in our daily life, which can be termed as the response
of our body to various conditions such asmental, physical or emotional pressure from
different environments like home, worksite or public places. Stress is a mechanism
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Fig. 1 Role of sympathetic nervous system in a stressful state

of our body to keep the balance of our system in a ‘flight or fight’ response. If
it is pertaining for too long period, it can result in causing adverse effects on our
body. When a person has stress, his sympathetic nervous system gets activated, and
activates the physiological signals in our body. Figure 1 represents the role of the
sympathetic nervous system in physiological changes. It includes increased heart
rate, sweating, pulse, blood pressure, dilation in pupil diameter, faster breathing,
muscle tension, dry mouth, increased blood sugar as shown in Fig. 1.

During the pandemic situation due to Coronavirus Disease 2019 (COVID-19),
most people are mentally and physically affected [1, 2]. Therefore, it has become
a necessity to regularly monitor a person’s mental health. COVID-19 has affected
the everyday life of many people. Facing new realities like unemployment, work
from home, homeschooling, and reduced income has mentally affected most people.
COVID-19 has disrupted crucial mental health services worldwide when they are
most needed [3, 4].

Stress plays a vital role in the recovery period of patients with various medical
conditions, especially in COVID patients, cancer patients, and heart patients [5].
Stress can trigger cancer cells and contribute to their growth in the human body.
Cardio patients should not get affected mentally. There are chances of shooting
up blood pressure and elevated heart rate during stressful situations, which is not
desirable for them [6, 7]. It canbebeneficial to knoweveryone’s stress status regularly.
It helps to take various preventive measures to cope with the adverse effects and
improve their health status [8].

Today’s one of themost advanced technology is the Internet ofThings (IoT),which
connects computing objects via the internet and allows their management, enabling
them to receive and send data for various purposes like monitoring, controlling or
performing its analysis [9]. Paper proposes a personalized stress indicator (PSI),
which monitors the physiological signals GSR, HR, and activity data of the user and
displays the stress percentage on IoT platform. The physiological signals galvanic
skin response (GSR), heart rate (HR), and activity data are sensed and transmitted to
the IoT platformwith themicrocontroller’s help. Then, the computation is performed
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on the cloud, and stress percentage is evaluated and sent to the user through their
email.

In the previous study [10], we could extract physiological parameters such as GSR
[11] and HR [10] and indicated stress levels. Always we cannot consider the changes
in physiological signals as an indication of stress.When a person is physically active,
there can be changes in his physiological signals. Therefore, it can make a false
prediction of stress. Recognizing the activity using an accelerometer module helps
to avoid those wrong predictions.

The paper is organized as follows: Sect. 2 discusses various methodologies used
for stress analysis, including the physiological parameters and techniques used. Also,
it provides an insight into the previous study on physiological measures for the
detection of stress. Section 3 gives the system overview and explains the role of
the accelerator module in better predicting stress percentage. Section 4 provides a
view of the hardware components and the software used to implement the work for
performing stress analysis. It also shows the results obtained at various stages of the
development of this work, the outcome of the computation, and a representation of
the classification made by the machine learning algorithm. Finally, Sect. 5 shows the
conclusion of this research and the possible future enhancements of this work.

2 Related Works

This section reviews the research study on the technologies used for remote health
monitoring and related work performed for the detection of stress, its classification,
and its involvement in the study of various medical conditions. Several physiological
parameters and emerging technologies like IoT and machine learning are being used
in this field to analyze the stress level.

There are multiple measures to detect and monitor the mental health of a person.
It can be measured using subjective and objective measures. Subjective measures
are standardized and well-tested questionnaires that a person can fill in to check his
mental health. However, the subjective measures cannot be collected in real-time
and can be psychologically biased. On the other hand, physiological measures are
objective and can be collected in real time. Since unobtrusive and involuntary data
collection is possible with physiological measures, it has been widely used in mental
health monitoring [12]. Various sensing technologies help to monitor mental health
by sensing physiological parameters like eye measures, brain signals, heart rate,
dermal activity, facial expression, sound, temperature, respiratory rate (BPM), and
blood pressure (BP).

Panigrahy et al. developed a stress detector using a GSR signal. The classifica-
tion of GSR data into stressed or relaxed conditions is performed with the help of
supervised binary classifiers [11]. The results found that the J48 classifier performs
better for the classification of GSR data.

Luay et al. developed a tool for monitoring a person’s mental health while doing
his daily activities [13]. The tool continuously monitors physiological signals like
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skin temperature, GSR, and heart rate variability (HRV). The recorded data will send
to the cloud database throughWi-Fi. A user interface has been used for visualization
and further analysis.

Basjaruddin et al. developed a model to measure the stress level by monitoring the
physiological signals HR, GSR, body temperature, and oxygen saturation [14]. The
sensed data has been processed and sent to the cloud platform by the microcontroller.
Based on the features of the physiological signals, a fuzzy-based model is designed
to determine the stress level.

Sabrina et al. had considered physiological signals such as galvanic skin response,
HRV, peripheral capillary oxygen saturation and proposed an artificial intelligence-
based stress detection system [15]. TheK-nearest neighbor (KNN) and support vector
machine (SVM) algorithms have been used for the prediction of stress levels.

Jyotsna et al. developed a method to detect the stress level of students by moni-
toring the eye measures like pupil diameter and blink frequency [16]. The data has
been collected using the eye tracker. Mathematical questions have been used as
stimuli to induce stress and observed changes in those parameters as indications
of stress. Statistical analysis has been done to validate the obtained result.

Hassanalieragh et al. focused on highlighting challenges in the remote health
monitoring procedures like sensing, analytics, and visualization using IoT in home
and work environments and the need to address those challenges before its actual
integration into the clinical practice [17].

Multimodal data collection and analysis always helps to increase the prediction
accuracy. Various data like digital, physical, psychometric, physiological, and envi-
ronmental data helps to monitor a patient. Multiple data collection helps in the real-
timemonitoring of patients. The GSR and HR are considered as significant measures
in predicting stress [18]. The IoT serves as a healthcare platform that helps to track
a patient’s health conditions constantly.

In the previous work [10], two wearable modules, smart band, and a chest strap
module were used to indicate the stress score. The smart band module uses a GSR
sensor and an Arduino LilyPad microcontroller for measuring the galvanic skin
response. The chest strap module gives the HR data using an ADS1292R ECG
module and an Arduino Uno microcontroller. The measured GSR and HR data are
then fed to an IoT platform using an ESP8266 Wi-Fi module for storage and further
analysis.

3 System Architecture of Personalized Stress Indicator
(PSI)

The proposed system personalized stress indicator (PSI) enables constant tracking of
mental health conditions of a person with the help of Thingspeak, an IoT platform.
The user’s physiological signals GSR and HR are sensed and sent to the Thingspeak
platform for finding their stress percentage. The PSI aims at improving the accuracy
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Fig. 2 System architecture of personalized stress indicator

of the stress percentage prediction by introducing an accelerometer module. When
a person is engaged in physical activity, there are chances of experiencing excessive
sweating and increased heart rate. Therefore, data collection during this period can
lead to an erroneous calculation of the stress percentage. An accelerometer module is
developed to avoid this scenario, which gives the activity profile of the person. This
activity data helps in improving the result by ignoring the GSR and HR signal during
the activity period. PSI uses all three modules: a smart band module worn over the
wrist, a chest strapmoduleworn around the chest, and an accelerometermoduleworn
over the ankle. The system is designed to measure three parameters GSR, HR, and
the activity data from the subject using Arduino microcontroller and transmit those
signals to the ThingSpeak IoT platform using the Wi-Fi module. Figure 2 shows the
system architecture of PSI.

ThingSpeak is open-source software that allows users to connect with Internet-
enabled devices. The ThingSpeak platform provides the provision to create channels
for storing the data sent to the platform. Channel is created so that several fields
can be enabled in each channel, where each field serves as storage space for each
parameter. The data sent from the three wearable modules are stored in the respective
fields of the enabled channel for each parameter. The analysis is performed on this
data for the calculation of stress percentage.

3.1 Experimental Setup and Visual Stimulus

An experimental setup was created to conduct the research study. An isolated room
was chosen to provide a calm environment for the subject. Fourteen healthy subjects
(age range=30±10) voluntarily participated in the research study.Themethodology
of this experiment was explained to each subject and obtained a written consent for
their voluntary participation. Each participant was given the three wearable bands
and a headset, which they wore according to the instructions provided. A short video
was played on the laptop, with a combination of calm and stressful scenes. A short
animation movie [10] served as an introductory video, followed by a calm video
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scene and a stressful video scene. The world’s most relaxing film [10] is selected
as the calm video. The physiological parameter readings of the person are taken
during this period. Reading during the introductory video was discarded because it
was intended to inform the subject of a test setup. The period during the calm video
is considered the baseline period. The baseline threshold is yielded by averaging
the readings taken during the baseline period. Each person’s stress percentage is
calculated by keeping the baseline threshold as a reference point.

4 Implementation and Result Analysis

The PSI consists of both hardware and software elements. The main functionalities
of the overall system are sensing data with wearable bands and transmission of data
to the ThingsSpeak IoT platform with the help of an Arduino microcontroller. In
addition to data reception, its storage, analysis and transmission to other devices are
also performed in the ThingSpeak platform.

The smart band and chest strap module were developed in the initial phase of the
research study. An accelerometer module is added to the existing model to improve
the efficiency of the system by reducing the chance of predicting an erroneous result.
The activity profile of the person is obtained using an ankle band, which mainly
consists of a triple-axis accelerometer module MPU6050, Arduino Nano microcon-
troller and an ESP8266 Wi-Fi module. MPU6050 module consists of an accelerom-
eter and a gyroscope which will provide the activity data in terms of three-axis values
and three gyro values. The axes and gyro data are fed to the Arduino microcontroller.
Based on the axes and gyro values, the ‘activity’ variablewill be set as 1, if any activity
is indicated. Otherwise, the value will be 0. The activity data will be transmitted to
the ‘ThingSpeak’ IoT platform using an ESP8266Wi-Fi module. Figure 3 represents
the GSR, HR, and activity data received in the ThingSpeak platform.

4.1 MATLAB Analysis

The data from the ‘stress analysis’ channel fields is retrieved for MATLAB analysis
to evaluate the stress percentage and preprocessed to remove the missing data. The
baseline period average is considered the threshold and finds the values above the
threshold during stress video duration. If the activity is detected as 1, the data would
not be considered stressed. Thefinal output is stored in the ‘stressmonitoring’ channel
using the ‘ThingSpeak Write’ function. Stress percentage is calculated based on
physiological parameters such as GSR and HR, and activity data and the output are
stored in the output channel field. Finally, offline analysis is performed to analyze
the stress percentage of all the participants, and the participant ‘p14’ has indicated
high stress with a stress percentage of 38%, as shown in Fig. 4.
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Fig. 3 Physiological data in ThingSpeak platform: a GSR, b heart rate, c activity data

Fig. 4 Stress percentage
obtained for each participant

5 Conclusion and Future Enhancement

Applying emerging technologies like IoT and wearable sensor technologies can
vastly enhance the healthcare sector. Such application aids the patients and doctors
alike. Analysis of the mental health status and alert provided to the doctor or care-
taker are the benefits of PSI. Since most of the COVID affected patients are treated at
their homes, continuous monitoring of their physical and mental health is required.
Since it is not feasible to access most mental health services during the COVID-19
pandemic, PSI can play a significant role in monitoring their stress. The proposed
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IoT system to evaluate the stress percentage of a person assures to be a better health
caretaker by providing regular feedback on his stress percentage.

The future direction of the work is to add a machine learning model and build
an intelligent system for better prediction of a user’s mental state. Based on the
previous study [16], we could indicate the stress level of students based on their
eye gaze measures. A multimodal system can improve the efficiency and prediction
accuracy of a system. Since eye measures are good indicators of a person’s mental
state, incorporating eye measures into PSI can enhance predicting a person’s mental
state.
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Offloading Strategy of D2D
Communication and Computing
Resources Based on Shared Tasks

MingChu Li, Dengxu Li, Xiao Zheng, and Chuan Lin

Abstract This paper proposes a joint resource offloading strategy based on NOMA
communication technology. In the scene, cellular network communication and D2D
communication network communication coverage coexist. Cellular network users
have social attributes. They can share computing resources between user devices
through the trust index between users. The calculation task can also be offloaded to
the edge server MEC for task calculation. D2D users need to forward tasks through
the edge server MEC. We analyze the needs of two types of users for modeling
and minimize the overall cost of the two types of users in this scenario through
adjustments such as task division, trust decision-making, and power control. Finally,
a low complexityDSGalgorithmbased on game theoryNash equilibrium is proposed
to solve the target problem.The experimental results show that thismethod can reduce
the cost of both and maintain a good user fairness experience index.

Keywords Mobile edge computing (MEC) · Non-orthogonal multiple access
(NOMA) · Shared tasks · Device-to-device (D2D) · Game theory

1 Introduction

With the continuous increase in the order of magnitude of computing requirements
of various users, scenes of intensive computing tasks in life are becoming more
and more common. Although the central processing unit is also developing rapidly,
mobile devices are still limited by battery energy and storage space. It is difficult
for them to maintain the user experience and have strong computing power at the
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same time. In the network hotspot area, the emergence of 5G provides the possi-
bility of supporting high-speed and high traffic density transmission. Although 5G
technology has brought us great innovations in transmission technology in the field
of communication and reduced a lot of communication costs, the cost of communi-
cation between the cloud and users is still difficult to ignore. Therefore, researchers
propose to use edge cloud computing technology to solve this problem. Using edge
computing technology, it can unite various types of IoT devices to cooperate with
mobile users. Through the transmission power control and reasonable task allocation
on the edge cloud, all users can achieve the optimal balance strategy in the regional
scenario. But we also need to consider many factors, such as the communication
capabilities of the radio channel, the heterogeneous computing resources of the edge
cloud, and the pairing of users and the edge cloud.

In the field of communication, the traditional 3G transmission technology has seri-
ous near-far effects. The 4G multiple access technology uses orthogonal frequency
division multiplexing (OFDM)-based orthogonal frequency division multiple access
technology and uses link adaptive coding technology. Compared with the traditional
orthogonal multiple access technology (OMA), in scenes with near-far effects, wide
coverage, and dense access points, due to its serial interference technology and power
multiplexing technology, the use of non-orthogonal multiple access (NOMA) tech-
nology can bring obvious performance advantages.

At the same time, we also consider that the user scenario of this article is complex.
In multiple areas of the cellular network, there are a large number of mobile device
userswhohave an inconsistent number of computationally intensive tasks that need to
be offloaded to the edge server MEC for calculation, or task sharing among trusted
mobile users. At the same time, it is also faced with a complex network overlap
situation, and multiple D2D communication users will choose to use the base station
in the cellular network for data forwarding. Therefore, since D2D users and mobile
device users may share an MEC base station, their communication will also be
affected by the transmission power of the other party. The scene is shown in Fig. 1.

2 Our Contribution

Since the downlink time is very short during the entire communication process,
this article considers describing the scenario in the uplink. The independent vari-
ables related to cellular mobile users are other trusted users who choose to offload
computing tasks, the MEC base station, and the amount of offloaded tasks. The inde-
pendent variables related to the D2D user are the MEC base station selected for task
forwarding and the power for task forwarding. At the same time, our optimization
goal is also subject to a series of constraints, such as restrictions on money and time
costs for mobile users, restrictions on the mutual trust threshold between users and
users, restrictions on the computing power of MEC base stations, and restrictions
on the communication and transmission environment. Therefore, we believe that the
problem is a complex, splittable, multi-user non-cooperative optimization problem.
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Fig. 1 Scene

In terms of solution ideas, we hope to reduce the complexity of the solution algo-
rithm. Finally, we choose game theory with lower complexity as the theoretical basis
and describe the competitive relationship between users as a non-cooperative load
balancing game to solve the Nash equilibrium optimal solution of the problem. The
main contributions of this article are as follows:

• Under the NOMA communication technology, the paper proposes a cooperative
optimization solution to the communication needs of users of multiple types and
needs in the same scenario.

• The trust index between users and users is proposed, and the historical connection
situation, address book matching and other factors are used to measure whether
users can delegate their own uninstall tasks to other users for calculation and
processing.

• To solve this problem, we put forward the DSG algorithm based on the theory of
game theory, joint power control, joint decision-making, and resource allocation,
which minimized the overall user cost and increased the utilization rate of MEC
and users. Fairness index.

3 Related Work

This section does the current research status of offloading strategies in power con-
trol and resource allocation. With the advent of the Internet of things and 5G era,
massive amounts of terminal data are generally supported by edge computing. The
ensuing problem of computing unloading faces many challenges. At present, more
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researches on the offloading strategy of MEC computing offloading mainly focus
on the three themes of the offloading strategy based on energy consumption, the
offloading strategy based on delay and the strategy of jointly adjusting energy con-
sumption and delay. Literature [1] proposed a branch and bound method based on
reconstruction linearization technology to obtain sub-optimal results to minimize
energy consumption. Literature [2] proposed a closed-form optimal task segmenta-
tion strategy. Using convex optimization theory to obtain a closed form of computing
resource allocation strategy, tominimize theweighting andwaiting time of all mobile
devices. Based on the DAG model [3, 4], the literature describes a fine-grained task
offloading algorithm thatminimizes the energy consumption ofmobile devices under
delay constraints. Literature [5] designs the optimal transmission precoding matrix
and computing resource allocation and proposes an iterative algorithm based on a
novel continuous convex approximation technique to simultaneously minimize the
overall user energy consumption and meet the delay constraints.

At the same time, there are many resource allocations for complex user scenar-
ios. For example, literature [6] studied the computing and traffic offloading used
for content delivery and delay-sensitive task offloading services in a cache-assisted
device-to-device multicast (D2MD) network. It proposes multicast-aware coding
and cooperative caching schemes to improve the efficiency of content distribution
and optimize the energy consumption of content delivery. Literature [7] studies the
offloading of latency-aware computing of IoT devices with confidential settings and
the joint optimization problem in scenarios where malicious eavesdroppers may
cause interruptions.

With the in-depth research on the direction of communication resource allocation,
the research on power control in the MEC system has gradually attracted academic
research attention. Literature [8] proposed an online optimization strategy for com-
puting task shunting of MEC server with sleep control scheme and proposed a Lya-
punov optimizationmethod based on decision-making in time slot blocks to optimize
long-term problems. In [9], the edge cloud server optimizes the equipment transmis-
sion power and computing resource allocation ratio and designs a unique injective
function from transmission power to computing resource allocation for each user.
Literature [10] established a joint optimization model for task offloading and power
allocation and proposed a centralized joint optimization algorithm for task offload-
ing and power allocation. Literature [11] proposes a two-stage alternate method
framework based on Lagrangian dual decomposition based on task calculation and
task data transmission, using flow shop scheduling theory and greedy strategy for
offloading decision-making and task scheduling. In terms of practical application,
the current research includes monitoring applications and routing schemes related to
big data and Internet of things industry [12–14].

Researchers pay more attention to user feedback and service quality for edge
computing. Literature [15] studied the problem of maximizing the service provider’s
revenue under the condition of guaranteeing the user’s service quality, constructing
it as a semi-Markovian problem, and transforming it into a linear programming
problem. And the literature [16, 17] considers various aspects of service quality.
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4 System Model and Problem Modeling

This article simulates a complex scenario of 5G users with overlapping D2D commu-
nication networks and cellular communication networks. There are two types of users
in the scene. Thefirst type of cellular networkmobile device users’ goal is tominimize
their own time and money costs. The second type of D2D network users establish a
goal for power control: find the maximum transmission power of the sender when
the upper limit of environmental interference is met. We assume that there are a total
of N cellular network users U = {1, 2, . . . , I } in the scene, and each user randomly
generates Sn computing tasks. D2D network users D = {1, 2, . . . , Q}, and eachD2D
user randomly generates Sq transmission tasks. We believe that users are rational.
When there are multiple choices, users will take rational behaviors within the limits
to minimize their costs. At the same time, there are a total of J small base stations
to provide services for users in the scene, which is expressed as M = {1, 2, . . . , J }.
The service provider MEC base station is heterogeneous in processing power, so its
pricing is positively correlated with computing power.

4.1 Analysis of NOMA Transmission and Traditional
Transmission

Weassume that the channel transmission characteristics in the scene are implemented
based on the Rayleigh probability density function. The paper considers that other
conditional factors in each time slot T are static. The channel gain of the user’s
divisible task is:

h1 < h2 < · · · < hx < hy < · · · < hI (1)

The user’s choice of base station is uncertain, ωx, j is a 0/1 variable, indicating
whether the two establish a connection. Assume that the user evenly distributes
his tasks to two different MECs for offloading. In the traditional communication
transmission mode, users can only queue up in order to transmit tasks, so the com-
munication transmission rate is expressed as:

Rx = B log

(
1 + Pihx

N0

)
(2)

Ttrad = Tx + Ty = N

2B log
(
1 + Pi hx

N0

) + N

2B log
(
1 + Pi hy

N0

) (3)

The sub-channels of the NOMA transmission base station are orthogonal and do
not interfere with each other, so they can be shared by multiple users. However, it is
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also subject to interference among users. So its communication transmission rate is
expressed as:

Rx = B log

(
1 + Pihx

Pihx + N0

)
(4)

Since it is sent tomultiple users at the same time in time slotT, its time is expressed
as:

Tnoma = max(Tx , Ty) = (1 + θ)Ty

= max

⎛
⎝ N

2B log2
(
1 + Pi hx

Pi hx+N0

) ,
N

2B log2
(
1 + Pi hx

N0

)
⎞
⎠ (5)

Therefore, the difference between the delay in the NOMA transmission mode and
the delay in the traditional mode is:

Ttrad − Tnoma = (Tx + Ty) − max(Tx , Ty)

= N

2B log2
(
1 + Pi hx

N0

) + N

2B log2
(
1 + Pi hy

N0

)

− max

⎛
⎝ N

2B log2
(
1 + Pi hx

Pi hx+N0

) ,
N

2B log2
(
1 + Pi hx

N0

)
⎞
⎠ ≥ 0 (6)

This shows that the reduction of the delay cost brought by theNOMA transmission
mode in the current scenario is significant. In terms of energy consumption, we also
made a comparison under the same conditions:

Etrad − Enoma = 2T Px − (1 + θ)T Px = (1 − θ)T Px (7)

In the sameway,when the user divides the task intomultiple subtasks and transmits
them to different MEC base stations, the transmission time is expressed as:

Ti = max(T1, T2 . . . TJ ) (8)

And its energy consumption is expressed as:

Ei = E1 + E2 + · · · + EJ (9)
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4.2 Cellular Network Users with Social Attributes

In this section, we will numerically measure and describe the social attributes of
cellular network users. Through our research, we found that in reality, users’ social
attributes are very universal. The connection between a mobile device and a mobile
device usually represents the connection between the owners of the device, that
is, the social relationship between people. The social relationship can reflect the
trust relationship between people. Therefore, we believe that a device with a trust
relationship is willing to provide the computing resources of its own device to serve
the other party when one party has a task that needs to be calculated, and the other
party has free computing resources. We use several comprehensive indicators to
describe trustψi . The first is the intimacy index of the address book ofmobile devices.
We use

ψadd
a,b =

⎧⎪⎨
⎪⎩
1 Ua and Ub exist in each others address book

0.5 Ua or Ub exist in each others address book

0 Both Ua and Ub have no others address book

(10)

to describe whether there is a connection in the address book between device x and
device y. The second indicator is the connection frequency indicator of the mobile
device. We use

ψ fre
a,b = Fa,b∑N

i=0 Fa,i

(11)

to describe the connection frequency of device x and device y in a certain period
of time, including the number of times in a WIFI environment and the number of
Bluetooth connection transmissions. Third, we use ψ fri

a to describe the friendliness
index. It is the product of the amount of computing resources received by user x
from other mobile devices and the amount of computing resources from device y in
a certain period of time in history, divided by the amount of computing resources
provided to all devices by x.

ψ fri
a = Ns

y∑N
i=0 N

r
i

×
∑N

i=0 N
s
i∑N

i=0 N
r
i

(12)

From these three ratios, we get a trust index of device x to device y.

ψi = δ1ψ
add
a,b + δ2ψ

fre
a,b + δ3ψ

fri
a (13)
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4.3 Cellular Communication Network Users and D2D
Communication Network Users

We use matrix G( j) = (ωT
1, j , ω

T
2, j , . . . , ω

T
i, j ) to describe the base station user cluster

established byMEC and each user. The tasks of cellular network users are separable.
Therefore, in the time slot t, users can perform calculations locally, or they can
transmit tasks to multiple MECs for offloading calculations. Therefore, the user’s
task volume is expressed as:

Ni =
∑
j∈M

Ni, j +
∑

k∈U and k �=i

Ni,k + Nloc (14)

For users of the D2D communication network, we use

μq,g =
{
1 Dq is connected to group G j

0 Dq is not connected to group G j
(15)

to represent the connection relationship between the D2D user and the cellular user
base station cluster. The user’s transmission task power and local calculation power
are limited by the performance of the device itself and can only be used within the
specified range: ∑

j∈M
Pi, j +

∑
k∈U and k �=i

Pi,k + Ploc ≤ Pmax
i (16)

The users signal power is expressed as

Si, j � Pihiωi, j (17)

The signal power of other D2D users in the same group is expressed as

Oq,g �
∑
k∈D

Pqhqμq,g (18)

and the signal power of cellular network users in the group is expressed as

Ii, j �
I∑

k=i+1

Pkhkωk, j (19)

When the D2D user transmission network overlaps with the cellular user offload-
ing network, the transmission power between users will affect each other. Therefore,
the combined transmission rate of cellular network users is expressed as:
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Hi, j � B log2

(
1 + Si, j

Ii, j + Oq,g( j∈g) + N0

)

= B log2

(
1 + Pihiωi, j∑I

k=i+1 Pkhkωk, j + ∑
k∈D Pqhqμq,g + N0

)
(20)

The transmission power of D2D communication network users is expressed as:

Hq,g � B log2

(
1 + Sq,g

Oq,g + N0

)

= B log2

(
1 + Pqhqμq,g∑

k∈D and k �=q Pkhkμk,g + N0

)
(21)

Therefore, the analysis shows that the transmission time of the cellular network
user in the upload stage is expressed as

T tran
i = max

{ Ni, j

Hi, j
| j ∈ M

}
(22)

The computing tasks of cellular network users can choose to be executed locally,
and the time cost is expressed as:

T loc
i = Ni − ∑

j∈M Ni, j

γ loc
(23)

Or the user can offload the task to the MEC base station for task calculation. The
time cost is expressed as:

T pro
i ( j ∈ M, k ∈ U ) = max

{Ni, j

γm
,
Ni,k

γ loc

}
(24)

The amount of data in the downlink transmission phase is generally the result
data after processing, which is very small compared to the uploaded data, so this
article ignores the time consumption of the downlink transmission phase. So it can
be obtained that the time cost of a cellular network user is expressed as:

Ti = max
{
T tran + T pro, T loc

}
≤ Tmax (25)

The user’s task is generally time-sensitive, so it is constrained by the maximum
delay of the user’s task. From the transmission power, the energy consumption in the
upload phase is expressed as:

E tran
i = T tran

i Pi (26)
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The locally calculated energy consumption is expressed as:

E loc
i = T loc

i P loc (27)

At the same time, it should be noted that cellular users generally have mobility
characteristics, so it is limited by energy consumption. Expressed as:

Ei = E tran
i + E loc

i ≤ Emax
i (28)

The MEC server provides users with services of different computing speeds, so
the unit price per unit time of different base stations is different. According to the
pricing of Amazon Web Services, it can be obtained that the monetary cost of the
user when the task is uninstalled is affected by which server it is connected to and
the size of the uninstalled task. So expressed as:

Gi =
j=J∑
j=1

Ni, j

γm
ρm ≤ Gmax

i (29)

The user will only pay a limited monetary cost for each task, so the user’s mon-
etary cost should be less than the maximum value of its monetary cost. For D2D
communication network users, its transmission power will be much larger than that
of cellular network users, but its size is also limited by the performance of its own
equipment: Pq ≤ Pmax

q . Its transmission delay cost is also affected by the cellular
network user group, expressed as:

Tq = Nq

Hq

= Nq

B log2

(
1 + Pqhq∑Q

k=q+1 Pqhqμq,g+N0

) (30)

Since D2D users are generally large-scale immovable devices, their energy will
not be limited by their own power, so the energy limit of D2D users is not considered.
So its cost is expressed as: Cq = Tq = Nq

Hq
. Considering that users, as independent

individuals, hope to minimize their own costs, but the satisfaction of different types
of users is generally related to the degree of importance they place on time andmoney
costs. Therefore, the goal of this article is to minimize the total cost of users of all
parties, but two weight values α and β are used to fine-tune the cost emphasis of
different types of users. It is expressed as:

Ci = αTi + βGi (31)
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4.4 Problem Modeling

Finally, in summary of the above analysis, we formulate the problem as an optimiza-
tion problem that minimizes the cost of various users. The objective function and
constraints of the problem are expressed as follows:

Problem: Min
∑
i∈U

Ci + η
∑
q∈D

Cq

Constraint : E tran
i + E loc

i ≤ Emax
i i ∈ U∑

j∈M
Pi, j +

∑
k∈U and k �=i

Pi,k + Ploc ≤ Pmax
i i ∈ U

Pd ≤ Pmax
d d ∈ D

α + β = 1

max
{
T tran
i + T pro

i , T loc
i

}
≤ Tmax

i i ∈ U

J∑
j=1

Ni, j

γm
ρm ≤ Gmax

i

∑
j∈M

Ni, j +
∑

k∈U and k �=i

Ni,k + Nloc = Ni i ∈ U

Variables: μq,g, μi, j , Pi , Pd , Ni, j , Ni,k

{k,m, d|k ∈ U m ∈ M d ∈ D}

From the objective function, we can see that our goal is to minimize the total cost
of all users in the scene. The total cost is composed of the time and money costs of
cellular network communication users and D2D network communication users. In
the constraints on the algorithm,we first consider the constraints of the limited energy
of the mobile users of the cellular network. And it is considered that the device power
of the mobile user is used by the shared task part, the offload processing task part and
the local task processing part. At the same time, the communication transmission
power of the D2D communication device will also be restricted by the performance
of the device. And the sum of cost weights should be 1. The user’s time cost should
be the maximum value of the time for tasks to be unloaded to the MEC equipment
and processed and the local processing time, and this time cost is also constrained
by the user time cost. Similarly, the user’s money cost is related to the unit price
of the MEC equipment uninstalled and the processing time, and it also receives the
constraint of the user’s maximum money cost. Since the users task needs to be fully
completed in the end, the amount of tasks required by the user should be composed
of three parts. The first part is the amount of tasks shared by the user to other users,
and the second part is the amount of tasks that the user unloads to MEC. The third
part is the amount of tasks completed by the device itself.
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5 Solving Algorithm

Facedwith this complexmulti-objective optimization function, it is very complicated
to directly solve it. In order to reduce the complexity of the algorithm and reduce the
time cost of the algorithm, this section decomposes this optimization problem.

First, we use the switching algorithm to adjust the cluster grouping situation of
D2D communication network users with the transmission time as an indicator and
control the power output of the two types of users in each group, so that the overall
cluster can achieve the optimal transmission time consumption.After determining the
grouping of cellular network users, MEC mobile devices, and D2D communication
network users, we evaluated the trust of cellular network users between the groups
and matched the sharable users with idle computing resources. Then, according to
the communication environment of these three types of participants and the existing
computing resources, based on the theoretical basis of game theory, we adjust the user
offloading tasks and the allocation of MEC computing resources, hoping to achieve
the lowest total cost of the two types of users. And any unilateral offset change of
users in the system cannot make the overall profit decrease in a steady state. The
solution algorithm in this paper consists of two parts. Algorithm 1 is used to adjust
the sum of transmission time and trust calculation, and Algorithm 2 is used to adjust
the matching of users, as follows:

In Algorithm 1, the input is the parameter data of the user, D2D equipment, and
MEC equipment, as well as the current communication environment parameters and
the users task requirement data set. First, the algorithm will be initialized and all
D2D devices will be allocated to the matching cluster of the first group of cellular
users and MEC. Set the algorithm temperature to the highest temperature, and set
the number of iterations to currently 1. The outermost loop is when the algorithm
temperature is lower than the minimum temperature we set, which means that the
algorithmhas reached the approximate optimal solution. In this cycle,weuseFormula
22 to obtain the total user transmission time T1 under the current allocation strategy.
Then randomly assign D2D devices to the G(r) user MEC matching cluster, and
obtain the total user total transmission time T2 under the new allocation strategy. If
this exchange can cause the total transmission time of users to drop, or the random
number is less than the current exp value, then we will update the current exchange
to packet G. And update l and the current algorithm temperature T.

In the second cycle, we judged the sharable users of cellular network users. Each
user with idle computing resources will calculate the trust between itself and other
cellular network users based on multiple indicators in Formula 13. At the same time,
the trust of other users in it will be calculated. When the idle user’s trust in the target
user is greater than its own trust threshold, and the target user’s trust in the idle user
is greater than its own threshold, we record the sum of the trust in the user. After one
round of the outer loop, the idle computing resources of user k are allocated to the
user with the largest sum of trust in the record.



Offloading Strategy of D2D Communication and Computing Resources … 331

Algorithm 1 DSUG
Input: U, D, M, Device parameters, Communication
parameters, User task requirements parameters
Output: G,Ushare

1: Initialization: Put D into G(1), T = Tmax, Tmin, l = 1
2: while T > Tmin do
3: Use (22) to calculate T1 = ∑

i∈U T tran
i + ∑

q∈D Tq
4: Randomly change a D2D temporarily assign it to G(r), and get T2 by (22).
5: if T1 − T2 > 0 or random(0, 1) < Exp( T1−T2

T ) then
6: Update the last change to G
7: end if
8: l + +, T = Tmax

log(l)
9: end while
10: Ushare = [[]] and Utmp .length = i
11: for Uk(k < I ) do
12: Utmp

k = new Map()
13: for Ui (i <= I ) do
14: Use (13) to calculate ψi,k and ψk,i .
15: if Nb = 0 and psii,k > psimin

a and psik,i > psimin
b then

16: Utmp
k [psii,k + psik,i ] = Ui

17: end if
18: end for
19: Ushare[i].push(Utmp

k [Max(Utmp
k )])

20: end for
21: return

In Algorithm 2, the user MEC matching cluster, user task transmission time, user
task requirement parameters, and equipment parameters need to be input. First, a
stable user set needs to be initialized, and then all MEC devices are allocated to
cluster one. Here we use the dichotomy to approximate the sum of the user’s optimal
cost. Outer loop control when all users have not entered a stable state, users need
to always try to perform MEC exchange behavior. The inner loop controls that each
user i will try to exchange the MEC it owns to other users. If the exchange brings
a reduction in the total cost, then the current exchange user will be recorded, and
the actual exchange mec user depends on the maximum cost reduction caused by
the exchange behavior. If the user i fails to bring cost benefits through the exchange
behavior in a round of the cycle, then the user will enter a personal stable state.
Only when each user enters a personal stable state in the outer loop, will the final
game optimal stable state be obtained. The cost at this time is that each user has no
motivation to actively exchange behavior and will make the current cost of all users
reach the smallest sum.
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Algorithm 2 GAR
Input: G, T, User task requirements parameters, Device
parameters
Output: LastCost
1: Initialization: Usta = {}, Allocate all MEC to G(1). Use the dichotomy to find the Copt

i that can
complete the users task within the user cost (0, Cmax

i ) range, and then get the sum of the optimal

costs for all users C1 = ∑
i∈U Copt

i
2: while Usta .length < U.length do
3: for Ui (i ∈ G(g)) and Ma(a ∈ G(g)) do
4: Usta = {}
5: for Uj ( j ∈ G(g) and Mb(b ∈ G(g)) do
6: C2 = ∑

i∈U Copt
i Repeat operation 1 to get it, if C1 > C2, record the current exchange

ER.
7: end for
8: if {ER} �= ∅ then
9: Find the exchange record of themaximumprofit ERmax = Math.max(ER) and update

it to G.
10: else
11: Usta .push(Ui )

12: end if
13: end for
14: end while
15: Repeat operation 1 to get Copt = ∑

i∈U Copt
i

16: return

6 Experimental Results

This section compares and analyzes the experimental results obtained by the solution
algorithm of the thesis. Generally speaking, the model and algorithm proposed in
this paper can greatly improve the difficulty of user multi-task assignment in dense
network scenarios. While ensuring the completion of user tasks, starting from the
user as a whole, the cost of the user group is reduced. At the same time, in the
algorithm evaluation method, we also consider the user’s service quality and fairness
index. The main comparison indicators of the experiment include the comparison of
the total cost of users of different sizes, MEC of different sizes, and the fairness index
of users of different sizes. The comparison algorithms are based on local computing
LOC algorithm, random RAN algorithm, and exchange fade SWAP algorithm.

From Fig. 2, we can see that the DSG algorithm can still maintain a small sum
of user costs even when the user scale changes. The DGT algorithm will reasonably
and optimally allocate the user’s tasks to the available MEC base stations. And when
the user group is larger or the number of idle users increases, the DSG algorithm can
make good use of these idle resources to help task-intensive users reduce their money
costs. On the whole, compared with the best random algorithm, it can achieve a cost
increase of nearly 10%. In these four algorithms, local computing can only share
tasks between the user equipment itself and trusted users. However, local computing
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Fig. 2 ChangeUSER

is greatly constrained by the performance of the mobile device itself, which will
cause a long time cost. However, due to the algorithm itself, the random algorithm
cannot obtain the optimal solution in a complex user situation. Therefore, although
the cost caused by it is lower than that of the local calculation, it is still higher
than the switching algorithm and the DSG algorithm. The exchange algorithm can
achieve very good results. When the user scale is small, it is more consistent with
the performance of the DSG algorithm. But because the role of idle users is ignored,
when the user scale becomes larger, the advantages of the DSG algorithm become
more obvious.

Figure3 shows the performance of the four algorithms on the user fairness expe-
rience index when the number of MECs changes. First of all, you can see that the
purple line is the performance of the local algorithm. In the local algorithm, the user’s
offloading task is only affected by the computing power of its own device and the
number of trusted users and computing power. Therefore, the number modification
of MEC devices will not change the user’s fair experience index. In the RAD algo-
rithm, SWAP algorithm, and DSG algorithm, they will be more affected by changes
in the number of MECs. First of all, in the early stage of the algorithm, due to the
extremely small number of MECs, most users are in a situation where they cannot
use MEC to offload tasks. Therefore, the fairness experienced by users is similar.
With the increase in the number of MECs, the competition between users for MECs
becomes greater and greater. There may be cases where some users have sufficient
money costs, so they can use one or more MECs. However, some users cannot share
MEC due to the limitation of money cost. At this time, the fairness experience index
between users will be very poor. Although the supplier provides users with a service
for calculating offloading, since the distribution can only be measured by monetary
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Fig. 3 FairChangeMEC

income, these situations cannot be taken into account. While the DGT algorithm
reduces the cost, it will attribute everyone’s cost to a reference value for adjustment
and control and incorporate the fairness index into the influencing factor. This makes
the DSG algorithm paymore attention to the whole in the distribution ofMEC.When
the number of MECs is saturated and the available computing resources exceed user
needs, there is no longer a strong competitive relationship between users and users.
At this time, the three algorithms will achieve a better fairness situation.

Figure4 shows the performance of the four algorithms on the fairness experience
indexwhen the number of users changes. From amathematical point of view, fairness
index is the ratio of users’ satisfaction with the use of resources to that of other users,
so it is affected by two aspects. From the perspective of local algorithms, since the
number of idle users is certain, and as the user scale grows, users with idle computing
resources can match more users in the initial stage, resulting in an increase in the
fairness index of small-scale users. After this, it has been in a downward situation,
until after a certain degree of reduction, it gradually stabilized. The DSG algorithm,
RAD algorithm, and SWAP algorithm will all be affected by the large scale of users.
It can be seen that the DSG algorithm can achieve a good fairness index in resource
allocation in combinationwith idle resourceswhen theMEChas sufficient computing
resources. In the middle section where competition is fierce, the DSG algorithm can
also maintain a better fairness index. In the end, it is maintained at a relatively good
fairness index. In general, compared with other algorithms, it can maintain a good
fairness index in the entire user scale. However, the performance of RAD algorithm
and SWAP algorithm is relatively poor under fierce competition. It performs better
when the supply of computing resources is unbalanced with user needs.
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Fig. 4 FairChangeUSER

7 Conclusion

This article is oriented to mobile device users of multiple cellular networks and large
data transmission users of D2D communication networks, and the optimization goal
is the sum of their time consumption cost and the weight of money expenditure
cost. In the scenario of this article, there is also a third type of mobile device users
without demand. Their devices have certain computing capabilities and they have no
requirements for computing tasks. Considering that in real life, there are many sce-
narios where such users exist. Therefore, we hope to be able to reasonably and safely
use idle resources to complete the tasks of users who need them in the scene. There-
fore, according to the characteristics of mobile devices, we propose a comprehensive
description of the trust between devices through four indicators of intimacy in the
address book, connection frequency, friendliness, and friendliness between devices.
Matching idle users is performedby judgingwhether the trust degree between the user
and the user meets the trust threshold of both parties. In the communication process,
we choose to simulate the transmission mode of NOMA for task transmission.

In the scenario of this article, the composition of users is complicated, and the
transmission power between users will affect the transmission time of themselves
and other users. Therefore, we have jointly controlled the communication power of
the two types of users. Since users have expectations of minimizing transmission
time, we use this as a standard to allocate the access base station group of D2D
communication users through the DSUG algorithm. Due to the need to minimize the
time consumption cost and minimize the money expenditure, we use the GAR algo-
rithm to allocate the access matching situation between the user and the MEC base
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station. Finally, by comparing with other algorithms, it is proved that the algorithm
can play a role in reducing the total cost in the scene. In addition, the DSG algorithm
also considers the user fairness experience index as an influencing factor for judging
whether to connect or not in the process of computing resource allocation between
the user and the MEC. Therefore, the DSG algorithm also has a better performance
on the user fairness index than other algorithms.

For future work, we think we should pay attention to the changes brought by the
update of communication technology and try to explore more effective algorithms.
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Computation Offloading in Edge
Computing Based on Deep
Reinforcement Learning

MingChu Li, Ning Mao, Xiao Zheng, and Thippa Reddy Gadekallu

Abstract The development of 5G technology provides great convenience for edge
computing. But it also means that the computing tasks generated by user equipment
are more andmore complex. These tasks are no longer simply to complete one target,
but are often composed of multiple subtasks. In order to solve the edge computing
problem of multiple subtasks, we propose a TaskMapping Algorithm based on Deep
Reinforcement Learning (DRL-TMA). Firstly, we abstract the computation intensive
task as a directed acyclic graph, and then propose aGraphSequenceAlgorithm (GSA)
to transform the DAG task into a specific topological sequence, and then determine
the optimal offloading decision of all subtasks according to the sequence order. We
model the offloading problem as a Markov Decision Process (MDP) to maximize
the comprehensive profit. The experimental results show that the Task Mapping
Algorithm based on Deep Reinforcement Learning has stronger decision-making
ability and can obtain the approximate optimal comprehensive profit which proves
the effectiveness of the algorithm.

Keywords Mobile edge computing (MEC) · Computation offloading · Deep
reinforcement learning (DRL)

1 Introduction

With the development of 5G technology and Internet of things technology, more
and more smart sensors are interconnected and have achieved good results [1–3].
And it also promotes the development of wireless sensor networks (WSN) [4]. As
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for mobile computing, it has changed from centralized cloud computing to edge
computing. Mobile edge computing (MEC) refers to moving the network control
and storage of mobile computing to the mobile edge devices with limited resources,
so that centralized computing and low latency applications can be carried out. MEC
can reduce network latency and energy consumption, and solve the key technical
problems in 5G scenario.

At present, the complexity of mobile applications is getting higher and higher,
and it presents diversified development, such as virtual reality, augmented reality,
face recognition and so on [5, 6]. While bringing convenience to people, it is also
a great testing of the computing power of mobile devices. However, due to the high
complexity of the application, it will cause a great latency in relying on the device
itself to complete the task, and aggravate the power consumption of the device. MEC
sets computing resources to the edge of the network, which is closer to users than
cloud computing [7, 8]. The advantage of MEC computing is that MEC can greatly
shorten the computing latency and save the power of the device compared with the
user device itself. Compared with cloud computing, because MEC is closer to the
user, it can greatly shorten the transmission latency. How to decide whether the task
is to be computed locally or offloaded to the edge is the core of the edge computing.
The offloading decision problem in MEC environment can be transformed into an
optimization problem, which needs to be solved in a given environment. However,
due to the complexity of MEC environment, the final optimization problem is often
NP-hard problem.

With the increasing complexity of applications, the computing tasks generated
by mobile devices generally complete multiple functions, that is, a computing task
is usually composed of multiple subtasks. These subtasks cooperate and depend on
each other to form a whole computing intensive task. Therefore, it is easy to abstract
a computing intensive task as a DAG, Now the goal is to get the optimal offloading
decision of each subtask in DAG, so as to minimize the trade-off between the over-
all computing latency and energy consumption. However, with the increase of the
number of subtasks, it is difficult to get the optimal offloading decision of all subtask
[7]. Now there are many heuristic algorithms to solve this problem. For example, in
[9], the edge offloading problem was abstracted as a 0–1 programming problem, and
the actual problem was expressed as DAG structure, which was solved by particle
swarm optimization algorithm. In [10] a heuristic algorithm for wireless sensing joint
scheduling and computing offloading of multi-component applications was designed
to minimize the computing latency. In [11], the scenario of multiple servers was con-
sidered. The problem was modeled as a nonlinear integer programming problem and
solved by genetic algorithm.

With the research of depth learning, more and more fields have developed rapidly,
especially in the medical field, such as disease prediction. In [12], the authors com-
pleted the prediction of heart disease through Deep Belief Network. Similarly, Deep
Reinforcement Learning can realize the complex calculation with the help of neural
network. Deep reinforcement learning has strong perception and decision-making
ability [13]. Therefore, there are many applications of deep reinforcement learning
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in edge computing. In [14], authors considered the MEC computation offloading in
wireless time-varying channel environment, which needed to solve the combinatorial
optimization problem in the channel coherence time. In [15], authors proposed an
adaptive DRL framework to complete the offloading decision in real time, a rein-
forcement learning algorithm based on DQN was proposed to solve the resource
allocation problem in edge computing and improved the end-to-end average reliabil-
ity. In [16], the vehicle was used as mobile edge server to provide computing services
for nearby users, and a DQN algorithmwas proposed to maximize the long-term util-
ity of vehicle edge computing network. In [17], authors considered a scenario where
multiple tasks arrived randomly. The goal was to minimize the long-term average
computational cost of buffer latency. They used DDPG algorithm to learn the effec-
tive task offloading strategy of eachmobile user independently. In [18], an online task
scheduling optimization algorithm based on time difference learning was proposed,
and the scheduling process was modeled as Markov Decision Process. In [19], this
paper proposed a multi-task-related task offloading algorithm based on deep rein-
forcement learning, and used graph convolution network (GCN) to extract the depth
information of DAG tasks.

In this paper, we design a TaskMapping Algorithm based on Deep Reinforcement
Learning, which makes full use of the strong perception and decision-making ability
of deep reinforcement learning to solve the offloading decision problem of DAG
task. Our contributions are as follows:

• In order to transform DAG task into the data that can be input into the model. We
propose a Graph Sequence Algorithm (GSA) to convert the task nodes in DAG
task into a sequence of task vectors according to their priority without violating
the dependency of DAG task.

• We formulate the offloading decision problem of DAG task into Markov Decision
Process, define state, action and reward, and designTaskMappingAlgorithmbased
onDeep Reinforcement Learning whichmaps task vector into offloading decision.
This algorithm can get the approximate optimal offloading decision without any
expert knowledge.

• The special actor network and critic network are designed to handle the topological
sequence. The PPO deep reinforcement learning algorithm is adopted to train the
model. The evaluation results show that the model is superior in performance.

The rest of the paper is organized as follows: In Sect. 2, we present the system
model in detail. In Sect. 3, we established a mathematical model for practical prob-
lems. In Sect. 4, the details of TaskMappingAlgorithmbased onDeepReinforcement
Learningwill be discussed in detail. Section5 is the experimental part, we present the
evaluation results here. Section6 is the last section of this paper, which summarizes
the full text.
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2 System Model

In this paper,we set a base station inMECenvironment to provide computing services
for users, and the edge server in the base station can provide private computing and
transmission resources for users [20], that is, the offloading services between users
will not interfere with each other. The edge server will provide the same computing
and transmission resources for each user. All computing and transmission resources
of the edge server are equally divided. The user equipment can provide local comput-
ing, offload tasks and receive results, which are respectively completed by its local
CPU and transmission component. The ability of edge server is to complete task
calculation, receive task and return result.

In this paper, the dependency between subtasks in a computing intensive task is
abstracted as a kind of computing dependency. Computing dependency is defined as:
a subtask can start to execute if and only if all the subtasks it depends on complete the
calculation. Thus, the computing dependency between subtasks can be compared to a
directed edge inDAG.Through the constraint of computing dependency, a computing
intensive task can be abstracted as a DAG, which is called DAG task. As shown in
Fig. 1, we can get that the precondition for a subtask to start execution is that all its
predecessor subtasks have been executed.

Like DAG in graph theory, we useG = (N , E) to represent a computing intensive
task, where N and E represent the set of subtasks and the set of computing depen-
dencies, respectively, and ni represents the i th subtask. If ni has no predecessor, then
it is called an entry subtask; If ni has no successor, then it is called an exit subtask.
A DAG task can have multiple entry subtasks and multiple exit subtasks. Subtask ni
should contain the following information:

• task data size di .
• the number of required CPU cycles ci .
• result size bi after calculation.

Figure2 depicts thewhole decision-making process of a computing intensive task.
First, the user device generates an original computing intensive task. The computation
intensive task is converted into a DAG task after passing through the parser. The
DAG task passes through the core algorithm module (DRL-TMA) to get the optimal

Fig. 1 DAG task
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Fig. 2 System flow

offloading decision of each subtask. The subtask determined as local calculation
will be left in the user equipment and completed by the local CPU; The subtask
determined as edge computing will be uploaded by the user equipment, and the base
station receives the task to the edge server. After computing, the base station returns
the result.

We need to analyze the latency and energy consumption of subtask ni . If ni is
determined to be local computing, the latency and energy consumption are only
generated by the local CPU. So they can be expressed as:

⎧
⎨

⎩

t il = ci
vl

eil = σ(vl)
τ t il

(1)

where vl is the computing rate of user equipment, σ and τ are constants, and σ(vl)
τ

is the local calculation power.
If subtask ni is decided to edge computing, the processing of ni consists of three

parts. First, it is uploaded to the edge server by the user device, and then it is processed
in the edge server. After computing, the result is returned to the user device. The total
latency is the sum of the above three parts, and the energy consumption is the sum
of uploading ni and receiving the result. The expressions of latency and energy
consumption are as follows:

⎧
⎪⎪⎨

⎪⎪⎩

t ls = di
u

+ ci
vs

+ bi
w

els = pu
di
u

+ pw bi
w

(2)

where, u and w represent the upload rate and download rate of the user equipment
respectively. vs represents the computing rate of the edge server. pu and pw represent
the upload power and download power of user equipment respectively.
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3 Problem Formulation

This paper stipulates that the user equipment can only calculate one task at a time and
upload one task at a time, and so can the edge server. If there are multiple subtasks
to be processed at the same time, they need to wait in line. With this stipulation, we
can express the following characteristics of subtask ni :

• f mi
l : the earliest completion time of local computing.

• f mi
u: the earliest completion time of uploading.

• f mi
s: the earliest completion time of edge computing.

• f mi
w: the earliest completion time of result returning.

When subtask ni is determined to be local computing, f mi
u, f mi

s and f mi
w are

meaningless and set to 0;When it is determined to edge computing, f mi
l is meaning-

less and set to 0. Because the user equipment and the edge server can only process
one subtask at the same time, we have to express available time when processing
subtask ni :

• ami
l : the earliest available time that local CPU can start computing.

• ami
u: the earliest available time that user equipment can upload subtask.

• ami
s: the earliest available time that edge server can start computing.

• ami
w: the earliest available time that edge server can start to return the result.

Then, according to the computing dependency, we can get the following expres-
sion: ⎧

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

f mi
l = max

(

ami
l , max

j∈pre(i)

(
f m j

l , f m j
w

))

+ ci
vl

f mi
u = max

(

ami
u, max

j∈pre(i)

(
f m j

l , f m j
u

))

+ di
u

f mi
s = max

(

ami
s,max

(

f mi
u, max

j∈pre(i)
f m j

s

))

+ ci
vs

f mi
w = max

(
ami

w, f mi
s

) + bi
w

(3)

pre(i) is the set of precursor subtasks of ni . The earliest start time plus computing
latency is the earliest completion time. First equation indicates that local computing
can only be started when the local CPU is available and all the precursor subtasks
of ni have finished computing. Second equation indicates that user equipment can
only be started uploading when all the precursor subtasks of ni have been processed
locally or uploaded. Third equation indicates that edge computing can only be started
when the edge server is computable, subtask ni completes the uploading, and all its
precursor subtasks complete the calculation. Fourth equation indicates that result
returning can only be started when the edge server can start to return and subtask ni
has completed the computing.
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Set the start timeofDAGtask as B, then subtract start time from the last completion
time of all export subtasks to get the overall computing latency. Therefore, we define
the time and energy profit of a specific DAG task offloading decision as follows:

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

T =
TL − max

(

max
ni∈exit

(
f mi

l , f mi
w

) − B

)

TL

E = EL − (∑
ai=0 e

i
l + ∑

ai=1 e
i
s

)

EL

(4)

TL and EL respectively represent the total latency and energy consumption when
all subtasks in DAG task are processed locally. When the latency and energy con-
sumption are smaller, the profit T and E are larger. The comprehensive profit of
latency and energy consumption are defined as:

I = αT + (1 − α) E (5)

where α is a constant in (0, 1), the goal of algorithm is to find the optimal decision
of DAG task, so as to maximize the comprehensive profit I .

4 DRL Based Task Mapping Algorithm

Because the execution order of subtasks can’t violate the computing dependency, the
predecessor must make the decision before successor. Therefore, DAG task needs to
be converted into a topological order, and the decision should be made according to
the topological order. We propose Graph Sequence Algorithm (GSA) to transform
DAG tasks into topological sequences composed of task vectors.

4.1 Graph Sequence Algorithm

If a subtask has a higher priority, it will be processed earlier without violating the
computing dependency. We use computing cost to specify priority. The computing
cost expression of subtask ni is as follows:

costi = max
(
αt il + (1 − α)eil , αt

i
s + (1 − α)eis

)
(6)

That is to say, the computing cost of subtask ni is the higher one of the two com-
putation modes. Combined with the computing dependency, the priority of subtask
ni is obtained:
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pri[i] =
⎧
⎨

⎩

max
j∈suc(i)

(pri ( j)) + costi ni ∈ exit

costi ni /∈ exit
(7)

If subtask ni is an export subtask, its priority is its own computing cost. On the
contrary, priority is the highest priority among the its successor subtasks plus its own
computing cost, and then the subtasks are sorted in descending order according to the
priority. In this way, the priority of the predecessor subtask must be higher than that
of the successor subtask. In addition, for subtasks located at the same level of DAG,
whoever has a high computational cost has a high priority. According to the priority,
the subtasks are sorted in descending order to get a topological sort. Starting from
the following, in order not to cause ambiguity, we use the symbol ni to represent the
i th subtask in topological sorting, and the sequence length is represented by LEN .

In order to make DRL-TMA algorithm be able to process subtasks, we need to
deal with the subtasks numerically. Because each subtask contains more than one
information, so it is reasonable to abstract the subtask into a vector. Defining subtask
ni contains the following information:

1. Priority: pri(i).
2. Local computing cost: Ci

L = αt il + (1 − α)eil .
3. Offload computing cost: Ci

S = αt is + (1 − α)eis.
4. Information of the precursor subtasks: in f oipre.
5. Information of the successor subtasks: in f oisuc.

where in f oipre and in f oisuc are vectors, the calculation method is as follows:

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

in f oipre =
(∑

j∈pre(i) pri( j)
|pre(i)| ,

∑
j∈pre(i) C

j
L

|pre(i)| ,

∑
j∈pre(i) C

j
S

|pre(i)|

)

in f oisuc =
(∑

j∈suc(i) pri( j)
|suc(i)| ,

∑
j∈suc(i) C

j
L

|suc(i)| ,

∑
j∈suc(i) C

j
S

|suc(i)|

) (8)

the task vector of subtask ni is obtained

veci = (
pri(i),Ci

L,C
i
S, in f o

i
pre, in f o

i
suc

)
(9)

After each subtask is processed by Graph Sequence Algorithm, a sequence Seq
composed of subtask vectors is obtained.

4.2 Markov Decision Process

Before introducing the DRL-TMA, we need to establish the Markov Decision Pro-
cess. Because the edge server provides userswith private computing and transmission
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Algorithm 1 Graph sequence algorithm

Input: t il , t
i
s , e

i
l , e

i
s of subtask ni

Output: Seq
1: for each task node ni in DAG task do
2: calculate cost: ⎧

⎪⎪⎨

⎪⎪⎩

Ci
L = αt il + (1 − α)eil

Ci
S = αt is + (1 − α)eis

costi = max(Ci
L,Ci

S)

3: calculate priority:

pri[i] =
⎧
⎨

⎩

max
j∈suc(i) (pri ( j)) + costi ni ∈ exit

costi ni /∈ exit

4: calculate in f oipre and in f oisuc according to (8)
5: then get:

veci =
(
pri(i),Ci

L,Ci
S, info

i
pre, info

i
suc

)

6: put veci into Seq
7: end for

resources, the network state can be regarded as static, so theMarkovDecision Process
is created from the perspective of DAG task.

• State space: In this paper, In this paper, the state is defined as task vector Seq and
historical offloading decision sequence his, so the state of subtask ni is defined
as:

A = {Seq, hisi }

• Action space: Each subtask has only two choices: local computing and edge com-
puting, so the action space of subtask ni is

A = {0, 1}

where 0 represents local computing and 1 represents edge computing.
• Reward: Every time a subtask is executed, the current total latency and total
energy consumption can be obtained. Therefore, when subtask ni is executed, the
increment of total latency and total energy consumption is represented by�Ti and
�Ei , and the reward is defined as the opposite number of the sum of the two.

ri = −(�Ti + �Ei )

Then we can get the cumulative reward: R = ∑
γ i ri . It can be proved that when

the cumulative rewardR is maximized, the comprehensive profit I is alsomaximized.
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4.3 Algorithm Design

The DRL-TMA is improved on the basis of sequence to sequence model. The algo-
rithm takes the Seq as the input, and maps the subtask vector to its optimal offload-
ing decision. As shown in Fig. 3, the network structure consists of an encoder and
a decoder, both of which are composed of recurrent neural networks. According to
the sequence Seq, each subtask vector is input into the encoder in turn for encoding.
When all the subtask vectors in the sequence are encoded, the parameters of the last
hidden layer of the encoder are used to initialize the decoder, and then decoding is
started. Two processes are carried out in the output layer. The first process is to get
the state value through a fully connected neural network, and the second process is
to get the offloading decision through the so f tmax layer. It can be found that Actor
network andCritic network share all network parameters except output layer.When
subtask ni is processed, state value is expressed as Vθ (Si ) and offloading decision is
πθ(ai |Si ).

This paper uses PPO algorithm to complete the network training [21]. The overall
optimization objective function is the combination of Actor network’s objective
function and cri tic network’s objective function:

L(θ) = E[LA(θ) + LC(θ)] (10)

where LA(θ) and LC(θ) represent the objective function of actor network and critical
network respectively. According to the definition of PPO algorithm and the gener-

Fig. 3 Network structure
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alized advantage estimation function gae, the expression of LA(θ) can be obtained
as follows:

LA(θ) = E[min(pri (θ)gae(γ, φ), prune)] (11)

where: ⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

pri (θ) = π(ai |Seq, hisi ; θ)

π(ai |Seq, hisi ; θold)

gae(γ, φ) =
LEN−i+1∑

j

(γ φ) j (ri+ j + dis)

prune = clip(pri (θ), 1 − ε, 1 + ε)gae(γ, φ)

dis = γ V (Si+ j+1; θold) − V (Si+ j ; θold)

(12)

the objective function of Critic network is expressed in the form of mean square
error:

LC(θ) =
⎛

⎝
LEN−i+1∑

j

γ j ri+ j − V (Si ; θ)

⎞

⎠

2

(13)

training algorithm is shown in Algorithm 2.

Algorithm 2 DRL based task mapping algorithm
1: The parameters of strategy network a for training are initialized to θ

2: Use θ to initialize the policy network for sampling, θold = θ

3: for i = 1, 2, . . . do
4: for j = 1, 2, . . . , M do
5: Sampling strategy network is used to sample the whole network in the environment, and

the resulting trajectory is cached as tracki
6: According to (12), use tracki to calculate the value of gae function
7: Use tracki to calculate

∑LEN−i+1
j γ j ri+ j

8: end for
9: Cache (tracki , gae,

∑LEN−i+1
j γ j ri+ j )

10: for epoch = 1, 2, . . . , N do
11: Based on the cache data, Adam function is used to optimize (10) and update the parameters
12: end for
13: Synchronizing the parameters of two policy networks
14: Delete cache data
15: end for
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5 Performance Evaluation

5.1 Simulation Environment

According to Ref. [22], a DAG generator is implemented, then the training set and
testing set can be produced. DAG tasks in two datasets contain 12, 16, 20, 24, 28,
32, 36, 40 subtasks. In order to make the DAG task closer to the actual computing
intensive task, the width and density of the graph are randomly generated. di and bi
are randomly generated in [20 kB, 800 kB], and ci is randomly generated in [30 kB,
700 kB]. Under each category, there are 1000 DAG tasks in the training set and 500
DAG tasks in the test set. The encoder and decoder are composed of two layers of
GRU, and the number of hidden layer neurons is 512, discount factor γ = 0.99,
learning rate lr = 0.0005. Adam is used as the training optimizer. The bandwidth
of upload and download is set to 10 Mbps. The computing rate vl and vs are set to
1 × 106 B/s and 8 × 106 B/s respectively. pu and pw are set to 1.3 W and 1.2 W
respectively. The balance factor α is set to 0.5.

In order to highlight the advantages of task mapping algorithm based on deep
reinforcement learning, this paper compares it with the following algorithms:

• HEFT algorithm: HEFT algorithm [23] is a heuristic static DAG scheduling algo-
rithm, which is based on the earliest completion time.

• Round Robin (RR): The subtasks are assigned to the user equipment and the edge
server in turn [24].

• Temporal-Difference learning (TD): Compared with Monte Carlo algorithm, this
algorithm can solve reinforcement learning problems without using complete state
sequence. The estimation is made by TD error in each time slot [18].

• Greedy policy: If the comprehensive profit computed locally is greater than that
computed in the server, it is determined to be local computing; otherwise, it is
determined to be computed in server.

5.2 Simulation Results

TheDRL-TMAis trainedunder the above experimental conditions.After the training,
the performances are compared through the test data sets. The results are shown in
Table1. It can be concluded that DRL-TMA has the best performance on all test data
sets. We get the optimal average comprehensive profit (shown in brackets) of test
sets with 12, 16 and 20 task nodes. It can be found that the average comprehensive
profit obtained by DRL-TMA is very close to the optimal solution.

In order to test the performance improvement of DRL-TMA in comprehensive
profitwith the increase of bandwidth, the training data setwith 12 subtasks is selected,
and themodel is retrained under different bandwidth, and the test set with 12 subtasks
is used to test. It can be seen from the results shown in Fig. 4 that with the increase of
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Table 1 Comparison of average comprehensive profit

Nodes DRL-TMA HEFT RR TD Greedy

12 0.621 (0.636) 0.480 0.345 0.528 0.492

16 0.659 (0.667) 0.522 0.389 0.553 0.320

20 0.623 (0.638) 0.433 0.312 0.541 0.338

24 0.665 0.557 0.325 0.565 0.462

28 0.677 0.541 0.351 0.553 0.346

32 0.646 0.518 0.398 0.549 0.326

36 0.671 0.531 0.338 0.531 0.429

40 0.650 0.490 0.434 0.569 0.489

Fig. 4 Comparison of comprehensive profit of each algorithm with bandwidth increasing

bandwidth, the performance of the DRL-TMA is the best under the same conditions.
As the network condition gets better and better, the average comprehensive profit
of each algorithm is gradually increasing. However, when the network state is poor,
DRL-TMA still has the highest average comprehensive profit.

6 Conclusion

In this paper, we design a Task Mapping Algorithm based on Deep Reinforcement
Learning, which is used to solve the task offloading problemwith dependent subtasks
in MEC environment. Firstly, We model the user’s computing task as DAG, and then
the DAG task is transformed into task vector sequence task by Graph Sequence
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Algorithm. Based on sequence to sequence model, we construct parameter shared
actor network and critic network through GRU recurrent neural network. Finally,
the model is trained by PPO deep reinforcement learning algorithm. By comparing
the experimental results, we can conclude that the Task Mapping Algorithm based
on Deep Reinforcement Learning proposed in this paper can achieve higher user
comprehensive profit, which proves its effectiveness and feasibility. In the next work,
we hope to design a more concise network structure to deal with DAG tasks. And
want to change the network state to dynamic, that is, the bandwidth is time-varying,
the computing power of the edge server is dynamic, and so on. These improvements
will make the algorithm more applicable.
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Analysis of Machine Learning and Deep
Learning in Cyber-Physical System
Security

Ankita , Atef Zaguia, Shalli Rani , and Ali Kashif Bashir

Abstract Security and privacy are the major parameters needed to work upon in a
variety of applications. Themost widely used infrastructure known as cyber-physical
system (CPS) is used for solving different types of challenges. In today’s world of
growing technology, decision-making should be very much fast. The Internet of
Things or CPS brings changes into many industrial or manufacturing fields, thus
taking many applications to the extreme level. But there exists the most important
security issue in the network system where lots of personal or sensitive informa-
tion resides and is at stake. To solve security and privacy matters different machine
learning and deep learning approaches are being used. Our paper consists of various
CPS layers along with the possible attacks on each layer and also the steps to detect
attacks in CPS. Various machine learning (ML) and deep learning (DL) models are
being discussed in the following paper to detect the attacks using datasets along with
the accuracies.

Keywords ML · DL · CPS · Security
1 Introduction

A cyber-physical system (CPS) is a collaboration of a variety of elements, namely
the physical elements, elements for communication, and storage purposes. CPS can
be any of the Internet of Things (IoT), Internet of Vehicles (IoV), Internet of Medical
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Things (IoMT), Robotics, etc. There exist many CPS applications such as trans-
portation, smart grids, healthcare domain, automatic pilot avionics, navigation, etc.
According to the reports one of the organizations such as Cisco expecting the con-
nectivity of billions of devices and smart objects which includes a lot of routers,
meters, receivers, transmitters, servers, and also other smart objects [1]. In the world
of technology, raw data comes with sensitive information giving rise to privacy and
security issues. Protecting sensitive data from different types of attacks is the most
challenging task for different organizations. As there is an increase in the number
of Internet users, also there is an increase in the number of cyber-criminals as the
main motive is to steal and destroy personal and confidential information [2]. As a
result, the integrity of important data is at stake as malware attacks are very much
common these days in terms of quality and quantity, malware threats are very costly.
There are various security-providing techniques such as edge computing, fog com-
puting among which machine learning (ML) and deep learning (DL) have gained a
lot of attention in providing security and privacy and also able to deal with the real
issues [3]. Different scenarios exist where the choice of machine learning and deep
learning over classical techniques proves to be the best. Upgradation in some of the
detection systems by adding additional components in both ML and DL affecting
many different domains of cybersecurity [4].

Motivation: Our day-to-day life comes with a lot of tasks where the cyber-physical
system plays a major role in dealing with that tasks. The CPS and IoT are integrated
to give better results in many domains such as industry, healthcare, transportation,
automotives, and other applications to the above level. Although havingmany advan-
tages of CPS, still facing a large number of challenges due to the absence of smart
tools as IoT generates a huge amount of data. As a result, skilledmanpower is also not
able to handle these types of issues. When the integration of security in ML, DL, and
CPS along with skilled manpower results in tracking attacks in a very short period.
With the arising of both ML and DL patterns are being analyzed in cybersecurity
systems so that the network can be free from any attack. Also, ML and DL help the
team to be more active in handling and preventing security threats, actively respond
to those attacks in less time [5]. Machine learning and deep learning also make the
efficient use of resources in many organizations. The time taken by the resources on
daily basis tasks is also reduced by using both ML and DL enables the organizations
to use their resources strategically. With the advancement in bothML and DL, cyber-
security is now inexpensive, simple, and efficient in dealing with attacks. Section2
is having description of CPS Layers along with the attacks on each of the layer are
discussed. Section3 has the CPS Framework for attacks detection along with the
steps. Section4 will discuss the ML and DL for Cyber-Physical Systems. Section5
has Results and Analysis part. Section6 contains the challenges and limitations of
CPS. Section7 has the conclusion.
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2 CPS Layers

The cyber-physical system operates on 3C’s such as communication, computation,
and control. For example, from communication to computation where any cyber-
attack can take place while transferring the data whether from device to device or
from any software, at the time of computing the results, etc. [6], CPS operates. From
computation to control various types of physical devices are connected including
actuators, sensors, embedding systems, and many more physical devices where lots
of physical attacks take place on any type of device connected. There exist three
layers of CPS which include: (1) physical layer; (2) network layer; and (3) appli-
cation layer. Each of these layers of CPS has its different function and each layer
of CPS is vulnerable to attacks [7]. Figure1 showing the IoT layers with the types
of technologies being used at each layer with the types of devices supporting each
layer, and the related applications at these three layers of CPS. Also, the following
section discusses the various possible security and privacy threats in CPS for each
of the three layers [8].

2.1 CPS Layers with Possible Attacks

The following section discusses each of the CPS layers alongwith all possible attacks
on each layer.

Fig. 1 CPS layers with possible attacks
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Physical Layer: As Fig. 1 contains all the respective layers along with the attacks,
the first is the physical layer. The major working function of cyber-physical systems
is to make a link and establish a connection among communication channels. It
works on the information obtained by the past data values then gives the feedback
and works in the real-time environment. This layer has connected sensors, actuators,
and embedded systems. Sensors are used for sensing physical phenomena. After
obtaining the sensed data from the sensors, some actions can be performed on the
physical environment with the help of actuators.

• Eavesdropping: Providing communication security in cyber-physical systems by
securing wireless communication is the major aim of the CPS. Attacking the
medium through which communication takes place gives rise to eavesdropping
attacks [9].

• Jamming: The transceivers having low power are prone to jamming attacks.While
using low power transceivers in cyber-physical systems the devices under CPS are
vulnerable to jamming attacks [10].

• Compromised Key Attack: The use of a key in this type of attack is stolen by an
attacker for gaining access in a secured transmission. But both sender and receiver
are unaware of the key compromise attack [11].

• False Data Injection: After a key compromise attack, the attacker has a key that
will decrypt the data and inject the false information thus manipulates the original
data [11].

Network Layer: The network layer is used for the process of transferring the data
or information from the physical to the application layer. This particular layer is also
vulnerable to many attacks [12]. Some of them are as follows:

• Denial of Service (DoS): This type of attack will target the server with lots and
lots of unwanted requests so that huge traffic will be created making the server
unable to respond to the genuine requests [11].

• Man in theMiddle (MITM): The communicationmodel namedpublish–subscribe
which is used by different subscribers and clients and act as a copy. The follow-
ing model is very much helpful in differentiating the subscribing client from the
publishing client [12].

Application Layer: After transferring the sensed data to the network layer, the
network layer will pass the data to the application layer. This layer stands in support
of the computation and allocation of the resources for the business-related works.
There are many attacks on this respective layer. Some of them are as follows [11]:

• Malicious Code: The simplest way for an attacker to enter into and break the
system. This can be done by the existing malicious or infected code sometimes
which is vulnerable to attacks [12].

• Sniffing: In this type of attack, the attackers can make use of a sniffer application
to steal sensitive or credential information bymonitoring the traffic of the network.
In case of weak security, the attackers can gain the sensitive information [13].
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• Access Control: As per the name of the access control, it controls the access
given to the user. Without permission, no one is allowed to gain access. Only the
authentic one can get access [14]. All the applications contain private and personal
data or information which are not for sharing.

• Data Thefts: As all the applications contain sensitive or personal data or informa-
tion also moving of that data or information takes place from one source to another
[13]. CPS applications have a lot of movable data and at the time of moving data
from one place to another can arise a data theft attack.

3 CPS Framework for Detection of Attacks

Cyber-attacks these days became a serious problem or major threat to the population
all around the world. The following section will discuss the process of detecting
various attacks through the learning models [15]. Figure2 discussing all the steps
required for attack detection by using machine learning and deep learning models.

3.1 Data Gathering

The first and foremost step is to gather the data. The availability of raw data is high.
But gathering important data or information from different sources is a very difficult
task. Many types of datasets are available, but choosing the right one as per our
requirement takes a lot of time [1].

3.2 Data Preprocessing

After the gathering of data from different resources as per requirement, the important
data is then preprocessed. There exist many preprocessing techniques to achieve
desired and efficient results [1]. In this case, the threat can be any flow of attack, but
not the flow of packets as the flow is based on a set of protocols such as transmission
control protocol (TCP) and user data paradigm (UDP).

Fig. 2 Cyber attack detection using learning techniques
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3.3 Feature Extraction

After collecting and preprocessing data, some of the features are being extracted for
future analysis for the best results. The next step follows the feature extraction by
building a model in which models training and testing can be done.

3.4 Model Testing and Training

In this following step, the model is trained by using some of the datasets according
to the learning techniques such as machine learning and deep learning for the own
evaluation process. There could be many different iterations needed to train the
network according to the need. After training of the model, same or different number
of iterations are used for the model testing as well to achieve the final output.

3.5 Attack Evaluation

The last step of the framework is the evaluation of different types of attacks such as
intrusion detection, malware detection, and anomaly detection. The results related
to the prediction of cyber-attacks give accurate results which predict the parameter
accuracy [1].

4 ML and DL for CPS

As per the above discussion, the need for security arises for the researchers. The use
of security analytics became important and gave priority to the signals and alerts.
The use of these alerts and signals helps in finding a better solution to any problem in
less time. Both ML and DL play an important role in providing security and privacy
in cyber-physical systems. There exist various data science methods in which the
large datasets of cyber-security companies can be analyzed and processed further
for better results. By using DL and ML methods regression, classification, cluster-
ing, and dimensionality reduction-related problems, authentication-related problems
can be solved easily. Traditional methods such as using mathematical models were
not enough for providing security and privacy as they were unable to detect various
security-related problems such as leakage of data, overfitting problems, detecting
malware, intrusion detection, and many other cyber threats. The software has been
built for security of various domains such as healthcare the systemsecurity fromhack-
ers, and attackers for accessing sensitive and personal information. Cyber-security
threats can be detected by installing variousmachine learning and deep learningmod-
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els for the healthcare network and the network activities can also be analyzed. Both
machine and deep learning make the network aware of all the activities being done
by attackers also able to determine the skeptical activities. Whenever any suspicious
activity occurs for example anything that can be against the norms of the system,
the anomaly can be detected in a network. By using ML, also, the cyber-security
patterns can be analyzed and also makes the model able to learn the avoidance of
attacks. Therefore, in the cyber-security of the networks, both ML and DL play an
important role.

5 Results and Analysis

There exists the following datasets worked on different types of attacks used in
various applications and achieved accuracy in Table1.

In survey [3], DoS attack can be detected using dataset KDDCUP99 by using
convolutional neural network (CNN) and achieved accuracy of 98.7%. In survey [9],
detection of data falsification by creating their own network with 99.23% accuracy
by using support vector machines (SVM). The following survey [13] attack DoS
can be detected using dataset KDDCUP99 and achieved 98.3% accuracy using long
short-term memory. In survey [15], analysis of network attacks can be done by using
NSL-KDD and achieved accuracy of 80.4% using recurrent neural network. In the
following survey [18], Black hole attack can be detected using DARPA dataset and
achieved accuracy of 95.03% using k-nearest neighbor classifier.

6 Challenges and Limitations of CPS

As the introduction to cyber-physical systems gained a lot of attention in the growing
technology world, also came up with a variety of issues and challenges that need to
cope upwith asmany of them compromiseswith the security and privacy of CPS. The
discussion to related issues and challenges are must. Some of them are as follows.

Table 1 Comparison of different attacks with accuracies

Ref. No Dataset ML/DL classifier Type of attack Accuracy (%)

[3] KDDCUP99 CNN DoS 98.7

[9] Own network SVM Data falsification 99.23

[13] KDDCUP99 LSTM DoS 98.3

[15] NSL-KDD RNN Network attack 80.4

DARPA k-nearest
neighbor

Black hole 95.03
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• Consumption of Energy: As there exist a variety of physical devices such as
sensors and actuators consumes a lot of energywhich is amajor issue to work upon
because to achieve stability these physical devices have limited energy. Therefore,
a requirement of an efficient energy optimization protocol arises for balancing
energy.

• Intelligent Caching andComputing: For intelligent caching and intelligent com-
puting, the need for a variety of methods arises so that huge amount of data can
be generated in a real-time environment.

• Security Protocol: To increase the security of a cyber-physical system, a secure
channel with authentication is needed between physical devices such as sensors
and actuators for tampering of data.

• Trust Metrics: For CPS component, trust metrics are designed and developed a
large amount of data is being generated by the devices as there are chances of
conflict between the reliability of a failure of one sensor and faulty sensor [1].

7 Conclusion

In the following paper, layers of the cyber-physical system have been discussed
working on three C’s that is communication, computation, and control along with
the layers and each layer with all the possible attacks. A framework of CPS can be
designed for the detection of attacks in which data can be gathered then it is to be
preprocessed after that the main features can be extracted through which model can
be trained and tested then evaluation of which type of attack can be evaluated. Both
the machine learning and deep learning provides security for CPS system. Various
ML and DL methods have been discussed along with the type of dataset used for
detecting type of attack along with the accuracies achieved. The remaining ML and
DL methods have been made using various datasets for detecting various types of
other attacks for achieving better results is the further area of investigation. Also, the
issues discussed above needs to be resolved.
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Visual Exploration in Glaucoma Patients
Using Eye-Tracking Device

Sajitha Krishnan, J. Amudha, and Sushma Tejwani

Abstract Glaucoma is the second leading cause of blindness characterized by
damage in the optic nerve and visual field loss. The disease does not show visible
symptoms in the early stages, but it creates a scotoma in the peripheral vision and
later impairs the central vision. The daily routines such as visual search, watching
television, and reading can be screened to understand the visual decline in glau-
coma. The visual field loss leads to the functional deficit and alters eye movements
in performing day-to-day activities. The awareness of the disease tends to create
a strategy of exploratory eye movements to compensate for the visual field loss.
However, the association between exploratory eye gaze patterns and the severity of
the disease is not well understood. The framework examines the performance of
glaucoma subgroups concerning age and severity grade and whether exploratory eye
movement patterns reflect in different tasks.

Keywords Visual field loss · Exploratory eye movements · Quality of life · Fusion
map

1 Introduction

Eye diseases such as cataract, refractive errors, age-relatedmacular degeneration, and
glaucoma cause visual impairment or vision loss that affects day-to-day activities.
According to the World Health Organization (WHO), there are 62 million visually
impaired people, and among them, 11.2 million are affected by glaucoma in India
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[1]. Glaucoma is a disease that affects gradual damage to the optic nerve. Three-
fourth of reported glaucoma cases is primary open-angle glaucoma (POAG), a silent
type of glaucoma that does not show visible symptoms in the early stages. The
glaucoma risk factors are high internal eye pressure, family history, and prolonged
use of corticosteroids [2]. Only, 1 in 5 Indians [3] go for a regular eye checkup, and
out of that 84 percent does not follow the doctor’s advice for their eye care [4].

Visual impairment changes visual sensory abilities and higher visual processing
skills such as visual attention [5]. Visual attention is the ability to select relevant
information and filter out irrelevant information. This ability requires the association
of central and peripheral visual function in the interaction of real-world scenes [6].
The proposed method investigates different eye movement patterns. It analyzes them
based on severity grade and age so that the glaucoma group can become aware of
the disease to preserve the quality of life (QoL).

2 Related Works

Awide variety of research is presented in the clinical field to understand the associa-
tion of eyemovement patterns and the deficits of individualswhile performingday-to-
day activities [7, 8]. Researchers worldwide have found variations in eye movement
patterns of glaucoma participants while performing visual exploration tasks such as
reading, visual search, face recognition, watching TV and video, viewing images,
driving, walking, and shopping to understand functional visual deficits of glaucoma
patients. The research works investigated different tasks in their experiment using
low-end, medium-end, and high-end eye trackers.

Visual search is used as a representative to understand the functional ability of
glaucoma patients in performing everyday activities. Individuals with glaucoma do
not show significant differences from normal people in the search performance in
a controlled vision test. But, in real-world scenes, glaucoma patients show longer
search duration than age-matched visually healthy participants. The glaucoma group
showsmore saccades per sec to compensate for the visual field loss. Studies show that
only a few elder glaucoma patients and young glaucoma patientsmake compensatory
patterns by making more saccades or head movements [9].

Restriction in the visual field is implied in glaucoma patients during free-viewing
images and videos, which can be identified as signatures to discriminate between
glaucoma and normal [10]. However, more research is needed to find the correla-
tion between clinical measures and eye gaze parameters to understand the visual
field loss in the early stages. A correlation exists between search performance and
compensatory behavior in the form of more saccades in the on-road driving test and
laboratory-based driving tests, but they fail to see the hazard in the driving scene
[11].

Severe visual field loss affects mobility and finds difficulty in identifying faces.
During any unfamiliar tasks, they use more saccade rates and fixation than controls
to compensate for visual field loss [12]. The relation between scanning patterns
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and visual field loss needs to be explored to understand compensatory behavior. In
addition, more research is required to understand the influence of severity in the
visual field loss in eye movement behavior.

The controversy of compensatory eyemovements enlightens that the performance
variability depends on a specific task. Thus, there is an ambiguity in compensatory
eye gaze patterns of glaucoma patients in the performance of different visual explo-
ration tasks that are related to real-life scenarios. The proposed work investigated
the performance of the glaucoma group in the visual exploration task. In addition to
that it also investigated the influence of age and severity grade in their performance
and the presence of exploratory gaze patterns to compensate for the visual field loss.

3 Materials and Methods

The proposed work is focused on analyzing the performance and eye movements of
the glaucoma group in day-to-day tasks: simple dot task and visual search task. A
non-invasive eye tracker EyeTribe 60Hz is connected to the laptop screen. The exper-
imenter or person conducting an eye-tracking experiment explained the different
tasks in English or their regional language to the participants.

The system first presented a simple dot task, in which the stimulus contains a
white dot of size 12 pixels. There were 30 images in the task, and each image is
displayed for 1.5 s. The task investigated the association between monocular (each
eye separately) performance in the eye-tracking experiment and its clinical measures.
The system subsequently checked the contribution of binocular vision (both eyes)
in the performance during target-oriented approach such as visual search and how
they compensated for their visual field loss. The visual search task included a set of
20 cartoon images with a trial time of 20 s. The target question was “Find the star in
the image”? The participant responded by clicking the mouse button on the target or
telling the experimenter the target’s position.

The study group included participants with age group 30–70 years recruited
from Narayana Nethralaya, Bengaluru. The participants underwent Humphrey field
analyzer (HFA) perimetry test for the left eye and right eye separately to understand
visual field loss by the clinicians. A total of 117 participants were recruited, which
included 50 glaucoma participants and 48 normal participants. The data from 19
participants were excluded based on criteria signed by the ethics committee of the
hospital. The participants were assigned as Sub_ID (where ID = 1, 2, 0.117 in the
order of the data collection), and the records were separately marked as glaucoma
and normal after the completion of clinical diagnosis.

The experimenter maintained a copy of the visual field report fromHFAperimetry
to find the correlation between clinical measures and eye gaze measures. The
subgroups in glaucoma are identified based on severity grades (mild, moderate,
and severe) [13]. The subgroups are also identified based on age group (younger
glaucoma, mild-age glaucoma, and elder glaucoma) for study purposes. The higher
severity grade is labeled on participants in case each eye has different severity grades.
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Fig. 1 Overview of system architecture

The proposed system focused on how compensatory eye movement reflects in
different tasks. The proposed system included an OGAMA open-source software
[14] that estimates fixations and saccades from the gaze samples. The customized
software estimates comprehensive eye gazemeasures [15]. Figure 1 shows the design
of the system architecture.

The two eye-tracking experiments focused on the ability of participants to view
monocularly and binocularly all parts of the screen and recorded their reaction time.
The simple dot task estimated average miss, defined as the average of the miss/not
seen on different target points. Following the monocular performance, participants
viewed binocularly a goal-oriented activity that included visual search. Participants
called out the target’s position (here “star”) and, if possible, click the mouse on the
target. Each target point was marked as “seen/hit” if the number of fixations was
within the bounding box of the target. Average reaction time is the performance
measure defined as the average time taken by the participant/experimenter to click
the mouse on the target on different images.

4 Analysis

4.1 Performance of Glaucoma Group Versus Normal Group

The performance measure of the normal and glaucoma group is compared using the
two-sample t-test. Table 1 shows the summary of the statistical significance of normal



Visual Exploration in Glaucoma Patients Using Eye-Tracking Device 369

Table 1 Mean and standard
deviation (in parenthesis) of
age and performance measure
of normal versus glaucoma
group in the simple dot task

Measures Normal (n =
50)

Glaucoma (n =
47)

p-value

Age 50.10(12.26) 53.04(12.03) 0.27

Average miss 0.29(0.30) 0.53(0.32) 0.00014

Average
reaction time

5.0 7.0 0.0076

and glaucoma group in the sample dot task and visual search task. p-value less than
equal to 0.05 is considered as statistically significant and marked in boldface in the
tables. There is a significant difference in average miss between glaucoma and the
normal group with p-value 0.00014. There is also a significant difference in average
reaction time between normal and glaucoma group in visual search experiment with
p-value 0.0076.

Severity-grade analysis shows that there is no significant difference in average
miss among different severity grades (mild, moderate, and severe). In age-based
analysis, there were 13 young glaucoma participants and 16 elder glaucoma partici-
pants. The mean value (standard deviation) of average miss is 0.403 (0.21) and 0.70
(0.36) of elder and younger glaucoma participants, respectively. There is a signifi-
cant difference between young and elder glaucoma participants in average miss with
p-value 0.018. But, no significant differences are seen in other subgroup comparisons
in glaucoma.

In the visual search experiment, based on severity-based analysis, there were 11
severe glaucoma participants and 17 mild glaucoma participants. The mean value
(standard deviation) of average reaction time is 11(3.0) and 6.5(3.4) of severe glau-
coma and mild glaucoma participants, respectively. There is a significant difference
between severe andmild glaucoma participants in average reaction time with p-value
0.04. Age-based analysis shows a significant difference between elder glaucoma and
younger glaucoma with p-value = 0.02.

The glaucoma group took a longer response time to search the target than the
normal group. Spearman correlation coefficient of age and reaction time is 0.629.
When age increases, reaction time is longer for both the glaucoma group and the
normal group. During the binocular performance, the higher severity grade worsens
the performance of glaucoma participants.

4.2 Eye Movement Measures of Glaucoma Group Versus
Normal Group

The eye movement measures are not estimated in the simple dot task since the trial
time is short to obtain. Eye-tracking parameters are only estimated in the visual
search experiment using customized software [15]. Table 2 shows that there is a
significant difference between the glaucoma group and the normal group in fixation
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Table 2 Mean and standard
deviation (in parenthesis) of
eye movement measures of
normal versus glaucoma
group

Measures Normal (n =
41)

Glaucoma (n =
40)

p-value

Fixation count 6.30 5.48 0.04

Fixation count
per sec

0.989 0.575 0.0043

Mean fixation
duration

240.69 309.36 0.04

Fixation
saccade ratio

256.10 185.06 0.08

Average
saccade length

260.24 255.89 0.79

Fixation count
until first click

6.84 3.95 0.00063

count, fixation count per sec, mean fixation duration, and fixation count until mouse
click.

In severity-based analysis, therewere 11 severe glaucoma participants and 17mild
glaucoma participants. There is no significant difference between the subgroups in
eye gaze parameters. In age-based analysis, there were 10 elder glaucoma partici-
pants and 18 young glaucoma participants. The mean value (standard deviation) of
mean fixation duration is 370.9(199.8) and 244(84.6) for elder glaucoma and young
glaucoma participants, respectively. There is a significant difference between elder
and young glaucoma participants in mean fixation duration with p-value 0.0128.

The Spearman correlation coefficient showed that themean fixation duration (FD)
is positively correlated to age with ρ-value 0.63. When age increases, glaucoma
participants show greater restriction in their visual field that they spent time on
greater fixation allocation.

5 Visualization

The single dot task performance of different participants was visualized onto a single
image using gaze-fusion deep neural network (GFDM) model [16]. The hit/miss is
overlaid on the fusion image of 30 images called the GFDM fusion map.

Table 3 illustrates the association between severity grade and the performance of
participants. The dark spot in the visual field plot shows the damage in the quadrants
of the visual field. The dark spot in the GFDMmap shows that the participant missed
seeing the target points in the location, and the red spot shows that the participant can
see the points. The severe glaucoma participant, Sub_102 missed identifying almost
all points on the screen.

Figure 2a is a combo chart of severe glaucoma participant Sub_45 in different
visual search trials. The combo chart combined a line graph to represent hit/miss
and bar graphs to understand the reaction time. The X-axis referred different images
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Table 3 GFDM map generated from the simple dot task

Participant Id, class, study
eye

Severity Visual field plot GFDM map

Sub_102, G, left eye Severe

Fig. 2 Visualization illustrating reaction time and hit/miss in visual search of severe glaucoma
participant Sub_45, a Combo chart, b GRTF map

displayed, and Y-axis referred the reaction time with−1 taken as “missed” and from
+1 and so on considered as search duration. Figure 2b shows the average reaction
time of the corresponding participant overly on the fusion of different images. The
hit/miss, average reaction time, and position of different targets overlaid onto a
single image, known as gaze-reaction time fusion map (GRTF map) created using
the GFDM method. The fusion of targets in twenty images revealed the ability of
different participants to identify the target and ignore the distractors. The red color
referred to “seen,” and the black color referred to “miss/not seen.” The size of the
circle linearly corresponded to the search duration. The targets toward the edge of
the screen were almost missed or had taken longer reaction time by the participant.
GRTF map implied the binocular performance which is different from the GFDM
map.

6 Discussion

The proposed work focused on understanding exploratory gaze patterns and perfor-
mance measures of different subgroups of glaucoma based on severity grade and
age group. The analyses of different performance measures enlighten a significant
difference between advanced stage and early-stage glaucoma.
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Visual field loss restricts eyemovement patterns and forced glaucoma participants
to focusmore on a certain region of the stimulus. Young glaucoma participants, aware
of the disease, apply exploratory gaze patterns such as a greater number of fixations
toward the region of visual field loss and reduction in fixation duration to improve
the search performance. But, such exploratory gaze patterns were absent in the elder
age group.

The visualization plots such as GFDM map and GRTF map imply that the glau-
coma group has difficulty in viewing the bottom part of the screen. It also guides that
the young participants look toward all parts of the screen than the elder glaucoma
group. This also reveals that the age parameter creates a strategy of exploratory gaze
patterns than the severity grade parameter.

The proposed work analyzed the subgroups of the glaucoma group based on
independent variables: severity grade and age group. The study investigated the
influence of each variable in the performance and exploratory eyemovement patterns.
In the analysis of each independent variable, the other independent variable is not
controlled, which is taken as the limitation of the study.

7 Conclusion

The proposed work analyzed exploratory eye gaze patterns and investigated an asso-
ciation between exploratory eye gaze patterns and severity grade. In real-world
scenes,when distractors are present, search duration is significantly different between
advanced and early-stage glaucoma. Age also influenced the search performance of
the glaucoma group. The elder subgroups in glaucoma showed lower fixation count
and higher fixation duration which hinder the search tasks. Young glaucoma partic-
ipants compensated visual field loss by making more fixations. GFDM map and
GRTF map visualized the region where the glaucoma group faced search difficulty.
The awareness of such exploratory gaze patterns helps the glaucomagroup to improve
day-to-day tasks by focusing toward the edge of their field of view by performing
more fixations and head movements.
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Impact of Deep Learning in the Analysis
of Particulate Matter in the Air Pollution

Praveena Vasudevan and Chitra Ekambaram

Abstract Over the past few years, the perpetual threat of high concentrations of
particulate matter (PM) particles in atmospheric air pollution urges serious health
conditions to humans. The acquired inadequate PM air quality is not only affecting
human health but also prompts ozone layer exhaustion, detriment of crops in agri-
culture, wildlife depletion, decelerating growth of plants and trees, etc. Thereby, it
is required to equip contingency measures monitoring centres in all more polluted
cities to monitor the atmospheric air quality and diminish the emissions as early
as possible. In this article, the amount of particulate matter distribution in the air
is monitored through IoT terminals, and the same has been tested with the training
model developed with the help of machine learning using the dataset collected from
the Indian government. The proposed multi-tier architecture had delivered fruitful
results in terms of air quality maintenance and the analytical inference brought many
unexplored insights that could potentially help in reducing the air pollution in the
cities and other densely populated areas. The dataset used for training the machine
learning algorithm has been taken from the open repository of the Indian government
specifically belonging to the state, Tamil Nādu. The analysis of the developed system
with the trained model showed higher efficiency when compared with the traditional
algorithms.
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1 Introduction

In recent years, the particulate matter scales have grown as a large planetary issue.
The contemporary industrial capitalist society holds gas and air molecules and liquid
droplets. Moreover, it leads to major causes of pathological disorders, lung cancer,
viral infectivity and early deaths, etc. The air pollution has caused adverse effects,
as the urbanization processes. The deep concentrated PM with sized 10 and 2.5 µm
precipitate harmful health impacts [1]. Recent research has observed urban air pollu-
tion and its properties [2]. The properties of urban air pollution have temporal and
spatial properties. The temporal factors will vary according to the time variations
conversely the spatio-properties vary due to locations [3]. So, the spatiotemporal
factors accordingly vary from different cities. As the immediate and long-term
impression of suspended particulates acutely causes health risk issues to people,
several countries have begun to manage their PM concentration scales. The require-
ment of PM concentration scales enables restoratives to minimize the harm and
losses on the basis of rapid alert PM monitoring systems [4]. So, a large number of
countries have established measuring stations for air pollution monitoring to detect
atmospheric pollutants such as carbon monoxide (CO), nitrogen dioxide (NO2),
sulphur dioxide (SO2), and particulate matter with the size of 10 and 2.5. As long
as the PM contraction measures of PM10 and PM2.5 are highly correlated to public
health, more epidemiological studies have been presented [5]. Whereas the greater
concentrations of PM are toxic to people. Almost all countries have norms and
criteria to maintain air quality standards to preserve public health. The WHO Air
Quality Guidelines (AQG) and European Union have fixed some threshold range
to contaminants which will not exceed the fixed range of air quality contingency
measures. In India, the Central Pollution Control Board (CPCB) is the superior
air pollution monitoring agency that monitors air pollution particulates among 731
CPCB stations [6]. In Korea, the government has taken contingency measures to
protect from emissions according to high concentration atmospheric pollutants. The
atmospheric contaminants emerge from serious health risks which lead to major
dangerous causes over the upcoming decades too [7]. Subsequently, the weather-
related factors to be considered to monitor PM in air. Those are the decline of
intra-city mobility intensity (dIMI), multi-scale geographically weighted regression
(MGWR), and geographically weighted regression (GWR) [8]. These geography
and PM concentration variations are related according to the topographical factor,
wind speed and temperature dependence of PM. Over the last few decades, a few
template-based and computerized diverse approaches had been devised to recuperate
air pollution levels in forecasting systems. The traditional PM monitor models were
supported by the time-series-based models due to the spatiotemporal characteristics.
An Autoregressive IntegratedMoving Average (ARIMA) model with its alternatives
was enabled from time-series-based models, and additionally, Holt Winter models
also included. But the different kinds of models provided forecasting errors due to
irregular variations of PM concentrations. Furthermore, the linear statistical models
of ARIMA also do not provide air pollution countermeasures accurately [9]. So, the
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various older methods and machine learning approaches have been utilized in air
pollution forecasting.

The rest of the article encompasses the following. Section II background works
to monitor and analyse particulate matter distribution in air. Section III details the
methodologywith architecture and themathematicalmodelling of the pollution infor-
mation. The experimental setup and results are discussed in Section IV. Section V
details the conclusion and future work.

2 Related Works

The previous investigations pursued precise effective prognostication models in
atmospheric air pollution. Various machine learning methods have been utilized
in air pollution forecasting [10]. The long short-term memory and gated recurrent
unit methods (LSTM & GRU) using convolutional neural networks (CNN) have
been used to predict PM concentrations in 39 stations in Seoul, South Korea. Hourly
experimental results were obtained; the transcended hybrid models with LSTM and
GRU method’s calculating root mean square error (RMSE) and mean absolute error
(MAE) values of PM10, PM 2.5 were observed. The hybrid models with CNN-GRU
exploited better results than other conventional models [7]. In addition, the fore-
casting predictive models which are based on machine learning regression models
can be experimented with Taiwan Air Quality Monitoring datasets. The performance
measures can be employed with the errors measurement of root mean square error,
mean absolute error, and mean square error [11]. Typically, the statistical methods
with theoretical approaches have been utilized for predicting PM concentrations.
Despite that, the conventional statistical models were not capable of identifying
nonlinear patterns in complex times of air pollution forecasting. Since the hard-
ware big data management has been developed, the reliable time-series forecasting
approach of machine learning methods has been introduced to predict air pollu-
tion forecasting. The artificial neural networks (ANN)-based models delivered less
features in finding long time-series connections due to its memory lacking cells.
So, the recurrent neural network (RNN) models have been developed; in terms of
consecutive time-series prediction, RNN can recall earlier time consecutive data due
to its RNN layer features. The RNN with long-term time-series predictions can be
obtained. Additionally, the tumultuous actions of air contaminants constitute signifi-
cant challenges in screening three-dimensional movements aroundmultifarious tran-
sitory domains among feasible air quality systems. A deep learning hybrid contextual
long short-term memory model (CLSTM) is incorporated with convolutional neural
network (CNN). The CLSTMmodel is utilized to predict total suspended particulate
(TSP) in hourly basis observation measures due to the mapping scheme of the LSTM
model. The CLSTM outwits various machine learning models. Those are multiple
linear regression (MLR), M5 model tree, Volterra, and random forest (RF). These
models can be performed to obtain hourly basis TSP observation. The LSTM algo-
rithm with three-layered CNNs is employed to extract data features of the CLSTM
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model [12]. The severe control management of air quality monitoring is needed to
avoid deleterious PMeffects in an immense cityscape environment. So, the air quality
monitoring over deployed sensors that established with the IOT platform could result
in desirable solutions in air quality forecasting. Themeticulous modelling of big data
air quality compiled by IoT sensors thoroughly led to early detection by decision-
making forecasting information. Additionally, the hybrid deep learning-based CNN-
LSTM model has been employed to exploit the air quality monitoring scales from
different locations through IoT air quality sensors [13]. The CNN-based encoder
captures all spatiotemporal features based on data to facilitate accurate prediction.
Whereas the convolutional long short-termmemory (ConvLSTM)has been setting air
pollution data into image sequences to automatically manage spatial and temporal
features. The required sequences have interjected with the ConvLSTM model to
predict the air quality for all over the city [14]. These spatial–temporal correlation
analysis can be employed to view the parameters in between linear and nonlinear
correlations by enablingmutual information (MI) parameter on to the analysis [15]. In
addition tomonitoring timely air quality, using image-basedmodels under air quality
monitoring has led to air pollution control. It is enabled with deep learning tools. The
particular model evaluates the air quality scales from the scene images which can be
captured by employed cameras. According to the image feature extraction, the deep
learning image-based model can sort the air quality monitoring scales. Addition-
ally, the model performance can be evaluated using high-quality outdoor air quality
dataset. The comparison of experimental results has been observed from air quality
control (AQC) net, deep residual network (ResNet) on air quality index (AQI) and
space vectormachine (SVM) [16]. But the persistent deciphering responses of PM2.5
and O3 emission might be changed due to chemical reactions which cause changes in
a predictive scale. The deep learning supported response surface model (DeepRSM)
has delineated the reaction of O3 and PM2.5 concentrations emission changes. The
trained air quality dataset of deepRSMmodel isworked frombrute-force simulations
with the community multi-scale air quality (CMAQ) CTM to obtain the predictive
scales of different emission changes [17].Accordingly, the traffic volume and average
driving speed data are contributing new databases in the research of air pollution.
Furthermore, the recent investigations have sought to forecast models to be used in
discrete locations [18]. The commercial particulates have technical challenges and
limits in monitoring high PM concentration countermeasures with variations of data.
Those constraints can be overcome by using smartphone-based digital holographic
microscopy (S-DHM) systems with deep learning networks named Holo-Speckle
Net. In this model, the deep autoencoder with regression layers can be highly trained
using S-DHM recorded diverse PM concentrations of holographic speckle images.
It is endorsed with enhanced hyperparameter optimization [19]. Consequently, the
Data-driven, Open, Global (DOG) working paradigm to acquire automatic feature
extraction using available data in order to enable pollution estimation. By using the
DOG paradigm, the MapLUR model has been established. It can be employed by
estimating pollution concentrations for particular locations using publicly available
capturedmap images and satellite images. It provides the results of extracted features
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that are closely related tomanually featured images to use land-use regressionmodels
[20].

3 Proposed Work

In this article, a multi-tier architecture for monitoring and analysing the particulate
matter in the air has been developed. The proposal consists of three different tiers; the
physical tier consists of the hardware IoT terminals that acts as the data source for the
system. These nodes can collect information in different formats based on the type
and behaviour of the data. These sensor nodes are directly connected to the internet
through the IoT gateway and all the communication happens through the gateway.
The second tier or themiddle tier is the application tier. It acts as a bridge between the
user dashboard and the physical tier. Main business logic of this application resides
in this tier. The elements that are present in this tier includes, NoSQL database/data
lake, IoT platform integration tool, Apache spark file system, storage component for
the big data and finally the data processing engine powered by machine learning. In
the machine learning component, we have modelled the convolution neural network
(CNN) to fit for training the data and for analysis on the real-time data. The third
tier or the bottom most tier is the dashboard region. This dashboard consists of the
analytical and visualization tools that can be used to project the information/insights
that are obtained from the sensor terminals.

The workflow of the proposed system is as follows: Initially, the data collected
from the IoT terminals are fed into the system through the IoT gateway. The IoT
terminals range from the simple gas detection sensor to high-end highly sensitive
sensors. The IoT gateway serves as a mediator in collecting the required information
from the hardware terminals and the same will be communicated to the data lake in
the application tier. All the data collected will be dumped in the data lake, and it will
be utilized by the system when there is a requirement.

Since the data received from the terminals will be not uniform and may not be
clean, it has to undergo a phase called data cleaning. In the data cleaning process, the
data received from the terminals are cleaned for null values, errors, missing values,
etc. Immediately after the cleaning process, the data will be utilized for shaping up
the data so as to make out the inferences. For instance, shaping may delete unwanted
attributes, and at the same time, it may add derived attributes as well. The primary
purpose of the shaping process is to assist the system when making an optimized
decision. All these processes will happen with the help of the data store region that
is available in the cloud environment.

Once the data are cleaned and shaped, it is fed into the machine learning compo-
nent. The machine learning component consists of a pre-trained CNN model that is
trained using the dataset of the Indian government. The predictionmodel is developed
with the help of CNN, and once the raw data are sourced into the ML algorithm,
it provides the insights on the data and also uses the same data to learn from the
environment.
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Fig. 1 Proposed multi-tier architecture

The dashboard environment is developed with frontend tools by integrating
various visualization libraries. Based on the insights provided by theML component,
the data will be sourced into the visualization library, and the same will be trans-
formed into charts for easier visualization. The outliers or the abnormal behaviour
in the system can be easily found through this approach.

CNNhas been integrated in application layerwith the aid tomake optimal decision
from the data generated using IoT devices. Schematic diagram of the proposed is
shown in Fig. 1.

4 Experimental Analysis and Results

The experimentation is carried out on Beijing air quality data []. From the exper-
imental setup and the mathematical model, we bring the following inferences as
the study of the particulate matter. So here, the proposed mechanism is compared
with three machine learning mechanisms and the results of accuracy, root mean
square error (RMSE), F-score. The machine learning techniques which are taken for
the comparison are decision tree, random forest, and support vector machine. The
metrics taken into account for experimentation are accuracy, RMSE, F-score. Table
1 represents the comparison of proposed CNN for measuring air quality.
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Table 1 Comparison of proposed CNN with other machine learning algorithms

Performance metrics Decision tree Random forest Support vector
machine

Proposed CNN

Accuracy 89.31 91.23 91.34 94.34

F-score 85.3 87.3 89.1 92.3

RMSE 0.54 0.45 0.32 0.001

Fig. 2 Comparison of
accuracy
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4.1 Comparison of Accuracy

Accuracy is measured as the ratio of number of instances correctly classified to the
total number of instances. It is represented in Eq. (1).

The accuracy of the proposed CNN is higher than other machine learning algo-
rithms. The accuracy of proposed CNN is 5.6 times greater than decision tree.
Similarly, the accuracy of SVM is 3.2 times lesser than accuracy of CNN. The
diagrammatic representation of comparison of accuracy is shown in the Fig. 2.

Accuracy = TP + TN

TP + TN + FP + FN
(1)

4.2 Comparison of F-Score

F-score represents the harmonic mean of precision and recall. A good classifier will
have good F-score. F-score. CNN achieves 8.2% greater F-score than decision tree
and 5.7%greater F-score than random forest. The reason behind is that CNN involves
multiple hidden layers where each layer learns necessary features for having better
prediction. Equation (2) represents the calculation of F-score. The diagrammatic
representation of F-Score is shown in Fig. 3.

F − score = 2 ∗ precision ∗ recall

precision + recall
(2)
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Fig. 3 Comparison of
F-score
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4.3 Comparison of RMSE

RMSE measures the difference between the actual and predicted values. Equa-
tion (3) represents the computation of RMSE. The RMSE of CNN is very less when
comparing to decision tree, random forest, support vector machine. The RMSE of
decision tree is 99.81 times greater than CNN. Similarly, the RMSE of SVM is 99.88
times greater than CNN. From Table 1, it is evident that CNN achieves minimum
RMSE than other machine learning algorithms.

RMSE =
√∑n

i=1 Pi − Ai

n
(3)

where Pi represents the predicted value, and Ai represents the actual value.

5 Conclusion

TheproposedCNNin themulti-tier architecture formeasuring the air quality has been
implemented in Python and the method achieves 94.34% accuracy. The proposed
method achieves 5.7% greater F-score than random forest, which really proves that
it is the best classifier for measuring the air quality. The future work focuses on
improving the performance of CNN by learning per parameters.
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Toward Machine Learning and IoT
Environment-Enabled Smart Personal
Health Monitoring Framework

V. Muthumanikandan, A. Bhuvaneswari, and R. Radhika

Abstract The healthcare industry is mostly “information rich;” however, sadly, not
all the information square measure mined that is needed for locating hidden patterns
and effective higher cognitive process. Progressed information handling methods
square measure is used to find information in data and for clinical examination,
fundamentally in heart condition forecast. This paper has investigated forecast struc-
tures for heart condition abuse a ton of assortment of enters credits. The contraption
utilizes logical terms like sex, circulatory strain, and ideal cholesterol like thirteen
credits to expect the likelihood of patient getting a heart ailment. The insights mining
class procedures, in particular, multi-layer perceptron (MLP), random forest, support
vector (Linear), Naïve Bayes, and AdaBoost are broke down on cardio-vascular
disease dataset. The general exhibition of these methods is as analyzed, in light
of precision. As in accordance with our results, precision of multi-layer percep-
tron (MLP), random forest, support vector (Linear), Naïve Bayes, and AdaBoost
are 86.88%, ninety.16%, eighty three.60%, eighty five.24%, and ninety.16%, indi-
vidually. Our assessment recommends that out of these three class models, neural
networks predict heart condition with most extreme exactness.

Keywords Coronary heart illness · Decision tree · K-nearest neighbor ·Machine
learning · Naïve Bayes · Support vector machine

V. Muthumanikandan · A. Bhuvaneswari (B)
Vellore Institute of Technology, Chennai, Tamil Nadu, India
e-mail: bhuvaneswari.a@vit.ac.in

V. Muthumanikandan
e-mail: muthumanikandan.v@vit.ac.in

R. Radhika
SRM Institute of Science and Technology, Kattankulathur, Chennai, Tamil Nadu, India
e-mail: radhikar2@srmist.edu.in

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
A. K. Bashir et al. (eds.), Proceedings of International Conference on Computing and
Communication Networks, Lecture Notes in Networks and Systems 394,
https://doi.org/10.1007/978-981-19-0604-6_33

385

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-0604-6_33&domain=pdf
mailto:bhuvaneswari.a@vit.ac.in
mailto:muthumanikandan.v@vit.ac.in
mailto:radhikar2@srmist.edu.in
https://doi.org/10.1007/978-981-19-0604-6_33


386 V. Muthumanikandan et al.

1 Introduction

In our everyday life, individuals are going through a daily practice and occupied
timetable which prompts pressure and tension [1]. This outcomes in illness like
heart condition [2], disease [3], and so on. The extended use of flexible developments
and splendid devices has caused phenomenal impacts [4, 5]. Prosperity experts are
logically taking advantage of the advantages these progressions bring, as suchmaking
an enormous improvement in clinical benefits in clinical settings [6, 7]. The test
behind these sicknesses is its assumption [8]. Each individual has extremely amazing
potential gains of urgent sign and squeezing factor level. Coming up next are the kind
of heart sickness: Heart signifies “cardio.” Thus, all heart illness worry to class of
cardiovascular illness. The various types of heart ailment, for example, coronary heart
illness, angina pectoris, congestive cardiovascular breakdown, cardiomyopathy, and
congenital heart illness [9].

The strategies and computations will be directly used to make critical conclusions
and deductions from the dataset. In this research article, the current innovation gives
an effective method of checking the individual strength of people. The outcomes
show that five of these eight calculations accomplished exactness of more than 90%.
Utilizing these five calculations will give viable and exact expectation and ID of
possible cases. In this paper, we propose a portable application-based model savvy
home medical care framework for productive and powerful well-being observing for
the older and crippled for their helpful and free living while at home. A segment
of the proposed framework permits the patient to distantly transfer or catch funda-
mental well-being indications data during a time of a pandemic, for example, the
continuous sickness for their primary care physician’s helped determination. The
remaining section of the paper is organized as follows. Section 2 presents the related
work on smart health care using IoT and machine learning. Section 3 discusses the
proposed system of patient through IoT. Section 4 discusses the experiments, and
results demonstrate healthcare implementation and its working techniques. Section 6
concludes the paper with significant future directions.

2 Related Work

Prediction of heart Illness utilizingWEKAdevice with accuracy, they came to 86.3%
for testing stage 87.3% for preparing stage [6]. Naïve Bayes, decision tree, and neural
organization calculations and dissected using social network data [7]. There are a
colossal amount of choices included. Thus, there is a necessity to downsize the
amount of alternatives. This should be possible by include choice. On doing this,
they say that time is diminished. They utilized choice tree and neural organizations
with k-closest neighbor calculation, neural organization, and credulous Bayes and
choice tree for heart sickness forecast [8]. They utilized information mining methods
to identify the heart ailment hazard rate. Particle swarm optimization, artificial neural



Toward Machine Learning and IoT Environment-Enabled … 387

organization, genetic calculation for expectation. Cooperative grouping is a new and
affordable strategy which coordinates affiliation rule mining and characterization to
a model for expectation and accomplished great exactness [9].

A robotized framework in clinical conclusion would upgrade clinical consider-
ation, and it can likewise diminish costs [10] with framework that can financially
find the guidelines to foresee the danger level of patients dependent on the given
boundary about their well-being. The principles can be focused on dependent on
the client’s prerequisite. The presentation of the framework is assessed as far as
grouping precision, and the outcomes show that the framework has incredible poten-
tial in anticipating the heart disease hazard level all the more precisely." Heart illness
prediction utilizing machine learning and data mining technique [11] with accuracy
they arrived at J48 gives 56.76% which is higher than LMT calculation of preci-
sion 55.75%. Multi-Illness prediction utilizing data mining techniques using Naïve
Bayes [12] accuracy they arrived at heart illness: 79%Diabetes: 77.6%BreastCancer:
82.5%. An applied strategy to upgrade the forecast of heart illness is utilizing the
information methods [13]. They utilized SVM in equal style. SVM gives higher and
prudent exactness of 85 and 82.35%. SVM in equal style gives higher exactness than
successive SVM. The congestion utilized decision tree classifier and support vector
machine [14].

Heart illness prediction system evaluation utilizing C4.5 rules and partial tree.
They utilized C4.5 rules and Naive Bayes calculation [15]. C4.5 gives higher preci-
sion thanNaiveBayes. There are seven vital variables for heart sickness like smoking,
actual idleness, sustenance, corpulence, cholesterol, diabetes, and hypertension [16].
Evidently, users lack in data privacy and the access control mechanisms available
to avoid the risk of disclosure in IoT environment [17]. They likewise examined
the measurements of heart ailment including stroke and cardiovascular ailment. The
intermittent neural organization gives great exactness when contrasted with different
calculations like CNN, Naïve Bayes, and SVM. Information entropy-based health-
care framework is proposed to identify using publicly available data. Shortest path
fast rerouting technique was imposed during link failure and to ensure the recovery
process. The accessing of data can be done using the proposed technique in the smart
healthcare monitoring [18].

3 Proposed Machine Learning IoT Framework

Today, a few clinics oversee medical services data exploitation medical care data
framework; in light of the fact that the framework contains huge amount of data
want to remove stowed away information for making astute conclusion. The prin-
ciple objective of this investigation is to make intelligent heart medical issue predic-
tion system that gives recognizable proof of heart medical condition exploitation
recorded heart data. To foster this method, clinical terms like sex, circulatory strain,
and cholesterol like 13 information credits are utilized. The information mining
groupingmethods, viz., multi-facet perceptron (MLP), random forest, support vector
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Fig. 1 Proposed architecture

(Linear), Naïve Bayes, and AdaBoost are utilized. The information source contains
the openly accessible heart ailment dataset (Cleveland database). The Cleveland
Heart Illness dataset comprises of 303 records. Irregular Forest Classifier—an arbi-
trarywoods could be ameta-PC that coordinateswith ameasure of call tree classifiers
on fluctuated sub-examples of the dataset and utilizations averaging to improve the
prescient exactness and command over-fitting. AdaBoost Classifier—it is used to
predict the accuracy. It also builds the strong classifier. The proposed architecture of
patient monitoring system is shown in Fig. 1. Multi-facet Perceptron (MLP) Clas-
sifier—a multi-facet perceptron (MLP) could be a classification of feed forward
counterfeit neural organization. MLP uses a directed learning method known as
back engendering for coaching. It will recognize data that are not straightly sever-
able. Backing Vector Machine (SVM) Classifier (rbf/direct). Innocent Bayes—in
AI, gullible mathematician classifiers a group of simple “probabilistic classifiers”
upheld applying Bayes’ hypothesis with powerful (guileless) freedom presumptions
between the decisions.

4 Experiments and Results

The heartbeat sensor is fixed to the patient’s hand for reading pulse. This covers an
IR sensor in it. Each siphoning we get beat from that sensor. This sensor yield is
given to the Arduino through signal trim unit for improvement. NTC type thermistor
is used as a temperature sensor. This temperature sensor yield shifts reliant upon
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Fig. 2 ThingSpeak graph

the temperature; its resultant value is highly similar as given to Arduino. Clients’
imperative signs information, for example, circulatory strain, pulse, weight, and
blood glucose (BG) from sensor hubs to cell phones, while constant information
handling was used to deal with the huge measure of consistently created sensor
information. EEG sensor is a used to quantify the electrical movement of the heart.
The electrical action can be graphed as an ECG yield as a simple examining model.
The outcomes show that business forms of the proposed health monitoring sensors
and the proposed constant information preparing are adequately effective to screen
the fundamental signs information of diabetic patients. Moreover, AI put together
grouping techniques were tried with respect to a health dataset and showed that a
multilayer perceptron can give early expectation of disease given the client’s sensor
information. The yield is shown through values obtained in a specific time frame.
The ThingsSpeak heart rate and data at real-time environment are shown in Fig. 2.

This framework is additionally intended to send a suggestion to patients on the
utilization of specific drugs with input provided by the client. A calculation was
created dependent on hyperspace analog context (HAC) for an inescapable climate,
to address the requirement for decision for the client among various gadgets set
in the shrewd home medical care framework. The specialized commitments of this
paper are as per the following. Execution of IoT-based shrewd homemedical services
supports structure equipped for lessening superfluous weights on the clinics because
of illness flare-up. The new framework which is likewise ready to give fundamental
solaces utilizing the IoTs empowered home machines just, energizes patients with
serious and basic conditions to use medical clinic offices. The correlations between
the attributes are shown in Fig. 3.

Figure 3 this graph is showing correlation between sex age and target. Extraction
and translation of patient’s well-being information are studied and obtained from
wearable, underlying, and versatile sensors for clinical judgments and remedies. The
software and hardware used are as follows: Arduino board, wires, ESP2866 Wi-Fi
module, finger detecting heartbeat module, IDE-Jupyter Notebook, Arduino IDE,
ThingSpeak, machine learning library, scikit, NumPy, pandas Python packages. The
feature extraction and dimensionality, correlation between the attributes are shown
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Fig. 3 Correlation between attributes

in Fig. 4. The correlation between the primary and important attributes is shown in
Fig. 5. The planned versatile and Web application, once completely created, can be
connected to existingWeb spaces ofmedical clinics as an entry and can be dispatched
as a new application for medical clinics without existing areas.

The results obtainedusing accuracy are shown inFig. 6. It is additionally suggested
that new components, for example, a physiological information catching gadget be
consolidated into the current framework. A depiction of the persistently gathered
information in Web worker (ThingSpeak) is represented. The level harmful gases
(CO and CO2) are estimated in ppm unit. Any clinical staff can undoubtedly screen

Fig. 4 Feature extraction of all options. “chol,” “age,” ‘trestbps’
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Fig. 5 Correlation between chol age and target

Fig. 6 Accuracy of machine learning classifiers

the particular patient just as the room condition where the patient is presently through
a gadget which has Web access. The patient information here is secure in light of the
fact that for getting to information, one requirement to go through a secret phrase
ensured framework, i.e., just the true staff can screen the framework.

By examining information, a specialist can without much of a stretch settle on
from a distant area. At the point, when the information crosses the level, then, at that
point, the clinical staff can undoubtedly make vital strides for medical services. The
accuracy of various machine learning algorithms is shown in Table 1.
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Table 1 Machine learning
algorithms accuracy

Method Accuracy (%)

RFC [5] 90.16

ABC [6] 90.16

MLP [11] 85.24

SVC (Linear) [15] 83.60

SVC (rbf) [18] 81.96

Proposed machine learning framework 90.3

5 Conclusion and Future Work

In this paper, five information mining characterization methods were applied to
be specific multi-layer perceptron(MLP), random forest, support vector (Linear),
Naïve Bayes, and AdaBoost. The exactness accomplished for every classifiers is as
following MLP = 85.24, RFC = 90.16, ABC = 90.16, SVC (linear) = 83.60, SVC
(rbf)= 81.96, NB= 85.24. The error level of the created conspire is inside a specific
breaking point (<5%) for each case. From results, it has been seen that AdaBoost
classifier gives precise outcomes as contrastwith different classifiers. This framework
can be additionally extended. It can utilize greater amount of information ascribes
like smoking and obesity. Different information mining procedures can likewise be
utilized for predication, for example, bunching, time series, association rules. The
text mining can be utilized to mine gigantic measure of unstructured information
accessible in medical care industry dataset.
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Exploration Study of Ensembled Object
Detection Models and Hyperparameter
Optimization

Jayesh Gupta, Arushi Sondhi, Jahnavi Seth, Tariq Hussain Sheikh,
Moolchand Sharma, and Farzil Kidwai

Abstract Object identification models are becoming more accurate as processing
capabilities improve. It is our goal to improve the accuracy of object recognition
by the use of several ensembles of distinct state-of-the-art object detection models.
The use of single architectures and models to handle object detection challenges has
been demonstrated in prior studies; however, each model was later shown to have
its own bias and variation. “Ensemble Learning” is currently being studied in recent
research after the success of fundamental ensembledmodels likeXGBoost. Ensemble
learning in object detection is proposed to be expanded through this research by
grouping different permutations of existing models to reduce individual bias and
variance while improving metrics, accuracy, and gathering metrics that will aid in
hyperparameter optimization for future research on object detection ensembles. It
took us a while to find a top-performing ensemble for PASCAL VOC problems.

Keywords Ensemble learning · Computer vision · Deep learning · Object
detection

1 Introduction

Artificial intelligence and machine learning include object detection. Current appli-
cations include robotics, verification, and automated systems. For a computer vision
project to succeed, selecting and implementing an appropriate object detectionmodel
is one of the most difficult tasks [1]. There is no rule that says one model must
outperform the rest of the pack. A distinct design and set of qualities make each
model more effective at solving a specific problem than another. When it comes to
machine learning challenges, ensembling is a new industry-standard approach that
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has increased accuracy. Gradient boosted ensembled decision tree models such as
XGBoost have shown higher accuracy and efficacy compared to individual models
[2]. Weak predictive models will be used by ensembling instead of a single generic
predictor. Ensembling synthesizes the predictions and facts of several systems in
order to arrive at an accurate appraisal of their capacities. A model’s bias and vari-
ance can be improved by selecting the right model. Perfectly, accurate models would
have minimum bias and low variance error, resulting in a powerful algorithm that
can solve issues. The bias-variance standoff is a phenomenon that occurs when these
two flaws complement each other, with one fault reducing or amplifying the other’s
reduction.

For the same task, we will combine conventional object identification models
with a variety of hyperparameters to create a powerful learner. To characterize and
study the performance of each model when it is applied to the same problem. A
similar problem can be solved using any one of these models, but each one has a
different variance and bias threshold. It is possible to develop a model that is more
successful at dealing with the same issue while showing less bias and volatility than
the separate models by merging their predictions. It is possible to acquire a better
grasp of the standardsmetrics established for individual models by looking at a group
of object detection models [3–5]. To construct a model that is superior in terms of
outcomes and accuracy, we wish to employ our ensembled model. The challenge
of object detection models is approached in a novel way in our study, as well as a
novel strategy for employing standard object detection is presented. Following are
the contributions that this research makes through its efforts:

1. To improve performance and accuracy, we show and expand on the use of
numerous ensembled object identificationmodels, which aremade up of distinct
state-of-the-art object detection models.

2. We compare individual object detection models as well as numerous ensembled
object detection models in order to demonstrate the technique’s merits and
consequences.

3. We have gathered a lot of data to help us design a strategy for making model
selection easier and figuring out how ensembling could help with difficult-to-
detect items and certain classes.

Recognizing and classifying items are a fundamental component of computer
vision, which involves identifying and classifying objects in images. There are many
techniques to localize an object, such as using bounding boxes around the object or
labeling each pixel in a frame that contains that object. Localization and classifica-
tion of objects are combined into one task, which is known as object detection. As
opposed to localization, classification involves determining the nature of an object
by categorizing it with the type and likelihood that it belongs to that category [6].
Localization involves finding regions or sections of a picture that are likely to contain
a subject or simply identifying regions of interest or high value in the image [7, 8].
One-stage and two-stage processes are the latest cutting-edge approaches. Among
the most popular one-stage techniques is CenterNet, followed by YOLO and SSD,
while faster R-CNN is an example of a two-stage technique that emphasizes detection
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Fig. 1 Architecture of YOLO

precision. In this case, it is arranged as follows: As a result of this, Sect. 2 explores
key ideas about the implementation of already known systems, as well as the use
of YOLO, SSD, CenterNet, and faster region-based convolutional neural networks.
According to the third section, the suggested protocol is described, along with the
procedures for executing it. A discussion of the dataset is included in Sect. 4. System
implementation is described in detail in section five, along with any conclusions
that were drawn from it. Last, but not least, there is the report, together with some
concluding remarks and references.

2 Existing Methods

2.1 You Only Look Once (YOLO)

Figure 1 illustrates how Yolo organizes the challenge of object recognition as a
single regression problem, moving from picture pixels to bounding box coordinates
and class probabilities. In order to determine what things are present and where
they are located, you merely need to glance at a photograph. Single convolutional
networks predict many bounding boxes and their class probabilities at the same time.
Training is done on full images with careful optimization of recognition efficacy [9,
10].

2.2 Single Shot Detector (SSD)

Unified proposal area network (DPAN) is not present in single shot detector. This
predicts the boundary boxes and groups using function mappings in a single pass.
For default anchor boxes, it uses tiny convolutional filters to anticipate classes and
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Fig. 2 Architecture of single shot detection (SSD)

offsets of objects as well as filtering to handle aspect ratio changes. A convolutional
feed-forward network, shown in Fig. 2, is used to construct a set of bounding boxes
that have a predetermined size [11]. A non-maximum suppression stage is then used
to generate the final detections.

2.3 Faster Region-Based Convolutional Neural Networks

There are two parts to Faster R-CNN: An R-CNN detector that employs the regions
provided by the first module is depicted in Fig. 3. For object detection, the entire
network functions as a single, unified system. For example, an RPN takes an image
as input and outputs an array of rectangular object recommendations, each with its
own point value [12].

Fig. 3 Architecture of faster
RCNN
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Fig. 4 Architecture of CenterNet

2.4 CenterNet

When an object is detected by CenterNet, it is detected as a triplet of key points rather
than as a pair (see Fig. 4). [13] It employs two modules that enhance the information
collected by the top left and bottom right corners, as well as providing additional
identifying information in the central areas [14]. A predicted bounding box is said
to have a high intersection over union with the ground-truth box if it has a high
intersection over union with the ground-truth box, and vice versa.

2.5 Ensembling

By integrating independent detectors, assembling is a strategy for increasing detec-
tion performance.When it comes to deep learning studies on remote sensing, ensem-
bling methodologies are rarely used. A wide range of machine learning problems
benefit from ensemble approaches [15, 16]. It has been shown that combining several
algorithms can reduce the bias or variance of a single detector. It is well known that
there is a correlation between prediction bias and variance. A large model with a
small dataset can yield them, as might data that are too diverse for the model to
capture [17]. So, no single model can accurately represent the complete collection
of data to be analyzed. Examples of this include algorithm bias-reducing stacking
and variance-reducing bagging or test-time augmentation. It is true that the bulk of
assembly-based methods require more computing (training and prediction) yet they
are an effective way to progress technology. To combine weak learners, there are
three types of meta-algorithms to consider: bagging, which combines weak learners
that are homogeneous, learning them in parallel, then merging them using some kind
of statistically based averaging technique [18, 19].



400 J. Gupta et al.

3 Proposed Method

We used a bagging-based compilation technique to create various combinations of
four widely used object recognition models: CenterNet, YOLO, faster RCNN, and
single shot detection (SSD). The PASCAL VOC dataset 2012 + 2007 was used as
data, and each detector was trained on the entirety of the training and validation data
sets. By training on the dataset, we created four learners, each of which learnt various
bits and properties of the dataset and had its own bias and variance. Weaker predic-
tions were blended in various ways to obtain a single strong prediction for a picture
using weighted boxes. Following affirmative selection of the predictions, bounding
box fusion is used to combine overlapping predictions. The weights of the various
models in the ensemble were modified to generate various ensemble combinations,
which we refer to as our ensembling activation parameters, as illustrated in Fig. 5.

3.1 Weighted Boxes Fusion

Object detectionmodels can be combined using theweighted boxes Fusion approach.
While NMS and soft-NMS algorithms discard some predictions, the WBF method
constructs average bounding boxes based on confidence ratings of all proposed
bounding boxes. This method improves the quality of the predicted rectangles by
a significant amount. Neither non-maximum suppression nor soft-non-maximum
suppression include all of the boxes [14, 20]. IoU with the ground truth is low in
some cases, and the model forecasts all boxes erroneously. When compared to NMS,
weighted boxes fusion has a better chance of getting you closer to the truth.

4 Research Approach

4.1 Dataset

In this study, we employed the PASCAL VOC dataset. It provides standardized
picture datasets for object detection. When using this dataset, you can compare
different methodologies or models based on industry standards. 11,530 images with
27,450 ROI-tagged objects make up the training set. The classes include: airplane,
bicycle, boat, bottle, bus, vehicle, cat, chair, cow, dining table, dog, horse, motor-
bike, person, potted plant, sheep, train, and television, to name a few of them. Both
PASCAL VOC 2007 and 2012 have 20 classes apiece; therefore, we integrated them
for training. For validation, we used the PASCAL VOC 2007 test dataset with 4952
images [21].
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Fig. 5 Proposed ensembled object detection model architecture

4.2 Training

Training and validation datasets for the four models were obtained from the union of
PASCAL VOC 2007, 2012, and 2013. It took roughly 200 epochs for each model to
reach a preset industry-standard level of category and localization losses. In order to
avoid overfitting, training was halted when the accuracy between models decreased
between epochs.Written in Python using theGluonCVmodule, the training software
was developed using Gluon. A file for each image was created in XML format. After
each session, the validity accuracy was examined.
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4.3 Testing

Using 2007 testing PASCAL VOC data as input, the ultimate test accuracy was
calculated. All 4952 images in the test dataset were predicted by each model. A
separate text file was created for each image and model containing all the boxes,
confidence scores, and labels. A preprocessing step followed the prediction, and
then, each predicted file was evaluated and scored. Immediate action was taken after
the forecasts were made.

4.4 Prediction Ensembling

It was decided to combine the model predictions for each image after taking note
of the predictions made by each model for each photo individually. To create a
single graphic, the forecasts from the four different models were combined. All of
these predictions were then combined using weighted boxes fusion (WBF), and the
resulting predictions were saved in separate files for each image. For the ensemble
model [14], these forecasts were used. This was done to eliminate any mismatch
between the picture size augmentations performed by each model. The coordinates
for weighted boxes fusion were standardized. Each box was resized to its original
size before being recorded. This preprocessing was done after the predictions were
recorded.

• Box coordinates that exceeded the picture dimensions were constrained to the
image dimensions by applying amax andmin filter to each anticipated coordinate.

• To decrease false positives, boxes having a confidence value of less than 10%
were removed.

• Boxes having an insignificant area or with inconsistencies in format, coordinates
were removed.

5 Results and Discussion

5.1 Evaluation Metrics

Two separate metrics were recorded for each model. On the basis of the PASCAL
VOC format, these metric computations were made; these two measurements are as
follows:

1. Precision-recall curve for each class of the dataset
2. Average precision for each class and model.

Precision and recall weremeasured at various confidence score thresholds in order
to calculate precision-recall. If an intersection over union (IoU) was more than or
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Fig. 6 Intersection over
union illustration

equal to 50% in relation to the ground-truth box, a predictionwas termed true positive
(TP).

5.2 Intersection Over Union (IOU)

The Jaccard Index is used to calculate the overlap between two bounding boxes. A
truth-bounding box for the truth Bp is required, however. With an IOU threshold,
we can determine whether the detection is true (True positive) or not. It is calculated
by multiplying the projected bounding box’s union area by the ground truth’s union
area using Eq. (1):

IOU = area(Bp ∩ Bgt)

area(Bp ∪ Bgt)
(1)

Pictured here shown below, i.e., Figure 6 is a ground-truth box (green) and a
detected box (blue) (red).

5.3 Precision X Recall Curve

For each object class, the precision × recall curve is a great approach to evaluate the
output of an object detector. As recall rises, an object detector in a particular class
is deemed healthy if accuracy remains high. This means the accuracy and recall will
remain high even if the level of trust is changed. Alternatively, you might look for
an object detector that only detects essential objects and does not detect objects of
everyday life.

This means that a low object detector must detect more objects (leading to more
false positives and lower precision) in order to extract all ground-truth items (high
recall). Since accuracy decreases with increasing recall, the precision x recall curve
begins with high precision values.



404 J. Gupta et al.

5.4 Average Precision

Object detectors can also be compared based on their area under the curve (AUC).
A lot of the time, it is difficult to compare several detector curves in the same graph
because they often cross each other. As a result, the average precision (AP) statistic
can also be used to compare different detectors. Accuracy is calculated by averaging
all recall values from zero to one over a period of time. For the first time since 2010,
an issue with PASCAL’s VOC has changed the way AP is calculated. Currently,
all data points are used in the PASCAL VOC challenge for interpolation. In order
to duplicate the default implementation of their existing submission, our research
technique is in line with their current submission (interpolating all data points).

5.5 Recorded Metrics

Figure 7 and Table 1 demonstrate that the ensembled models outperformed all the
individual models, resulting in an average increase in mean average precision of
the top-performing individual model by 5–10%. Although the models were able to
boost average precision in general, they also managed to increase it by a class-by-
class basis. Due to the difficulty of localizing small objects such as bottles and potted
plants, separate models were missing them at different times. By assembling, all
models built on each other’s mistakes, resulting in a considerably greater detection
rate for such challenging classes. There was a minor rise across all models for classes
where the individualmodel was able to predict more accurately andwith greater ease.

To improve localization and reduce false positives and false negatives, ensemble
models were used, resulting in better precision and recall. As can be observed in
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Fig. 7 Comparative plot of object detection model performance
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Table 1 Mean average
precisions for each model

Model Mean average precision

SSD 0.7618

YOLO 0.7485

Faster RCNN 0.7294

CenterNet 0.74

SSD-RCNN 0.75

RCNN-YOLO 0.79

RCNN-center 0.77

SSD-YOLO 0.79

SSD-center 0.78

YOLO-center 0.77

3 Model ensemble (YOLO, faster
RCNN, and SSD)

0.803

4 Model ensemble (faster RCNN,
YOLO, SSD, and CenterNet)

0.82

Fig. 8, there were flaws in the models when compared to the ground truth. While
RCNN and CenterNet’s bounding box predictions were good in comparison with
ground truth, they predicted the same class numerous times, resulting in more false
positives.However, both the SSDandYOLOvariants had problemswith localization.
All of these flaws reduced the particular model’s precision and recall. However,
false positives were removed in the ensemble detection, and object localization was
improved compared to a single model. As a result, the ensemble model performed far
better than any of the individual models. Comparing ensembled models, it was found
that a model’s number had a direct correlation with its mean average precision. These
models can be deemed to be competitive with industry-standard models producing
mAP exceeding 80%.

6 Conclusion

As a result of our research, we can confidently assert ensembled models outper-
form individual state-of-the-art object recognition approaches. There was a signifi-
cant improvement in both accuracy and mean average precision using the suggested
methods, as well as enhanced object localization, as well as a reduction in false posi-
tives and negatives. For all intents and purposes, ensembles outperformed individual
object detection models.
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Fig. 8 Comparative predictions of different object detection models

7 Future Scope

There are a number ofmodels, both in terms of architecture and backbones that can be
explored as a weak learner in preparation for ensembling. It is possible that different
combinations of hyperparameters might be examined to increase the performance of
such ensemble models. To better understand how each model should be weighed in
an ensemble model, more combinations and weights could be tried.
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Evaluation of DSRC and LTE-V2x: Need
for Next-Generation V2X
Communication Systems

Zeeshan Hameed Mir and Fethi Filali

Abstract Predominantly, there are two wireless technologies for providing vehicle-
to-everything (V2X) communications, i.e., ad hoc IEEE 802.11p and cellular LTE-
V2x. This paper provides a qualitative and quantitative evaluation of both technolo-
gies. The qualitative evaluation aims to measure how these technologies meet the
functional requirements of the V2X applications. To obtain a quantitative analy-
sis, an extensive simulation-based performance evaluation is presented of the most
common communication metrics such as latency, packet delivery ratio, and network
load. The overall evaluation shows that the IEEE 802.11p provides superior sup-
port for safety-critical V2V applications in low-load scenarios. Similarly, LTE-V2x
offers extensive support for services requiring infrastructure assistance and network
coverage. This paper also provides a better understanding of the apparent need for
evolutionary next-generation communication technologies to meet the future V2X
application requirements

Keywords IEEE 802.11p · DSRC · LTE-V2X · Next-Generation V2X

1 Introduction

The vehicular communication technologies enable vehicles to connect to everything,
i.e., vehicle-to-everything (V2X). The V2X consists of four types of communica-
tions, including vehicle-to-vehicle (V2V), vehicle-to-infrastructure (V2I), vehicle-
to-network (V2N), and vehicle-to-pedestrian (V2P). TheV2Xapplications vary from
road safety and traffic efficiency to enhancing the in-vehicle experience and, more
recently, paving the path to enhancedV2X (eV2X) use cases such as advanced driver-
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assistance systems (ADAS). These applications and use cases pose a diverse set of
functional and performance requirements. These requirements must be met simulta-
neously to provide reliable active safety, improved traffic efficiency, and situational
awareness.

The IEEE 802.11p [1] enabled direct short-range communication (DSRC) [2]
and fourth generation/long-term evolution (4G/LTE) by third generation partner-
ship project (3GPP) enabled LTE-V2x [3] are the two major V2X communication
technologies. IEEE 802.11p is an altered version of IEEE 802.11a, primarily to
support high-speed vehicular mobility, reduced response time, and extended range.
The standard utilizes orthogonal frequency division multiple access (OFDM) at the
physical (PHY) layer and the carrier sense multiple access with collision avoidance
(CSMA/CA) protocol at the medium access control (MAC) layer with the enhanced
distributed channel access (EDCA) to prioritize channel access according to the traf-
fic categories. In 2015, the 3GPP initiated theV2x study item to explore the feasibility
of LTE-based services. The standard defines two types of communications, direct
communication over the PC5 interface and network communication using the Uu
interface. Direct communication is based on device-to-device (D2D) functionality
with two transmissionmodes. Transmissionmode 3 requires infrastructure assistance
to allocate resources, whereas transmission mode 4 allows resources allocation with-
out the support of infrastructure, i.e., evolved Node B (eNodeB).

Several empirical and theoretical comparative studies of IEEE 802.11p and LTE-
V2x are presented in the literature. However, the focus has been primarily on com-
paring IEEE 802.11p and LTE-V2x PC5 interface [4, 5]. The main contribution of
this paper is to evaluate IEEE 802.11p and LTE-V2x, both qualitatively and quanti-
tatively. Seven V2X application functional requirements were selected given in [6],
to perform the qualitative evaluation. For the quantitative analysis, the emphasis is
on assessing the scalability of the IEEE 802.11p and LTE-V2x Uu interface under
high data traffic scenarios. The simulation results show that in high load and vehicle
densities environments, the performance of IEEE 802.11p degrades considerably.
Similarly, for the LTE-V2x, the cell load increases significantly as background and
vehicular data traffic increases, requiring more radio resources.

The rest of this paper is organized as follows. Section2 presents a comparison
between IEEE 802.11p and LTE-V2x in terms of several functional requirements.
Section3 describes the IEEE 802.11p and LTE-V2x Uu simulation results in high
load and vehicle density scenarios. Finally, the conclusion is given in Sect. 4.

2 Current V2X Communications Systems

In the following sub-sections, we review IEEE 802.11p and LTE-V2x technologies
concerning seven functional requirements of V2X applications. Table1 summarizes
the qualitative comparison between the two technologies.
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Table 1 Qualitative analysis of the V2X communication technologies

Classes IEEE 802.11p LTE-V2x

Operation in absence of
network

� � � �

Support of V2V � � � �
Support of safety-critical use
cases

� � � �

Support of V2I/I2V � � � � �
Support of multimedia services � � � � �
Network coverage � � � �
Advanced PHY � � � �

�: Rarely meet requirements [Not suitable], � �: Do meet requirements (but not in all conditions)
[Somewhat suitable], � � �: Almost Always requirements (almost in all conditions) [Suitable]

2.1 IEEE 802.11p for Standalone Deployment

Operation in the absence of network: The IEEE 802.11p-equipped vehicles can
communicate uncoordinated in an ad hoc fashion without relying on the presence of
a network or the intervention from a centralized network entity.

Support of V2V: Most awareness and warning use cases require an immediate
broadcast of notification messages to all vehicles in the surrounding area. Therefore,
a direct IEEE 802.11p-based V2V link will be necessary for communication among
the nearby vehicles to meet the latency requirements.

Support of safety-critical use cases: With seven channels dedicated licensed spec-
trum, the IEEE 802.11p standard has been designed explicitly for safety-critical
application and use cases keeping their low latency and security requirements in
consideration.

Support of V2I/I2V: Typically, at intersections, the beyond-line-of-sight communi-
cation is achieved by the V2I/I2V mode of information transmission. However, this
requires installing the roadside units (RSUs) to relay messages, thus enhancing the
coverage and the probability ofmessage delivery.While RSUs can be deployed using
the existing roadside infrastructure such as traffic signs and traffic lights, city-wide
deployment is considered inevitable but not imminent.

Support ofmultimedia services: Several of the infotainment and convenience appli-
cations require higher data rates and Internet access. Especially, if multimedia con-
tents have to be distributed through the IEEE 802.11p link, the RSUs must connect
to a fixed network or the Internet access via a gateway.

Network coverage: The network coverage is very challenging due to the high
5.9GHz frequency band, thus making the standard less attractive for infrastructure
deployment [7]. Moreover, comparatively shorter communication ranges, especially
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high-speed scenarios, are the leading reasons behind smaller link duration and spo-
radic connectivity.

Advanced PHY: Vehicular propagation channels have frequency and time-selective
fading due to multipath/delay spread and mobility, respectively [8]. The vehicular
channel tends to exhibit a more significant delay spread and a higher Doppler spread
that is inversely proportional to channel coherence bandwidth and time, respectively
[9]. The standard employs the OFDM technique to gain spectral efficiency. However,
high mobility aggravates the impact of Doppler’s spread on OFDM, causing a higher
packet error rate and lower channel capacity.Moreover, sparse pilot design as defined
in IEEE802.11p standard, i.e., the adjacent pilot subcarriers space ismore than2MHz
(larger than the coherence bandwidth) coupled with longer packet transmission time
(longer than coherence time), results in obsolete channel estimate. Thus, making
it challenging to adapt transmissions according to the current channel conditions
[10]. From the system performance point-of-view, these factors have a significant
impact on the reliability of the data transmission [8, 10]. Other relevant issues include
channel congestion in high-density vehicle deployment and asymmetric links due to
higher relative speed. Both of these issues result in lower throughput and higher
end-to-end latency.

2.2 Cellular LTE-V2x for Infrastructure-Assisted
Deployment

Operation in the absence of network: Infrastructure-less V2X operation over
4G/LTE relies on cellular uplink technology and wireless access network infras-
tructure deployment. A message transmitted by an information source needs to tra-
verses to the base station (i.e., eNodeB) first. Also, possibly involve core network
elements (i.e., Evolved Packet Core or EPC) and other specialized network enti-
ties (e.g., GeoServer [11]) before it is forwarded toward all potential information
sinks. Alternatively, mechanisms defined for transmission mode 4 can be used in the
absence of a mobile cellular network.

Support of V2V: While the IEEE 802.11p-based V2V communication is distributed
in nature, the centralized architecture of the 4G/LTE cellular network lacks native
V2V communication support [12] due to the infrastructure assistance required to
transmit information to the vehicles. Transmission mode 3 can be used to support
V2V communication. Still, it requires intervention from the network to allocate
resources for vehicles requesting a direct connection.

Support of safety-critical use cases: Although cellular networks are capable of low-
latency transmissions, their functions and processes are not explicitly designed to
meet safety-critical use cases and stringent latency requirements. This is particularly
true when the uplink and down channels carry voice and data simultaneously from
other user equipment (UEs), i.e., background traffic (BT). The unicast downlink
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transmissions would result in excessive delays and demand high data bandwidth
depending on the number of vehicles and the offered network load by other UEs
in the cell. The use of a technique like Evolved Multimedia Broadcast Multicast
Services (eMBMS) (also LTE broadcast) can mitigate downlink delay and capacity
issues [13]; however, eMBMS protocol deployment is well underway.

Support of V2I/I2V For most non-safety-related use cases involving the infrastruc-
ture, i.e., V2I or I2V communication, 4G/LTE is the wireless access technology of
choice since it best meets the data rate, longer-range, latency, and mobility require-
ments.

Support ofmultimedia services: Themultimedia content transmission requires data
rates of several hundreds of kbps or even Mbps, depending on the type and quality
of data requested for download or streaming. The 4G/LTE technology is well suited
for high-speed multimedia download since it offers the required performance and
bandwidth.

Network coverage: The 4G/LTE networks operate at frequencies between 700MHz
and 2600MHz, offering wide coverage ranges. The cell coverage range varies from
few meters across to a cell with several kilometers of radii with comparatively lower
rates delivering superior coverage.

AdvancedPHY: TheLTE cellular network employs several techniques to satisfy two
leading requirements, i.e., high transmission rate and spectral efficiency. To achieve
this, LTE utilizes OFDMA and single carrier-frequency division multiple access
(SC-FDMA) schemes for downlink and uplink transmissions, respectively. For LTE
downlink, higher reliability and data rates are attained by combining OFDMA with
the multiple input multiple output (MIMO) technique. Whereas, SC-FDMA for LTE
uplink transmission offsets associated loss of efficiency caused by high peak-to-
average power ratio (PARP) [14]. Additionally, methods like adaptive modulation
and coding, and frequency selective scheduling improve the system throughput per-
formance.

3 Performance Evaluation of IEEE 802.11p and LTE-V2x
Uu

The simulation environment represents an urban scenario, combining network and
road traffic simulators. During the simulation, the traffic load is increased by increas-
ing the number of vehicles or the beaconing frequency of the Cooperative Awareness
Messages (CAMs). The details regarding the simulation tool and setup are given in
[15]. Figure1a shows the impact of beaconing frequency on delay and packet deliv-
ery ratio (PDR). As the beaconing frequency increases, the delay increases, and PDR
decreases. For example, 10Hz, only 20% of transmissions reached destinations with
100ms or lesser delays. In contrast, over 60% of beacons were received with 500ms
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Fig. 1 IEEE 802.11p performance evaluation. Impact of a Beaconing frequency (Hz), b number
of vehicles and c average speed (km/h) on end-to-end delay (ms) and packet delivery ratio (%)

or above delays. An excessive number of beacon transmissions without the decen-
tralized congestion control (DCC) mechanism resulted in more packet drops and
collisions, thus lower PDR as the beaconing frequency increases.

Figure1b showshow the increase in vehicles in the region affects the IEEE802.11p
performance in delay and PDR. The beaconing frequency remains unchanged 8Hz.
Only the vehicular density in the simulation area is increased. The net effect is
the same, i.e., the more the vehicles transmit beacons simultaneously, the fewer the
beacons reaching the destination successfully, while retransmissions, medium access
contention, and queue waiting contributed significantly toward higher delays.Mobil-
ity is the hallmark of vehicular networks where limited coverage, rapid topological
changes, and environmental conditions often bring an adversary to communication
performances. Figure1c shows the delay and PDR as the average speed increases.
Faster moving vehicles tend to contend for the shared channel for longer, thus incur-
ring more delays. For instance, at 60km/h speed, over 80% of beacons were trans-
mitted with lower than 100ms delay, whereas at 80km/h, only 60% of beacons were
delivered with 100ms or lower delays. Vehicles moving more rapidly also attained
lower PDR because of frequent network fragmentation at higher speeds.

To investigate how vehicular traffic impacts the cellular network, we implemented
a realistic reference scenario consisted of a macro-cellular LTE network with 48 cells
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Fig. 2 LTE-V2x Uu performance evaluation. a Downlink and b uplink cell load of the exemplary
cells 5, 90, and 122 in the simulation scenario when serving only the background traffic (BT) (shown
as dashed lines) and after adding vehicular (V2X) traffic (shown as solid lines)

[15]. Each cell operated at 800Mhzwith both static background andmobile vehicular
subscribers generating background traffic (BT) and vehicular (V2X) traffic. At first,
the network load of all cells inside the scenario was evaluated considering only the
background subscribers, i.e., BT traffic, and second, after adding vehicular traffic,
i.e., V2X traffic. Moreover, the up- and downlink cell load was analyzed in detail for
the simulated reference scenario. The cell load is defined as the ratio between the
percentage of occupied and available resources. The results for the up- and downlink
cell load of three selected cells covering the simulation scenario are shown in Fig. 2.
The dotted lines indicate the cell load, which served only the background subscribers.
For the first simulation setup without the V2X traffic, the maximum loaded cell 122
has a downlink load of 21% while cell 90 and cell 5 have a load of 9% and 10%,
respectively. All cells are less loaded in uplink based on the asymmetric uplink–
downlink traffic ratio. Since the background subscribers are static, and the throughput
request is based on a constant bit rate model for up- and downlink, the cell loads do
not vary over time.

After adding the V2X traffic, a heavy load increase for all LTE cells inside the
scenario can be observed. For cell 122, the load increases from21 to 48%at time 5.6 s,
while on the other side, the maximum gain for the uplink cell load can be observed
at time 13.5 s, showing an increase from 6.2 to 17.8%. Figure2a shows that the load
increases much more for the downlink than for the uplink after adding vehicular
subscribers. This is because one CAM message transmitted over a unicast uplink is
broadcasted in multiple cells leading to increased downlink traffic. Furthermore, for
eMBMS, a robust modulation and coding scheme (MSC) is chosen to ensure a high
probability for successful decoding. A vehicle with a downlink signal-to-noise ratio
(SINR) greater or equal to 5dB can decode the messages for this simulation.

For the uplink transmission, the network load strongly depends on the time-
dependent uplink SINR of each user when transmitting a CAM message. Based
on the current link condition, the uplink cell load can vary enormously within a few
time steps, as shown in Fig. 2b. For cell 5, the load increases from 6.1% at time 2.7 s



416 Z. Hameed Mir and F. Filali

to 22.6% at time 4.6 s and decreases again to 5% at time 5.3 s. The system-level eval-
uation points out that up- and downlink load for a realistic scenario when applying
eMBMS performs differently. The downlink cell load increases for all cells signif-
icantly while the temporal development of the cell load remains almost constant.
However, the results for the uplink demonstrate a slight load increase for the uplink
cell load but a high load fluctuation over time. These scenarios demand amore robust
MSC with a lower code rate. Consequently, it requires more radio resources for the
same amount of data transmission.

4 Conclusion

In this paper, we have reviewed and evaluated the IEEE 802.11p and LTE-V2x. The
IEEE 802.11p is a comprehensive technology capable of supporting safety and time-
critical applications. However, the standard has extreme scalability and reliability
issues in the presence of high traffic load, vehicle densities, and speed environment.
Utilizing cellular technologies to facilitate V2I and V2N, which involve mobile net-
work infrastructure and access to cloud-enabled services,makesLTE-V2x a desirable
alternative technology to provide V2X communications. However, the presence of a
higher number of background subscribers and vehicular traffic demands higher data
rates. There is a requirement for an evolutionary path to next-generation to meet
the higher throughput, reduced latency, better reliability, and extended range of the
future V2X applications requirement. The primary design goal of IEEE 802.11bd is
to support 2×, i.e., double the throughput, relative speed, and range while remaining
interoperable with other existing technologies. Similarly, the emerging 5G NR C-
V2X introduces several advanced features to achieve twofold spectral efficiency and
higher capacity while reducing the transmission latency. Future work will identify
the critical functional and performance requirement of the V2X applications and
analyze to which extent different communication technologies support them.
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A Novel Secure Data Processing
Mechanism in IoT Using Deep Learning
with Ontology

Auxilia Michael, K Raja, Kannan Kaliyan, and Rajakumar Arul

Abstract Security has become the biggest concern in recent technologies like the
Internet of things (IoT) as it involves heterogeneous users and resources sharing sensi-
tive data through cloud. These heterogeneous users and service providers have multi-
farious privacy and security requirements and need a common mechanism to share
the same across the heterogeneous environments. Ontology proves to be an efficient
means to handle heterogeneous environments for the following reasons: It provides
simplemeans to share domain knowledge among entities, it is simple to reuse domain
knowledge, and it facilitates convenient means to manage and manipulate domain
entities and interrelationships among entities. The performance of ontologies is deter-
mined by their reasoning ability. In IoT, many devices are involved, and hence,
multiple ontologies are to be involved. Still, most of the works mainly focus on only
single ontology for reasoning. They lack considering reasoning involving multiple
ontologies. This article proposed a deep learning method for associating various
ontology rule bases and thus learning new inference rules and thereby providing
efficient security in IoT applications. To verify the usefulness of the proposed work,
it is realized in healthcare application and proves to achieve better security.

Keywords Ontology · IoT applications · Heterogeneous environment · Cloud ·
Domain knowledge

A. Michael (B)
Department of Artificial Intelligence and Data Science, Sri Manakula Vinayagar Engineering
College, Puducherry, India
e-mail: auxiliaaids@smvec.ac.in

K. Raja
Department of CSE, SRM Institute of Science and Technology, Ramapuram, Chennai, India
e-mail: rajak1@srmist.edu.in

K. Kaliyan
Department of CSE, Sree Vidyanikethan Engineering College, Tirupati, India
e-mail: kannan.k@vidyanikethan.edu

R. Arul
Department of CSE, Vellore Institute of Science and Technology, Chennai, India
e-mail: rajakumar.arul@vit.ac.in

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
A. K. Bashir et al. (eds.), Proceedings of International Conference on Computing and
Communication Networks, Lecture Notes in Networks and Systems 394,
https://doi.org/10.1007/978-981-19-0604-6_39

419

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-0604-6_39&domain=pdf
mailto:auxiliaaids@smvec.ac.in
mailto:rajak1@srmist.edu.in
mailto:kannan.k@vidyanikethan.edu
mailto:rajakumar.arul@vit.ac.in
https://doi.org/10.1007/978-981-19-0604-6_39


420 A. Michael et al.

1 Introduction

The commonly useful connection between the Internet of things (IoT) and artifi-
cial intelligence (AI) is empowering troublesome advancements in wearables and
implantable biomedical gadgets for healthcare; shrewd observation and checking
applications like the utilization of a self-governing drone for calamity management
and salvage tasks [1]. The combination of AI and IoT empowers the frameworks
to be prescient, prescriptive and self-sufficient. This combination of AI and IoT is
advancing the idea of arising applications from being helped to expanded and at
last to self-sufficient knowledge. This continuum affects all enterprises going from
assembling, retail, medical care, media transmission, and transportation and so on.
IoT sensors will permit the assortment of a tremendous measure of information,
though AI can assist with determining insight for conceiving more brilliant applica-
tions for a more intelligent world [2]. In addition, the arising 5G technology gives
an establishment to understanding the maximum capacity of AI-controlled IoT. The
enormous availability offered by 5G alongside super-low latency capacity will open
up roads for bracing applications across all verticals.

The emerging era of artificial intelligence and Internet of things comprises of three
major parts: (i) brilliant gadgets, (ii) savvy systems of systems and (iii) end-to-end
analytics. Innumerable complications may arise while deploying such innovative,
sensitive and data centric environments incorporating various strategies and algo-
rithms to gratify quality of service requisites such as latency, transfer speed and stall;
it is mandatory to design mechanisms for protecting IoT data and suggest secured
support for clients realizing the applications; it is necessary to choosemodels capable
of balancing both huge volume of data and fast reactive IoT data utilizing Intelligent
edge platform. Additionally, from the application point of view, it is still mandatory
to plan a compliant and deep processing of IoT data by making use of an integrated
learning mechanisms, and also, it is necessary to find the concepts collaboratively to
achieve high intelligence about the multifarious environments and users.

Ontology is used for describing and organizing domain-specific knowledge [3].
Construction of ontology, its life cycle and development are the main focus in its
research area. Knowledge acquisition, knowledge representation and reasoning are
crucial tasks. Ontology is used for the following reasons: 1) it provides a simple way
to share domain knowledge among entities; 2) it makes it simple to reuse domain
knowledge; and 3) it provides a convenient way to manage and manipulate interre-
lationship among the domain entities. Reasoning involves the process of combining
ontology and rules for expressing explicit and implicit knowledge in a domain. The
various semantic interrelationships in an ontology can be reduced into a problem of
subsumption resulting in the extraction of implicit knowledge, and new inference
rules can be derived from the existing rules. Also, it can result in new properties
which are necessary for reasoning but need not be explicitly specified in an ontology.
This is possible in a single ontology. Since IoT can involve multivarious devices and
users, it is necessary to deal with multiple ontologies. Hence, a mechanism is needed
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to realize multiple ontology interrelationships; thereby, many new semantic interre-
lationships can be mined and new rules are to be inferred from multiple ontology
rule bases [4].

Therefore, multiple ontology-based reasoning methods employing deep learning
are proposed in this paper. This method normalizes values of the arity of param-
eters in the inference rule database and hence resulting in the reduction of setting
parameters manually and evading the setting of some unreasonable parameters in the
reasoning process. Recurrent neural network is then utilized to realize the semantic
interrelations among the multiple ontologies, and thereby discovering new rules and
also elaborate the rule base for knowledge reasoning.

The rest of this article is ordered in the following manner. Section 2 elaborates
various works proposed by the scientific community about the use of deep learning
dealing with multiple ontologies. Section 3 explains the proposed work handling
multiple ontologieswith the help of recurrent neural networks. Section 4 exhibits case
study of healthcare IoT application and experimental analysis and results. Finally, in
Sect. 5, conclusion and future work are proposed.

2 Related Work

In this section, a detailed description of the solutions that have already been proposed
by the scientific community for securing the IoT l have been presented. It also
includes the other works for health care data by the scientific community. Ontologies
are mainly supportive for specifying the conceptualization and interrelations of a
domain of knowledge formally [4] from which specific domain objects (e.g., users
and resources) are defined as instances of this conceptualization.

Ontology is a prescribed portrayal of a model comprising of collective concepts
[4]. Ontology can be useful information retrieval [5], artificial intelligence, NLP and
so on. Various general ontology library systems, viz WordNet, DBpedia, Cyc, etc.,
and a wide range of domain ontology library systems have been developed to satisfy
requirements from both industry and academia.

Prasad et al. [6] have devised a method based on Bayesian, while Doan et al.
[7] have coined a method based on probability distribution in the mapping process.
Heuristic rules are used to map ontologies in a work done by Ehrig et al. [8]. Gruber
[9] introduced an ontology-based classification method employing the decision tree
classier method for multi-source classification. But the research challenge is how
to suitably pick the- appropriate mapping method according to their characteris-
tics when more than two ontologies are involved. As an answer, a wide range of
selection methods has been proposed at this stage. State-of-the-art approaches for
distribution of weights include: approaches focusing on convict sets [10], approaches
focusing on logical hierarchy [11], approaches focusing on trilateral fuzzy figures
[12], approaches focusing on decision making relying upon entropy weight.
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Fig. 1 End-to-end security for the healthcare IoT

3 Proposed Work

In this section, the deep learning-enabled ontology approach has been proposed to
secure data in IoT applications. The basic IoT concept involved multifarious users,
devices, and sensors. Due to these reasons, multiple ontologies must be involved.
The reasoning is a vital task in any ontology-based approach. But the problem is
that reasoning in a single ontology consumes more time. Thus, a machine learning
concept is being introduced to reason multiple ontologies. The proposed model is
given in Fig. 1. The scientific community has offered many solutions to deal with
the speeding up of the reasoning process. A deep learning technique called long
short-term memory (LSTM) is used to create a new large semantic network. This
network is created based on the similarity of concepts among the ontologies. The
concepts of ontologies are named C1, C2, …, Cn. The starting node of the network
is represented as Cs, and the terminating node is named as Ce.

4 Experimental Analysis and Results

To understand the proposed work and its efficacy, a case study of the healthcare IoT
application is considered. The architectural view of the healthcare IoT is given in
Fig. 2. The following is the workflow of the model.

1. The remote user makes an access request.
2. It is propagated to the security agent.
3. After evaluating the request, it requests the essential information to be evaluated

from the cloud storage.
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Fig. 2 Layered architecture of ontological approach to HealthCare IoT

4. Security agent sends get information message to cloud storage.
5. Then the information is sent to the agent from cloud storage.
6. Checks whether the user is authorized.
7. If it is authorized, then the access is granted else denied.

Figure 3 shows the patient monitoring ontologywhich involves the personal infor-
mation of the patient like condition and disease type and whether the system report
is normal, risk and alert must be given or not and can determine whether the patient
needs immediate care by taking him/her to the hospital or it is enough to take him
to a general practitioner. Based on these three important healthcare-related multiple
ontologies, the deep learning model proposed in Section III is constructed to find
novel inference rules.

The accuracy of the proposed work is given in Fig. 4, which shows that the model
has high level of accuracy when trained with different trained data sets.
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Fig. 3 Patient monitoring ontology

Fig. 4 Accuracy of the deep learning RNN Model

5 Conclusion

A deep learning-based technique for realizing new inference rules discovery auto-
matically using combining multi-domain ontology rule bases for IoT applications
has been proposed. Primarily, a semantic network is framed using the concept pair
triples from the multiple ontologies. Later, new inference rules were discovered
using recurrent neural networks, and thus, rule bases of multiple ontologies are
associated together, thereby expanding rule bases for effective reasoning. In this
experimental analysis, the important elements of healthcare system are efficiently
modeled using ontologies, and using the deep learning methods, the inference rule
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bases are expanded to hold newly derived inferences, and healthcare services can be
exploited by the users more effectively. Consequently, the improved understanding
of securing IoT applications is realized through the proposed method.
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An End-to-End System for Text
Extraction in Indian Identity Cards

Arjun S Kedlaya and J. Amudha

Abstract The process of customer verification has become a mandatory procedure
to follow for a large number of sales and financial organizations. Traditionally, it
has required collecting the required data from the uploaded images of identity cards
and then manually entering them into a system which makes it a resource-intensive
and error-prone task. Automation of this entire process is extremely beneficial for
these organizations. The paper proposes an end-to-end system for preprocessing, text
detection, and text recognition of identity cards by identifying the suitable methods
and model architectures for each of the components in the system. The end-to-end
system presented in the paper gives an accuracy of 93%. This paper is useful for
researchers who want to work on improving the automation of text extraction from
images, optical character recognition, and other similar use-cases

Keywords ID card · Text detection · Text recognition · Text extraction · Image
processing · OCR · Computer vision

1 Introduction

Identity card verification is the process of an organization authenticating its clients
and assessing their suitability, along with the potential risks of bad intentions toward
the business relationship [1]. The automation of this entire process aids in reducing
the time required for identity card verification and mitigating the security risks as
confidential information of the customer is involved. All these factors make the
automation of the verification process using computer vision a worthwile objective
for any organization to fulfill.
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The paper proposes an end-to-end system for text extraction from identity cards
which consists of four stages digital image processing, text detection, text extrac-
tion, and application deployment. The first stage consists of image sizing, image
deskewing, and image thresholding. For the next two stages, the paper aims to find
the most suitable model architecture by testing them on the test dataset of identity
card images and calculate the model’s performance and accuracy. Finally, the best
performing model is integrated with a web or mobile application.

Applications of text recognition and its challenges have been addressed in [15].
Many of the solutions proposed for this use-casemake identity-card-specific assump-
tions such as using template matching methods for text extraction, using the location
of the face or emblem to deskew the image. The main advantage of the end-to-end
system proposed in the paper is that it is a generic and identity-card-independent
solution. It can also be easily used for similar use-cases or transformed into an
identity-card-specific solution by making assumptions about the image data.

This paper is divided into five sections as follows: In Sect. 2, an overview of
related work, models, and datasets that was used is mentioned. In Sect. 3, the test
dataset used in the paper to evaluate the models is described. Section 4 summarizes
the system design of the end-to-end text extraction system and the performance of
the MobileNet model. Section 5 tabulates the performance of each model against the
test dataset.

2 Related Works

The solutions proposed in some of the other papers for text extraction have been
described, and the models that have been used to extract text and the methods have
been mentioned.

Salunkhe et al., 2017, have implemented a multilingual end-to-end framework
where stroke width transform (SWT) has been used for text detection and Tesseract
has been used for text recognition to extract text from multilingual signage boards
[2].

Vailente Romero et al., 2016, have implemented an approach to recognize text in
generic identity cards where the image taken is processed in the cloud server. They
have used Hough transform rectification, MSER text detection, and Tesseract for the
text recognition stage [3].

Sathish et al., 2016, have implemented a road sign detection and recognition
system where shape of the road sign is detected by drawing contours and Hough
transform method [4]. Template matching is done after using SIFT to detect the road
sign, and this system has achieved an accuracy of 90% on the test dataset.

Shrivastava et al., 2019, have implemented a deep learning model using CNN
for low-level feature extraction, AON module for high-level feature extraction, and
Bi-LSTM to predict character sequence, and the proposed model has been able to
achieve an accuracy of 91.4% on Synth90K dataset [14].

The various text detection and recognition models that have been used on the test
dataset are listed below.
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• Tesseract : Tesseract 4.0 has been used in this paper for text detection and recog-
nition purposes. Tesseract 4 consists of a neural net (LSTM)-based OCR engine
which is focused on line recognition [5].

• Stroke Width Transform and Maximally Stable Extremal Regions (SWT): Özgen
et al., 2018, have developed a text detection algorithm where maximally stable
extremal regions to acquire text region candidates which is reduced in quantity by
using geometric and stroke width properties [6]. Candidate regions are joined to
obtain final text groups.

• EAST Text Detection (EAST) : Zhou et al., 2017, have presented a text detection
algorithm to predict words or text lines of quadrilateral shapes in full images and
arbitrary orientations with a single neural network with intermediate steps like
candidate aggregation and word partitioning eliminated [7].

• Pixel Link: Deng et al., 2018, have developed a text detection algorithm that is
based on instance segmentation algorithm [8]. Text regions are segmented by
aggregating pixels within the same instance. Bounding boxes are then extracted
directly from the segmentation result without location regression.

• Text Spotter: Gupta et al., 2016, have developed an architecture to detect and
recognize text in images using a fully convolutional regression network (FCRN)
which can perform text detection and bounding box regression at multiple scales
in an image [9].

• Convolutional Recurrent Neural Networks (CRNNs): Shi et al., 2015, have devel-
oped a framework with convolutional recurrent neural network (CRNN) and
connectionist temporal classification (CTC) function which combines feature
extraction, sequence modeling, and transcription [10]. It can handle sequences
of unknown lengths and generates an effective and smaller model.

• MobileNet: Howard et al., 2017, have developed a deep learning neural network
architecture which is efficient and lightweight and uses convolutions that are sep-
arable depth-wise. It uses two hyper-parameters that determine model size and
balance between latency and accuracy of the model [11].

The models have been trained and tested on a variety of benchmark datasets
for evaluating their performance. Models [8], [9], [10], and [11] have been tested
result and methodology with ICDAR-2013 dataset, and models [7, 8] have been
tested with ICDAR-2015 andMSRA-TD500.Models [10, 11] performance has been
evaluated on Street View Text Database which contains outdoor street image of
business signboards of varying resolution.

3 Test Dataset

A test dataset of Indian identity cards has been used to evaluate the models and
compare their performances to determine the best models for text detection and text
recognition phase. The models used in this project are pre-trained and have been
directly used on the test dataset to evaluate their accuracy and performance. The test
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Fig. 1 Example of a good
quality image from the test
dataset on which the model
performance is evaluated

Fig. 2 Example of a bad
quality image from the test
dataset which is highly
pixellated

dataset contains ten images of Indian identity cards which have been separated into
two equal categories:

• GoodQuality Images: Centered, aligned, unskewed, and light to moderately pixel-
lated images. Refer Fig. 1 for example.

• Bad Quality Images: Off-centered, unaligned, skewed, and highly pixellated
images. Refer Fig. 2 for example.

Strict accuracy and partial accuracy are calculated for all the models. Strict accu-
racy follows binary system of scoring where unless the bounding box is perfectly
drawn or all the letters in the field are recognized correctly the corresponding text
detection and recognitionmodels will not achieve a score of 1 for that particular field.
Partial accuracy is where it is possible to get a score in between 0 and 1 provided
that at least 50% of the letters are recognized or the bounding boxes cover at least
50% of the letters in the word.
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Fig. 3 System design of the end-to-end model presented in the paper

4 System Design

The end-to-end model presented in the paper takes the image of the identity card
as an input and gives out the text recognized in the image as a string for output.
The end-to-end model presented in the paper has four main stages. See also Fig. 3.
Detailed explanation of each stage is provided below.

4.1 Image Processing

In the image processing module, the raw image given by the user is sized to the
correct dimensions, deskewed, converted to greyscale image and given as the output
to the next module. It has three stages:

1. Image Preprocessing: The images are transformed into a standard size of
250*250 pixels of height and width. Intensity values of images are scaled down
to 8 bits to reduce the computational complexity of the input image.

2. Image Deskewing: The image deskewing module makes an attempt to detect
and correct the skewness of the image. It uses the following methods:

(a) Canny Edge Detector: The canny edge detector is an multistage algorithm
used to detect wide range of edges in image[12]. This mathematical operator
can also be used to find the text lines in the image. A Gaussian filter is used
to smooth the image to remove noises, and then final coordinates of the
text lines in the image are obtained through double thresholding, finding
intensity gradients, local maxima, and through hysteresis.

(b) Hough Transform: Hough transform is a technique to extract features of
objects that fall in a certain shape class by a procedure of voting [13]. Hough
transform is used to find the skew of the image, and it uses text lines detected
by the Canny edge detector to determine the skew angle. The technique
determines the peaks in the image based on the angle, distances, and Hough
transform accumulator array. The deviation of each of the peaks from 45◦
angle is found and segregated into num_peaks bins. The probable skew angle
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Fig. 4 MobileNet bounding
box and text recognition
output on an image from test
dataset

of the image is computed by taking the average of the deviation angle values
in the bin with the most number of values.

3. Image Thresholding: The image obtained after deskewing is converted to
grayscale using adaptive binary thresholding as it reduces the complexity and
computation efforts required for the text detection and recognition stage.

4.2 Text Detection

The processed image from the image processing module is used as input and given
to a text detection model for detecting location of text regions in the image. The
six models tried for the text detection task are Tesseract, SWT, EAST, TextSpotter,
PixelLink, and MobileNet and their performance evaluated against the test dataset
(Fig. 4).

Out of the models tried in the paper, MobileNet has achieved the highest accuracy
and can even detect the boundaries of text regions correctly in bad quality images.
Refer Table1 for each model’s performance for text detection task. MobileNet, when
tested on the sample dataset, was able to draw non-overlapping bounding boxes and
also was able to distinguish text regions from non-text regions of an identity card like
the emblem, face, and QR code, unlike some of the text detection models tried in this
paper. It gives a strict accuracy of 100% for both good and bad quality images in the
dataset. Apart from the superior performance in terms of accuracy, the MobileNet
model also offers other advantages that make it a suitablemodel to implement for this
use-case. It is a lightweight deep neural network that has been designed to perform
well even on low computing power devices like mobiles.
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Table 1 Text detection performance of the six models tried in the paper

Text detection accuracy

Models Mean strict accuracy Mean partial accuracy

Tesseract 0.75 0.75

SWT 0.48 0.53

EAST 0.33 0.53

Text Spotter 0.45 0.63

Pixel_ Link 0.60 0.66

MobileNet 1 1

4.3 Text Recognition

The text recognition module tries to recognize the text embedded in text regions.
The final output from the text recognition module is a string consisting of all the
text recognized in the image. The text recognition models that have been tried in the
paper are Tesseract, TextSpotter, CRNN, and MobileNet models.

Out of the four text recognition models that have been tried, MobileNet model has
achieved the highest accuracy. Refer Table2 for each model’s performance for text
recognition task. It gives a strict accuracy of 100% for good quality images and 85%
for bad quality images. It generates less noise than the other text recognition models
which makes text extraction easier. MobileNet model is also very robust and has a
good accuracy even with bad quality images. However, in a few of the bad quality
images, it fails to recognize all of the letters in lengthy words.

4.4 Android/Web App Deployment

The app is used as an user interface for taking input image from the user, and the text
returned by the text recognition module is displayed for the user on the screen.

Table 2 Text recognition performance of the four models tried in the paper

Text recognition accuracy

Models Mean strict accuracy Mean partial accuracy

Tesseract 0.40 0.49

Text Spotter 0.20 0.34

CRNN 0.45 0.68

MobileNet 0.93 0.99
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A real-time text extraction android applicationwas developedusing theMobileNet
model as it was the best text detection and recognition model when tested on the test
dataset. The MobileNet model is integrated with the android app using TensorFlow
Lite which is a machine learning framework for integrating a TensorFlowmodel with
smartphones and edge devices. The android app uses the smart device’s camera for
taking input image, and the user gets the recognized text from the image using the
toast functionality. It is a real-time text recognition app, and hence, the results can
be previewed live. Optionally, a web application can also be built using the Flask
Framework and Python.

5 Results of Various Models

The performances of various text detection and recognition models have been evalu-
ated on the test dataset.MobileNetmodel is the best text detection and text recognition
model as it has a much better accuracy than all the other models tested in the paper.

The image deskewing module which is used has some limitations as it fails when
the images are highly pixellated or contain background noise in the image, which
makes it difficult to determine the skew angle of the image. However, it works
correctly with images of good quality and images with less background noise.

In testing phase, the pre-trained models are evaluated against the images in the
test dataset and their performance evaluated. For text detection task, the MobileNet
model has a mean strict accuracy of 100%. It has segmented the four pertinent fields
of the identity card perfectly and even performs text detection of bad quality images
correctly.MobileNetmodel has amean strict accuracy of 93% for the text recognition
task when its accuracy was measured with the test dataset. It recognizes most of the
fields correctly, but it fails to recognize some characters in the name field which can
have very long words.

The performance of the MobileNet model is much better than the other models
tested in the paper as it has an overall strict accuracy of 93% on the test dataset.
Tesseract is the best alternative for text detection task, while CRNN with CTC is
the best alternative for text recognition task. However, both of the alternatives men-
tioned have their own set of disadvantages which will significantly bring down the
performance when compared with the MobileNet model.

Since the MobileNet model has a superior performance compared to the other
models in the paper, it is integrated with the application using TensorFlow Lite
Machine Learning Framework as it shows the best performance for the text extraction
from identity card use-case.
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6 Conclusion

An end-to-end system for text extraction from Indian identity cards has been pre-
sented in the paper. Although the test dataset is small, MobileNet is superior in per-
formance when compared with other models. So, MobileNet model gives the best
accuracy for text detection and recognition purposes. The system described in the
paper can be repurposed for similar use-cases or extended to implement additional
functionalities. The end-to-end model described in the paper is robust, accurate, and
a viable solution for fulfilling the objective.

Future enhancements can include testing some of the latest text detection and
recognition modules and comparing their accuracy with the models described in the
paper. Assumptions about the data can be made like using the location of emblem
or a person’s face for image deskewing operation in a specific use-case. Efforts
can be made to increase the size of the dataset through manual collection of data,
increasing the size of the data by applying transformations on the original image and
by implementing a synthetic identity card generator.
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Static Malware Analysis Using Machine
and Deep Learning

Himanshu Kumar Singh, Jyoti Prakash Singh, and Anand Shanker Tewari

Abstract In the era of digital advancement and innovation,malware (malicious soft-
ware) still poses major threats to users’ privacy and leads to many security breaches.
Due to the exponential rise in malware attacks, malware analysis and detection con-
tinue to be a hot research topic. Malware analysis plays a vital role in the malware
detection process. Currently, the detection process adopts the malware signatures
(static analysis) and behavior patterns (dynamic analysis) that have been proven
time-consuming and less effective in identifying unknown malware in real time.
Recent malware uses abstraction, packing, encryption, polymorphic, and other cryp-
tic methods to hide and change the malware behavior and its signature which makes
the detection process complex. Most of the new malware is the variants of exist-
ing malware, where machine learning techniques are effective in identifying such
malware. However, the traditional machine learning technique is time-consuming
because it requires substantial feature engineering and learning. By using the state-
of-the-art learning technique such as deep learning, compel the learning process
faster. By utilizing the high-level machine learning techniques, the training stage
can be completely avoided. In this paper, first, we analyze the old-style MLAs and
profound learning models for malware detection using publicly available datasets.
Second, we analyze the deep learning models to examine the accuracy over the tradi-
tional machine learning technique. Third, our major commitment is in proposing an
efficient and accuratemodelwhich combines the capabilities of themachine and deep
learning technique which detect the zero-day malware efficiently. Our model shows
that our proposed method outflanks traditional MLAs and deep learning models.
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1 Inroduction

In this digital world, where modern technologies like 5G, Internet of Things (IoT),
and artificial intelligence (AI) lead to the advancement and innovation of digital
society. However, privacy and security breaches pose major challenges as cyber-
criminals attack the users computer and networks for stealing sensitive data, spy on
the infected system, or take control of the system for self-gain [1]. The attackers
use malware (malicious software) to gain access to the target system. Malware is
a software, code, or program which performs malicious actions. The term malware
is used to generalize any form of malicious software and code. It can get different
names based on behavior and purpose like virus, Trojan, adware, worm, and spyware.
Malware analysis is used to understand the behavior of malware and also helps in the
detection process. Currently, the analysis of the malware process is signature-based
or behavior-based, but these are proven to be time-consuming as well less effective
in identifying unknown malware in real time. This paper aims to propose a novel
architecture that combines the concept of machine learning and deep learning which
effectively detects zero-day malware.

1.1 Research Background

When the very first computer virus appeared in 1988–89, antivirus software were
designed to detect only the known viruses by searching the virus definition databases
which is updated time to time; this method is called signature-based detection. But
the challenges with this approach are virus variants use different types of obfuscation
which hides the viruses signature. Hence, signature-basedmethod are less efficient in
terms of detecting the zero-day attack [2]. Signature-based analysis needs domain-
level knowledge to reverse engineer the malware using static and dynamic malware
analysis techniques. These techniques are used to identify the important features of
the malware which helps in signature-based detection. These methods take larger
time to reverse engineer the malware; during that time, hackers might take many
valuable information. It is also a resource-extensive method.

Many potential researchers have identified that hackers use obfuscation methods
to against signature-based detection. To tackle this problem, software are used to
manually unpack the file and analyze the APIs calls. But this process is resource-
intensive. In [3], author presented a model which automatically extract the APIs
call and analyze the binary in four-step. In step 1, unpacking of malware. In step 2,
disassembling of binary. In step 3, extraction of APIs call, and in step 4, APIs call
mapping and feature analysis. Thisworkwas further enhanced in [4] by adding a extra
step using machine learning. SVM is used with n-gram feature extraction from both
goodware andmalware binary with tenfold cross validations. In [5], author proposed
a hybrid model which combines support vector machine (SVM) and maximum-
relevanceminimum redundancy filter (MRMRF) with API calls feature for enhanced
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malware detection.With the increase inmalware variants due to obfuscation, recently
many potential researcher are improving the malware detection methods [6]. This
forms the motivation of this research.

2 Related Work

Machine learning algorithms works on feature engineering, selection, and represen-
tations. The set of features of different class is used to train the model in order to
create a plane of goodware and malwares. This plane helps to classify the malwares
and goodwares. Both feature selection and engineering requires domain level knowl-
edge. Various features can be obtained by static and dynamic analysis explained in
Sect. 3 of this paper.

The problem with classical machine learning-based malware detection system is
that they rely on the feature engineering, learning, and feature representation [7–
9] and once an attacker have the knowledge about the features used in model, the
malware detector can be easily bypassed [10].

To be accurate, machine learning algorithms requires variety of data. The publicly
available data for malware analysis is very less due to privacy and security concerns,
and each available data has their own limitations.Many researchers prepare their own
datasets and preparing their own dataset by using data science explained in [11] for
research is a daunting task. These are the major limitations for developing a machine
learning-based malware detection system that can be used in real time.

Nowadays, deep learning models, an improved model of neural networks better
performed compared to machine learning models in many of the task in the field of
natural language processing, robotics, and others [12]. In training phase, it tries to
grab high-level representation of features in hidden layers with the capability to learn
from mistakes. These are [7–9, 13–20] are the few research studies which uses the
application of deep learning models for malware analysis.

3 Methods for Malware Analysis

3.1 Static Analysis

In static analysis, executables are analyzed without actually executing them. It is the
very first and less risky process and does not require any safe environment or sandbox
for analyzing them. Static analysis involves the analysis of the internal structure of
the program. It involves various steps: (a) Determining the file type of the malware: It
helps in identifying the malware’s target operating system and architecture. (b) Fin-
gerprinting the malware: By fingerprinting means generating the hash value based
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on its file content. It helps in identifying whether this particular malware is identi-
fied before by searching in multi-anti-virus databases like VirusTotal. (c) Extracting
Strings: Executable strings can be extracted using the string utility tool available
in the linux system. Extracted strings can give clues about the program functional-
ity and indicators associated with a suspect binary. (d) Determining file obfuscation:
Obfuscation is a method used by themalware authors to hide the inner working of the
binary. Packers and cryptors are obfuscation methods used by the malware authors.

3.2 Dynamic Analysis

Dynamic analysis is theway toward extricating data frommalwarewhile it is running.
Not at all like the restricted view, the static analysis gives of the malware being broke
down, powerful examination offers a more top to bottom view into the malware’s
capacities since it is gathering data while the malware is executing its capacities and
orders. To lead dynamic malware analysis, two things are required: malware test
environment and dynamic analysis tools.

A malware test environment is a framework where malware is executed with the
end goal of examination. It should comprise of aworking framework that themalware
is composed for and should have most, if not all, of the conditions the malware needs
to execute appropriately.

The dynamic analysis tool, otherwise called framework checking apparatuses, is
the one observing the malware test environment for any progressions made by the
malware to the objective framework. A portion of the progressions that are observed
and recorded remember changes for the document framework, adjustments in setup
documents, and whatever other important changes that are set off by the malware’s
execution. The powerful investigation devices likewise screen inbound and outbound
organization correspondences and any working framework assets utilized by the
malware. With these tools, the investigator can comprehend what the malware is
attempting to never really target framework.

A completely executedmalware test climatewith the fitting powerful investigation
instruments is otherwise called a malware sandbox. A malware sandbox is a place
where an examiner can run and notice a malware’s conduct. A malware sandbox can
be a solitary framework or an organization of frameworks planned exclusively to
break down malware during runtime.

4 PE File Format

The Windows PE document is the record sort of Windows working frameworks
beginning inWindows NT andWindows 95. It is called Portable Executable because
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Fig. 1 PE file format

Microsoft’s vision was to utilize a similar document design in future kinds of Win-
dows, making the PE document basic to all Windows stages paying little mind to
what central processing unit (CPU) they support.

TheWindows PEdocument design is gotten from theCommonObject File Format
(COFF) thatwas utilized inVirtualAddress extension (VAX) frameworks running the
Virtual Memory System (VMS) working framework created by Digital Equipment
Company (DEC), which was procured by Compaq in 1998 and converged with HP
in 2002. The majority of the first Windows NT improvement group came from DEC
(Fig. 1). The PE File design comprise of the accompanying:

• DOS MZ Header
• DOS Stub
• PE Header
• Section Table
• Sections

5 Dataset Description

The dataset is obtained from the publicly available dataset from IEEE Dataport. It
contains information from around 48Kmalware and goodware. The dataset is gotten
by exploiting the openly accessible reports from malware administration. It is a free
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online assistance that does a static and dynamic examination on submitted records
utilizing the Cuckoo sandbox, which are then available in an HTML report.

To ensure the credibility of the dataset, we turned to two other online archives:
National Software Reference Library (NSRL) and VirusShare.com, these give meta-
data (for example MD5 hash) in regards to known goodware and malware samples,
separately. As NSRL contains an assortment of advanced marks of known, traceable
software applications, if an example is available in this assortment, we are more sure
it is without a doubt goodware. Then again, VirusShare.com is a vault of malware
tests, henceforth an example present in this storehouse gives us higher certainty it is
malware.

When the information validness is affirmed, we began the extraction process,
where online information is saved locally or in a central database for additional
examination. This method is called scraping, and it is done by using Python scraping
library. Concerning the NSRL repository, data was given in textual format, which
drove us to utilize Pandas, a Python data analysis library, to extract and dissect the
information. The data extracted from the PE samples are visualized in three different
datasets:

1. PE_Import dataset contains the top 1000 imported function information extracted
from the import section of the PE sample.
It has 1002 columns in which 1000 columns are the features, one column is for
the hash, and one column for the label.

2. PE_Section_Header contains the information of the section header of .text, .data,
.code, and code section of the PE sample.
It has 6 columns in which 4 columns are the features, one column is for the hash,
and one column for the label.

3. PE_Raw_Image contains the raw PE byte stream re-scaled to 32× 32 grayscale
images of PE sample.
It has 1026 columns in which 1024 columns are the pixel value, one column is
for the hash, and one column for the label.

6 Model Implementation

Proposed model uses the combination of both machine and deep learning as shown
in the Fig. 2 based on static analysis. It uses deep learning for the feature extraction
process and classical machine learning model for the classification process. For
the PE_Section_Header, we used fully connected artificial neural network, for the
PE_Import, we also used fully connected neural network, and for Raw_PE_Image,
we have used convolution neural network.

For the fully connected neural network, we have used adam optimizer and binary
cross entropy as loss function and ReLU as the activation function.
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Fig. 2 Proposed model

6.1 Performance Evaluation

We have performed various experiments based on the number of features of the
datasets. We evaluate the optimal number of features for our model for that we
initially used 50 features out of 1000 from the PE Import, 50 features out of 1024
from the Raw PE Image, and 4 features from the PE Section Header. For the selection
process, we tuned the second-last layer of the neural network as per our requirements
and later stored these intermediate values in a new .csv file using which we create
a more informative and efficient datasets. Later, these new datasets are given to
machine learning models for the classification process. The experiment results are
in Table 1.

The best result we got when we selected 100 features from the Import dataset and
100 from Image dataset and 4 from the Section dataset. We have also performed our
experiment using various machine learning algorithm and also deep learning model
and compared our model which can be seen in Table 2.

Table 1 Features analysis result

S. No. Number of features
from import

Number of features
from image

Number of features
from section

Accuracy

1 50 50 4 97.22

2 50 100 4 97.86

3 100 50 4 97.86

4 100 100 4 98.91
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Table 2 Experiment result

Model Classifier Accuracy

Voting method based on
Machine Learning

Ensemble Voting 97.66

Voting method based on Deep
Learning

− 95.99

[21]
CNN 2 layer+ LSTM 98.8

[22]
RNN 96.01

[23]
– 98.4

[24]
– 97.4

Proposed model KNN 96.95

Proposed model Random Forest 98.91

Proposed model SVM 98.64

7 Conclusion

In this work, we analyzed how ML and DL techniques fit into the scope of malware
detection and how could the chosen dataset influence the results of the classifier. We
analyzed, trained, and validated multiple models to better understand how laboratory
conditions vary from real-world conditions. We compared our model with others
models which is based on machine learning, deep learning, and combinations on
both, but doing so our model provided us with results as high as 98.91%.

We have also concluded that the model combined with ML and DL both gives
better and promising results. Having a solid knowledge of the effects of temporal
consistency in the task of malware detection, we improved our base model for better
results. This was done by using the DL feature extraction approach to provide the
ability to extract information regarding malware classes and by adding more features
to the model.

The task we set ourselves to achieve was not without its difficulties, but all in all,
we believe our work shows that the path to malware detection via machine learning
and deep learning is feasible, not only theoretically, as related work as shown, but
also with practical implications.

8 Future Work

In the above work, we used static analysis for the feature analysis and selection; in
future, we want to incorporate the dynamic analysis for the feature engineering doing
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so give us a new prospect toward the datasets and also obtain new feature which can
increase the accuracy of the model.
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An Elaborative Approach
for the Histopathological Classification
of the Breast Cancer using Residual
Neural Networks
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Abstract Breast cancer is the most conventional type of cancer that takes place
predominantly inwomen.Whenever a transition ismade inDNA, then it is confirmed
that it is caused by cancer. Nowadays, the rate at which this disease is spreading
is highly exponential. Currently, it has become a number one morbidity that can
happen to women. Tumor in the human body can be detected in early stages using
mammography, ultrasound, biopsy, etc., by performing necessary procedures and
can be prevented in the early stages. Breast cancer detection in early stages is very
crucial, otherwise there is chance of spreading of cancer cells all over the body. The
proposed solution is used to identify whether the tumor present in the body is benign
which means harmless or malignant. In this paper, the histopathological images are
used as the dataset for the classification and detection of breast cancer. The images
can be easily downloaded from the public domain. Transfer learning techniques are
used to train the model, and later, a machine learning classifier is applied to achieve
better results. The proposed model adapts usage of the residual neural network along
with the linear support vector machine classifier. Linear SVM is used for binary
class classification as it improves the performance of the model by rewarding with
substantial accuracy. The final accuracy achieved by implementing this model is
96.92%.
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Table 1 Classification of
dataset images

Categories Number of images

Benign 2480

Malignant 5429

Total 7909

1 Introduction

Cancer is one of the most life-threatening conditions that has an enormous impact on
the health condition of an individual. Typically, breast cancer can be seen mostly in
the females. If the symptoms are noticed in the primitive stages, then it will become
easy to treat the patients. Every year, many ladies pass away due to this breast cancer
condition as tumor is located. By taking the assistance of the advanced technology,
many deep learning and transfer learning approaches are being used to detect any
type of malignancy. Performing classification manually becomes very difficult as it
requires loads of the data. If a woman crosses the age 20, then theywill likely have the
chance to get attacked with the breast cancer. The health census taken from theWorld
Health Organization gives us an information that 2.1 million women may die each
year because of the breast cancer [1]. The women living in the rural areas must be
educated and should be made aware of the equipment and services that are available
to cure easily [2]. Since this is a severe issue, every woman should get tested once in
every year [3]. The classification of breast cancer using the histopathological images
dataset, i.e., Break His dataset which consists of 7909 images [4]. This database
has been built in collaboration with the P&D Laboratory–Pathological Anatomy and
Cytopathology, Parana, Brazil. All the images are sorted according to two categories
such as benign and malignant, then the new rearranged dataset is used. The image
classification of the dataset is shown in Table 1.

After the data preprocessing, apply the pretrained ResNet50 model along with the
linear SVM classifier [5]. Linear SVM algorithm is used to improve the performance
of the model and deliver better results. A detailed analysis of the Break His dataset
which consists of histopathological classified breast cancer images implemented
using the residual neural networksmodel alongwith the linear support vectormachine
classifier. Residual neural networks use a pretrained model value as an input and
perform our model using the Break His dataset. Since the dataset consists of 7909
images and it is considered to be very large, and it requires an exceptionally rapid
classifier that can cope up with the huge network model.

2 Related Work

A study by Zou et al. [6] focused breast cancer histopathological image classifica-
tion model which was made using the CNN Inception V1 model. The images are
divided into two categories such as benign and malignant. The aspect ratio used in
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thismodel is SPP, and a new ratio is introducedwhich is known as special GAPwhich
is the full form of global average pooling is used. The outcome accomplished from
the special GAP is much better when compared to SPP. The Inception V1 convolu-
tional neural network is employed to perform the classification technique between
the malignant and benign neoplasmic images. The final results that are obtained
after the execution of the model show that the using the aspect ratio as special global
average pooling achieved best results. This approach is proposed by de Matos et al.
[7] perform biopsies that are considered as the best quality surgical procedures for
breast cancer detection. This is performed usually using the computer-aided diag-
nosis (CAD) systems, reduction of the diagnostic time, and diminishing the viewer
disparity. The improvement in computation system has made the systematic model
very real. Normally, the datasets obtained from the histopathological classification
are very insufficient and consist of a smaller number of images and cannot be used for
processing deep learning methods as they require huge data. In this paper, texture-
based filters are used to achievemaximum results. The experimental results show that
using the large dataset like Break His justifies the proposed new texture CNNmodel.
A paper by Ghosh et al. [8] explores an automatic segmentation method for breast
images taken from the ultrasound dataset. A small dataset is taken, and preprocessing
is performed on them before the application of the CNN model. Feature extraction
is executed on the set of images to improve the stability of the model, thereby it
decreases the appearance of errors. Segmentation decides whether the model that is
constructed is able to with stand all the other parameters or not. In this case, usage
of segmentation leads to yield better results. A work done by Tan et al. [9] uses the
dataset which consists of the mammogram images. All the images are split into three
types such as benign, malignant, and normal. Since the dataset is very small, the
system can easily process the images and implement the model very quickly and can
perform diagnosis to each and every person. First, the data preprocessing is done on
the dataset so that they become easily adaptable with the system. By extracting all
the features of the dataset using the feature extraction technique, it will be able to
find the best matching image. In conclusion, the BCDCNN model which has been
successfully developed is tested using 320 mammogram images. The benefits of this
method are quick diagnosis time and large accuracy.

An article byNguyen et al. [10] performs data augmentation on the ICIARdataset,
and more images are added to improve the performance of the model. Data augmen-
tation should be performed during the testing, and the images are rotated in the
ninety-degree angle anti-clockwise direction. Generative adversarial networks can
also be used instead of performing the augmentation to obtain better results.

3 Methodology

This paper proposes a system that is used for the binary classification of the
histopathological images using the ResNet model along with the linear SVM
classifier. Figure 1 describes the architecture of the ResNet model.
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Fig. 1 Architecture diagram of the ResNet model

First, the raw Break His dataset must be taken, and it has to be rearranged so that
it consists of one set of images for training the model and another set of images for
the validation of the model. The dataset has benign and malignant images. All the
images are distributed according to the system. The next step to be performed is the
data preprocessing. It consists of five phases such as data mounting, data resizing,
data shuffling, data rescaling, and label encoding. For data mounting, the platform
used for the implementation of the model is Google Colab. It gives free access to
RAM and GPU. Zip the dataset into a folder and upload it into the Google Drive.
Then, unzip the data into Colab using suitable commands. In case of data rescaling,
all the images which are of the size 700 × 460 pixels are converted into 224 × 224
pixels. For data shuffling, an uploaded dataset folder is divided into training set and
validation set. The training set consists of the benign and malignant folders. The
validation dataset also consists of benign and malignant folder. In the rescaling, the
data will be multiplied with a value before the implementation of the model. The
label encoding consists of the value 0 is assigned to benign. The value 1 is assigned
to malignant. Figure 2 depicts the component-module diagram of the system:

The residual network constructed below consists of input layer, convolution layer,
pooling layer, and output layer. The input layer consists of the pixel matrices of all
the images that are present in the dataset. Then, the output of the first layer is then
passed on to the second one. It administers various mathematical functions on the
input matrices and extracts several features that are required into feature maps. Then,
the pooling layer recapitulates all the feature maps that are extracted and lessen their
proportions, and it results in the reduction of the training parameters.

4 The Proposed System

Data augmentation is performed to enlarge the dataset, and this can be done using
the image data generator. With the help of larger number of images, the model will
become more agile as it is training on a numerous amount of examples. Each image
consists of large pixel values. The pixel value starts from 0 to 255. This type of
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Fig. 2 Component-module diagram

huge values cannot be handled by the network, and the training set does not fit into
the model perfectly. Hence to avoid all these issues, divide each value with 255 to
convert all the coefficient values between 0 and 1. The decimal values are small
when compared to numerical digits, and this type of approach is preferred to prevent
any fitting issues in future. The class mode should be set to its default type which
is categorical because of the implementation of the binary class classification. A
sample plot is plotted using the matplotlib library to understand the dataset. Figure 3
shows the sample image representation.

In the subplot function, values are given as 1,3 which means that the plot is
constructed in a single row and three columns which automatically results in the
three plots. Each figure size should be given as 10 × 10. The flatten () command is
used to convert the list of images into a one-dimensional array. ResNet is used to
build a deeper network compared to normal CNN and simultaneously find optimized
number of layers to negate the vanishing gradient problem. Linear SVM algorithm
is the fastest machine learning algorithm that can solve the binary and multi-class

Fig. 3 Sample representation of images
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Fig. 4 Flowchart of the system

classifications. Building the required ResNet model using the linear SVM classifier.
Figure 4 shows the various stages present in the flowchart of the system:

The input shape consists of the image height and width as the parameters, and
the number three represents the RGB representation of the images. The ImageNet
pretrained model is taken as an input to the ResNet-50 model. Average pooling is
performed on the feature maps. The base model is named as model finally. The
dense layer consists of 1024 neurons as input, and l2 regularizer is taken as one of
the parameters to prevent the chances of overfitting. Batch normalization and dropout
layers are added to build a stable model which do not collapse due to simple errors.
The activation function value is taken as ReLU, since it impels all neurons to work at
the same time. Other functions like sigmoid or Softmax can also be used. The SVM
loss function should be defined which consists of a mathematical combination of the
input weights and the loss values. The hinge loss and the regularization loss values
are calculated above, and the value of categorical hinge function must be returned.
The model is implemented using the fit function, and the epochs are used to count
the number of steps in which the code is executed. The epoch steps can be calculated
by dividing the total number of the training images with the batch size.
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Fig. 5 Graph between training accuracy and loss

Table 2 Representation of
various accuracies of the
model

Observation Loss value Accuracy (%)

1 0.96 64.02

2 0.77 82.91

3 0.43 87.56

4 0.34 96.92

5 Results

The batch size and the epochs are assigned 160 and 5 values, respectively. The
training accuracy obtained is 96.9%, and the validation accuracy is 62.9%. Figure 5
depicts the values of accuracy and loss in the form of a graph.

The training loss obtained is 0.34. The accuracies are described using Table 2.
Figure 6 is used to represent the graph between the training and validation

accuracies:

6 Conclusion

In this paper, an effort is made to perform the binary classification of the histopatho-
logical images from the Break His dataset. The model constructed is called as
residual neural networks model which comes under transfer learning algorithms.
The proposed model involves data preprocessing, data augmentation, feature extrac-
tion, and application of ResNet architecture. The enlargement of the data must be
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Fig. 6 Graph between training and validation accuracy

performed to improve the quality of the model. The model which is used is the
ResNet-50 which is pretrained on the ImageNet dataset. After building the model,
the hyperparameter optimization should be performed to analyze the best results.
In this model, if the batch size is increased continuously, then the accuracy of the
model decreases which results in the poor performance. Hence, the batch size should
be appropriate, and the accuracy achieved alone using the residual neural network
model is 92.55%. This can be further improved by the application of the linear SVM
classifier. The accuracy achieved by the model along with the linear SVM classifier
comes out to be 96.9%.

7 Future Work

In future, this work can be extended to other transfer learning approaches such as
VGGNet and Inception V3 models. Various datasets can also be used to compare
the performances of the models. An ensemble model can also be developed from the
models.
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Optimization of Textual Index
Construction Using Compressed Parallel
Wavelet Tree

Arun Kumar Yadav, Sonam Gupta, Divakar Yadav, and Bharti Shukla

Abstract Nowadays, large number of information are flowing through Internet that
requires better storage and optimization technique to retrieve relevant information.
In the past, a lot of researches have been carried out in the field of index optimization
for reducing storage space, construction time and retrieval time. In recent times,
researchers have used various succinct data structures for indexing the textual data.
In this paper, we propose two algorithms for compressing the textual index that
reduces the index construction time. In the baseline approach (Algorithm 1), we
apply traditional wavelet tree with LZW compression technique (TWL) to construct
the index. In the second approach (Algorithm 2), we propose LZW compression
with parallel wavelet tree (PWTL) to construct the textual index. The algorithms are
evaluated on I3, I5 and I7 processor with multiple sizes of index. The results show
that proposed algorithms outperform as compared to traditional wavelet tree in terms
of index construction time.

Keywords Compression · Parallel wavelet tree · Complexity · File size · Textual
data

1 Introduction

Optimization of information is always a challenging issue, in terms of retrieving
relevant information and storing information in structured form. Indexing plays an
important role to optimize information in terms of retrieval and storage. In the past,
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many researches have been carried out to reduce index construction/retrieval time and
storage optimization [1]. Also, researchers usedmany data structures for constructing
the inverted index such as: B-tree, B+ tree, Hash tree, R-tree, R* tree and wavelet tree
[2]. In recent years, the wavelet tree becomes popular, and versatile data structure is
used to store the data in sequence format, solve range quartile query, range insertion
query and range next value query.Most of the search engines use indexing approaches
to store the data from web and retrieve it in optimal time. Due to increase of the
exponential growth of data, optimal indexing approach is required. The optimal
indexing approach works in two dimensions, firstly takes minimum space stored and
minimum time to retrieve relevant data [3]. In the past, researcher applies multiple
indexing approaches along with compression technique to reduce storage space of
constructed index. In recent years, a succinct data structure (wavelet tree) is used
for indexing and retrieval. Wavelet tree is succinct data structure and is used for less
space to stored data and take minimum time for search data in database [4]. Its main
applications are demonstrating of sequence, reorder of element and grid of point, etc.
It works as binary trees which contain left child and right child. Left node is denoted
by 0, and right node is denoted by 1. Wavelet tree applied string operation, graph
inversion, document retrieval, etc. Basic tool required to construct wavelet tree is
select and rank operation.

LZW is a popular compression technique, used for data compression. The formu-
lation of this compression is to reduce the cost of coding. LZW codes are the simple
method of text coding; it reduces the redundancy of LZW text. The LZW is having
the one-pass compression method. It depends upon the efficiency. It is significantly
faster but more complex to construct such a wavelet tree [5].

In this paper, we proposed two algorithms of index construction with variants of
wavelet tree and LZW compression technique. For this, we apply the LZW compres-
sion scheme in traditional wavelet tree and a parallel wavelet tree. Also, we calculated
the indexed constructed time of compressed wavelet tree.

Remaining paper organizes as follows. It consists of several sections. Section 2
consists of literature review which is categorized into three subsections to meet our
objectives. Section 3 consists of the proposedmethodology of compressed traditional
wavelet tee and compressed parallel wavelet tree. Section 4 consists of results and
experiments of proposed methodology. Section 5 consists of the conclusion and
future scope of our proposed model.

2 Literature Review

In recent times, researchers used various data structures for index optimization,
i.e., index construction time, storage optimization and reducing retrieval time. This
section describes the application of variants of wavelet tree for index optimization.

In the paper [1], authors deployed the concept of self-indexing of wavelet tree.
They joined thewavelet treewith char-basedHuffman code andword-basedHuffman
code. In the paper [6], authors proposed textual indexing to access the index data
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quickly. In the paper [7], researchers proposed compressed textual indexing on vari-
able query length. In the paper [8], the authors proposedwavelet tree-based algorithm
for retrieving a piece of information. It focused on solving range quintile queries and
range insertion queries, etc. using wavelet tree. In the paper [2], authors discuss the
various data structures such as Tree, B-Tree and wavelet tree for index construc-
tion and evaluate the performance. They commented that Hash tree scored less than
compared to others it scored up to level 5. The B-tree is scored 4 up to the level,
and wavelet tree scored up to 3 levels up to 5. Again, in the paper [9], optimized
text retrieval system is used to optimize textual indexing. In the paper [10], authors
proposed wavelet tree-based geographical index to search spatial queries. Also, they
proposed the concept of minimum bounded rectangle (MBR) to search geographical
documents.

In the paper [11], authors proposed compression technique to reduce the redun-
dancy of the database and increase the storage and retrieval efficiency. They used
LZW compression technique and achieved redundancy gain ration 3–7. In the papers
[12, 13], authors proposed forward moving and frequently used sentence compres-
sion using LZW compression. It is an improved algorithm for forward moving, and
frequently used entries are optimized. LZW string table can store the prefix value. It
implemented the LZW algorithm for the chained lists.

In the paper [14], the researches worked on the optimization of LZW codes. They
comprise LZW codes and its optimization technique using modified compression
technique based on optimality of LZW code (MOLZW). In the paper [15], the author
performed LZW compression pattern matching on different dataset/format like txt,
doc, and Java or in C format. They focused on the multiple patterns matching of
codes for the perfect compression of codes. Again, in the paper [16], authors focused
on LZW compression and color-coding technique for stenography. They used LZW-
based color-coding approach to reduce the size of data and wrap the confidential data
into the email address. In the paper [17], the authors proposed the select/rank oper-
ation of wavelet tree in practical implementation. Also, they proposed the empirical
entropy concept in wavelet tree.

In the paper [18], authors proposed secured secure wavelet matrix to search data
from bioinformatics databases. They commented that proposed algorithm work in
logarithmic time |�|, where � is the number of unique characters. Also, in the paper
[19], authors proposed the index constriction using wavelet tree in poly-logarithmic
depth. In the papers [20, 21], the authors proposed parallel wavelet tree algorithm for
index construction. They used level-by-level parallelism. The proposed algorithm
takes O(n) work and O(log n) depth. In this paper, they proposed two algorithms.
The first algorithm takes O(n) time, and working space is O(n log σ + σ lg σ) bits.
Second algorithm construction has O(log n) time, and working space is O(n logσ +
p σlg n/lg σ) bits, and p is the number of cores. In the paper [22], authors worked on
the existing sequential algorithms constructing the rank/select structures and stored
the data on node of wavelet tree. They imposed the concept of wavelet packets for
texture indexing. It presented a wavelet packets solution on the synthetic data, which
covered the real dataset of different sizes of images and texture classes. It divided the
dataset used by wavelet packet in the proportion of 3:7 while testing and training.



460 A. K. Yadav et al.

As discussed in this section, a lot of researches have been done on index optimiza-
tion using various data structures. The research has also moved to compression of
index by applying compression technique alongwith data structures used in indexing.
In this paper, we proposed LZW compression on traditional wavelet tree and parallel
wavelet tree to optimize the index construction time.

3 Proposed Methodology

This section describes the LZW compression on wavelet tree and parallel wavelet
tree for optimizing the textual index construction time. We define two algorithms for
our proposed method, i.e., wavelet tree with LZW (WTL) and compressed parallel
wavelet tree with LZW (PWTL). Both algorithms compress the textual index and
reduce the index construction time as compared to traditional wavelet tree. The
algorithms are evaluated on I3, I5 and I7 processors.

Figure 1 shows the working of proposed method of construction of compressed

Fig. 1 Proposed
methodology of wavelet tree
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wavelet tree. The detailed explanation of algorithms is shown in Sects. 3.1 and 3.2.

3.1 Wavelet Tree with LZW (WTL)

To construct compressed wavelet tree with LZW, the textual data is mapped with
LZW code. The construction of traditional wavelet tree is start from root node. At
root node, textual data grasps the location at 0 and 1 according to indexing. Left-side
array contains 0 value, and right-side array contains 1 value. Repeat the same step
till wavelet tree is created.

To construct WTL, we proposed Algorithm 1. This algorithm uses abbreviations
such as: ‘C’ is code, ‘c’ is character, where ‘||’ is concatenation, ‘Sn’ is a new symbol,
‘Sp’ is a previous symbol, ‘S’ is the symbol of output, dictionary ‘d’, ‘n’ is length
of new symbol.

Algorithm 1: Wavelet Tree with LZW(WTL)
Step 1 : Apply the LZW algorithm on the textual data

{
I. Declare LZW code, Output‘s’, Character c’.

II. Set the sp’=s’. 
}

Step 2 : Get the next C,
{

I. If Variable is not present in d 
II. Then, s = S p’ || c’

III. Else 
IV. Assign, s = sc’ where sc’ is the symbol of C in the dictionary Output s’
V. Assign sn = Sp’ || C’

VI. Add sn to dictionary.
}

Step 3 : If length of the new symbol is greater than the dictionary,
{

I. Sb = Pb (n-1)…. Where Sb= Secret bit.
II. If n = Dictionary symbol and exists

III. Sb = Pb (n-1)….. Where Pb= Parity bit.
IV. Set Sp’=s and continue to Step2

}
Step 4 : With the help of formula, create a first wavelet tree,

{
Mid = Start + (end–start) / 2.

}
Step 5 : Assign the value to nodes 0, 1 in wavelet tree.
Step 6 : The nodes on the left side of wavelet tree represented with the 0, and nodes on the right side of

wavelet tree with 1.
Step 7 : Again, create a wavelet tree for left array and right array.
Step 8 : Continue S2 to S7 step until we got minimum value at left side and maximum value at right

side. Also, we say entire tree will split in a single array.
Step 9 : Calculated the constructed tree time in milliseconds.
Step 10 : Show the Construction time of traditional wavelet tree with LZW



462 A. K. Yadav et al.

3.2 Parallel Wavelet Tree with LZW (PWTL)

To construct PWTL, we used two WTL parallelly. The construction of both WTL
starts from root node. At root node, textual data grasps the location at 0 and 1
according to indexing. Left-side array contains 0 value, and right-side array contains
1 value. Repeat the same step till wavelet tree is created parallelly.

To construct PWTL, we proposed Algorithm 2. This algorithm uses abbreviations
such as: ‘C’ is code, ‘c’ is character, where ‘||’ is concatenation, ‘Sn’ is a new symbol,
‘Sp’ is a previous symbol, ‘S’ is the symbol of output, dictionary ‘d’, ‘n’ is length
of new symbol.

Algorithm 2: Parallel Wavelet Tree with LZW(PWTL)
Step 1 : Apply the LZW algorithm on the textual data

{
III. Declare LZW code, Output‘s’, Character c’.
IV. Set the sp’=s’. 

}
Step 2 : Get the next C,

{
VII. If Variable is not present in d 

VIII. Then, s = S p’ || c’
IX. Else 
X. Assign, s = sc’ where sc’ is the symbol of C in the dictionary Output s’

XI. Assign sn = Sp’ || C’
XII. Add sn to dictionary.

}

Step 3 : If length of the new symbol is greater than the dictionary,
{

V. Sb = Pb (n-1)…. Where Sb= Secret bit.
VI. If n = Dictionary symbol and exists

VII. Sb = Pb (n-1)….. Where Pb= Parity bit.
VIII. Set Sp’=s and continue to Step2

}
Step 4 : Parallel wavelet tree we require two traditional wavelet tree at the same.
Step 5 : Time With the help of formula, create a first wavelet tree,

{ Mid = Start + (end–start) / 2. } 
Step 6 : Assign the value of nodes 0,1 in wavelet tree. We show the nodes on the left side of wavelet tree

with the 0, nodes on the Right side of wavelet tree with 1.
Step 7 : Again, create a wavelet tree for left array and right array.
Step 8 : Continue S4 to S6 step until we got minimum value at left side and maximum value at right side.

Also, we say entire tree will split in a single array.
Step 9 : For another wavelet tree, continue step S4 to S7. One tree store on left side and another tree store

on right side. Finally, we get last tree.
Step 10 : Calculate, the constructed tree time in milliseconds of parallel wavelet tree.
Step 11 : Show the Construction time of Parallel wavelet tree with LZW



Optimization of Textual Index Construction … 463

4 Result and Analysis

This section describes the implementation and evaluation of both the proposed algo-
rithms (TWL and PWTL). The algorithms are implemented in Java programming
language and evaluated on I-3(CPU Intel® core™ processor, RAM 8GB), I-5(Intel®

core™processor. Size ofRAMis 8GB), I-7(I-7-9500CPU is Intel® core™processor,
RAM 8GB) using NetBeansIDE-8.2 IDE.

Table 1 shows the comparison between TWL and PWTL on I3 processor. This
experiment takes four different variants of file size and evaluates construction time on
I3 processor. Table 1 shows that LZW compression on parallel wavelet tree (PWTL)
required less time to construct than wavelet tree with LZW compression (TWL) on
I3 processor.

Table 2 shows the comparison between TWL and PWTL on I3 processor. This
experiment takes four different variants of file size and evaluates construction time on
I3 processor. Table 1 shows that LZW compression on parallel wavelet tree (PWTL)
required less time to construct than wavelet tree with LZW compression (TWL) on
I5 processor.

Table 3 shows the comparison between TWL and PWTL on I3 processor. This
experiment takes four different variants of file size and evaluates construction time on
I3 processor. Table 1 shows that LZW compression on parallel wavelet tree (PWTL)
required less time to construct than wavelet tree with LZW compression (TWL) on
I7 processor.

Figure 2 shows the comparison of index construction time using WT, WTL and
PWTLon I3, I5 and I7 processors. Results show that PWTLoutperforms as compared

Table 1 Comparison of WTL and PWTL on I3 processor (different file size)

S. No. File size Wavelet tree with LZW (WTL) (s) Parallel wavelet tree with LZW
(PWTL) (s)

1 28 KB 15 4

2 237 KB 29 7

3 1 MB 25 6

4 1.20 GB 35 8

Table 2 Comparison of WTL and PWTL on I5 processor (different file size)

S. No. File size Wavelet tree with LZW (WTL) (s) Parallel wavelet tree with LZW
(PWTL) (s)

1 28 KB 16 5

2 237 KB 4 5

3 1 MB 12 6

4 1.20 GB 44 7
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Table 3 Comparison of WTL and PWTL on I7 processor (different file size)

S. No. File size Wavelet tree with LZW (WTL) (s) Parallel wavelet tree with LZW
(PWTL) (s)

1 28 KB 3 5

2 237 KB 9 6

3 1 MB 5 5

4 1.20 GB 7 5

70

60

50

40

30

20

10

0
Traditional Wavelet tree Compressed Single

Wavelet Tree

Variations of Wavelet trees

Compressed Parallel
Wavelet Tree

I3 Processor I5 Processor I7 Processor

Ti
m

e
(s

ec
on

ds
)

Fig. 2 Comparison of construction time between WT, TWTL and PWTL the file size 1.20 GB

toWT andWTL. Tomake fare evaluation, the construction time is evaluated on fixed
length file size (1.20 GB).

5 Conclusion and Future Work

In this paper, we proposed WTL and PWTL algorithms to compress the index that
causes to reduce the index construction time. The proposed scheme has been evalu-
ated on I3, I5 and I7 processors with variant size of files. The basic advantage of this
approach is to reduce the size of index and finally reduce the index construction time.
Another advantage is that when we looking for a word in this tree, we get it easily by
traversing the parallel wavelet tree. The parallel wavelet tree construction algorithm
works efficiently during parallelism because it depends on linearly on the depth of
small words. In the future, we will extend the work for the multithreaded tree that
may provide the better outcomes. The ideas of researchers will extend to constructing
the LZW compressed wavelet trees of arbitrary shape, multinary wavelet trees, as
well as wavelet matrices
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Robust Approach for Detecting Face
Mask Using Deep Learning and Its
Comparative Analysis

Abhijeet Singh, Amandeep Kaur, and Sonali Vyas

Abstract The world is fighting against the novel coronavirus, and a lot of people
have lost their lives with the scenario getting bad to worse and worst. This infection is
communicated from one individual to another while wheezing or talking as drops. To
prevent Covid-19, wearing masks is very beneficial. In this paper, an existing model,
‘DenseNet201’, is being modified to efficiently track the persons who are wearing a
mask or not. This system uses a convolutional neural network (CNN) and computer
vision to limit the risk of Covid-19 and make sure nobody violates the rule. The
dataset used in the process contains two classes, namely ’with mask’ and ’without a
mask’. Data pre-processing and splitting take place before the model training; then
comparative analysis has been made in between the modified versions of the three
transfer learning models, viz. DenseNet201, InceptionResnetV2, and ResNet101V2
to validate the modified model’s efficiency. Results suggest that the revised version
of DenseNet201 is very effective and can detect the events where face masks are
not used at all or in an improper manner, with an accuracy of 98.90%. Various other
metrics for performance are also being evaluated and reported in the paper. This
model can work with images and videos/CCTV cameras using the help of OpenCV,
TensorFlow, and Keras.

Keywords Computer vision · Convolutional neural network · Deep learning ·
Transfer learning · Covid-19

1 Introduction

The Covid-19 pandemic has been a few each day’s lives which have created a trou-
bling circumstance. This pandemic is affirmed as a global pandemic byWorld Health
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Fig. 1 Algorithm workflow

Organization because it affects the lives and businesses of billions around the globe
[1]. Amidst the ongoing crisis, no pharmaceutical solution has been found to restrict
the virus from spreading. As we roll back to the state of normalcy, there remains
a comprehensiveness of how the future will unfold. While the research continues,
as per studies till date, to curb the viral transmission of novel coronavirus, phys-
ical distancing and wearing a mask essentially helps [2]. However, adherence to
the strict implementation of wearing masks by the people might not be possible
manually. Here, technology could play a notable role. Artificial intelligence and its
subfields could make things more apparent. With the influx of computer vision and
deep learning approaches, its efficacy in classification and recognition through image
processing helps in various sectors. In this paper, the dataset used has two categories
of classes, one ’withmask’ and another ’without amask’. For class detection, amodi-
fied transfer learning model is proposed that takes an image of a person as input.
It then categorizes the person in one of the two classes depending on whether the
person is wearing a mask or not. The decision is made by extracting the predomi-
nant features using machine learning and deep learning tactics, along with the help
of libraries such as TensorFlow, Keras, Sklearn, OpenCV to avoid the spread of
Covid-19. Figure 1 depicts the approach mentioned in the paper.

1.1 Convolutional Neural Network

A convolutional neural network (CNN) is a kind of deep neural network that takes
an input image and extracts the significant feature from it with the help of the CNN
layers and gets the relevant output as result [3]. Convolutional neural network is used
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Fig. 2 Convolutional neural network layers

very efficiently in tasks like image classification, image processing, object detection,
pattern detection. Figure 2 describes a convolutional neural network that contains
several layers as first they take person’s image as input then apply Conv2D layers,
Maxpool layer, flatten layer to extract the dominant features from the image to get
good accuracy and at last presenting the output layer.

1.2 Computer Vision

Computer vision is a field of integrative that tells a computer how to gain knowledge
about the features from images and videos to acquire a good accuracy in a deep
learning model. Also, computer vision has various techniques like object tracking,
object detection, semantic segmentation, etc.

2 Literature Survey

In object detection, detecting the face of a person is a bit difficult task for a computer.
Nevertheless, this issue gets resolved by the traditional object detection model Viola
et al. [4], as this algorithm helps in recognizing the face of a person. This algorithm
proves to be very efficient in real-time face detection. Oumina et al. [5] proposed
a system to identify the two categories, people with mask and without a mask,
by combining the MobileNetV2 pre-trained model with a support vector machine
(SVM). The algorithm achieved a classification rate of 97.1%.

Qin and Li [6] proposed an algorithm to detect the face mask-wearing conditions.
They proposed algorithm in fourmain steps, i.e., image pre-processing, face detection
and crop, image super-resolution, and face mask-wearing categories, and the three
face mask-wearing categories detailed as face mask-wearing, incorrect face mask-
wearing, and no face mask-wearing. They used SRCNet to classify the images into
these categories and achieved an accuracy of 98.70%.
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Abidin and Harjoko [7] introduced an approach using a neural network to classify
facial expression with the help of the Japanese Female Facial Expression (JAFFE).
The proposed algorithm achieves a classification rate of 89.20%. Hussain et al. [8],
mentioned in their paper that they have applied convolutional neural network for
image emotion classification and recognition with the help of Haar cascade, Keras,
andOpenCV. They proposed their approach in three steps: First, the algorithmdetects
the face, recognizes the expression, and classifies the emotions. Then, they test their
model on a webcam which gives very satisfactory results. Mata et al. [9] deployed
a system to see masked and unmasked images/videos using supervised learning
algorithm tactics for computer vision on a small dataset of around 2000 images and
achieved an accuracy of about 60% only and tested their model at different images.

Das et al. [10] have introduced a practical approach using the sequential convolu-
tional neural network classifier to predict the wearing of masks or not. They imple-
mented this approach in two different datasets and can also identify a facemaskwhile
the person is inmotion. The first dataset contains 1376masked and unmasked images
that achieves an accuracy of 95.77%, and another dataset contains 853 images in
which they attain an accuracy of 94.58%. Finally, Kalaiselvi et al. [11] have imple-
mented a model using a convolutional neural network (CNN) and library such as
TensorFlow, Keras, OpenCV to identify if the person is wearing a mask or not. The
model obtained a recognition rate of 82.47% on a training set and 83.75% on a testing
set.

3 Dataset

The underneath Table 1 represents the following dataset (https://github.com/cha
ndrikadeb7/FaceMask-Detection/tree/master/dataset) consists of 2165 images that
contain visuals of people with masks and 1930 visuals of people without masks
which means there are a total of 4095 images. Therefore, the dataset is classified into
two classes; one with people wearing a mask, and the second is people not wearing
a mask. In the dataset, some visuals are tilted, slant and some have fingers on faces
which are counted in without mask category only. Figure 3 represents the images
of people with a mask from the dataset and Fig. 4 represents the images of people
without a mask.

Table 1 Dataset description Description No. of images

People with mask 2165

People without mask 1930

https://github.com/chandrikadeb7/Face
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Fig. 3 Person with a mask

Fig. 4 Person without a mask
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4 Proposed Revised Model

The proposed approach aims only to detect the person wearing a mask or not
in images/videos, with the help of computer vision, OpenCV, Keras, TensorFlow
libraries.

4.1 Data Importing and Pre-processing

The first step is to load the respective dataset. After loading, data pre-processing
takes place. First, the image is resized into 162 × 162 dimensions. Then, the image
is converted into the array form as per the model requirements, and at the last Label
Binarizer techniques are applied on the labels so that they return the labels in binary
format.

4.2 Splitting of the Dataset

After data pre-processing, the dataset is divided into the training and testing set. The
test size is taken as 0.2, which means 80% of images are splitting as the training set.
While the rest 20% is the testing set.

4.3 Model Building and Training

For building the model, data augmentation is applied. It is like a regularization
technique that makes slight adjustments to the images by rotating, cropping, flip-
ping, padding, scaling, etc. It also helps to prevent overfitting because it artificially
increases the size of training data, reducing the effect of overfitting. Further, the data
is trained on the DenseNet201 pre-trained model, and it has 201 deep layers. It is
trained on a large amount from the ImageNet database.

To make the model more effective flatten layer, the dense layer with 200 neurons
and having activation function as ’ReLU’ is added in the model layers. After this,
dropout layer is also added, which drops 0.5 neurons, and then the last dense layer
is added with 2 neurons with activation function as SoftMax. After creating the
model, the next step is model fitting in which the batch size is taken as 120, and
the optimizer is ‘Adam’ with a learning rate of 0.001, the loss function used as
‘categorical crossentropy’. The model is trained over ten epochs. Now the modified
DenseNet201 model is ready to detect whether a person is wearing a mask or not
from images as well as in videos.
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4.4 Face Detection Using Webcam

However, once the model is trained, then the detection of the face is done with the
help of the Haar cascade features. Once it visualizes the face, it converts the RGB
image to a gray scale image by ‘cv2.cvtColor’. After this, resizing of the image is
done into 162 × 162. Further, the image is converted into the array format. At last,
the image is adequate as per the model requirements.

4.5 Loading the Trained Classifier

Once the classifier is trained, then the trained classifier is loaded, and now the clas-
sifier is ready to predict whether the people are wearing a mask and or not. As the
dataset [12] has two labels so with mask class is specified as with white color (255,
255, 255) and without mask class specified as orange color (0, 255, 255). Finally,
with the help of a webcam, the model predicts the likelihood of each class, i.e., with
a mask and without a mask.

5 Evaluation Metrics

Evaluation metrics perform a very key role in the field of machine learning. It esti-
mates the model performance with the help of precision, recall, confusion matrix,
classification accuracy.

5.1 Precision

Precision tells the percentage of the real prediction made will be correct [12]. Equa-
tion (1) is taking the TP in the numerator and adding the TP and FP in the denominator
in order to get precision.

Precision = TP

TP+ FP
(1)



474 A. Singh et al.

5.2 Recall

It tells what percentage of actual positive values are successfully classified via clas-
sifier [12]. Equation (2) is taking the TP in the numerator and adding the TP and FN
in the denominator in order to get the result of recall

Recall = TP

TP+ FN
(2)

where TP, FP, and FN stand for the true positive, false positive, and false negative.

5.3 F1-Score

It the harmonic mean of precision and recall computed from the number of mispro-
nunciations detected by both the computer and human evaluator [13]. Equation (3)
is calculating the F1-score by multiplying precision and recall with 2 and dividing
by the sum of precision and recall to acquire the F1-score.

F1-score = 2× Precision× Recall

Precision+ Recall
(3)

6 Discussions

The transfer learning models are very effective in various approaches, and it
carries the potential of detecting a face mask in an image/videos with many faces.
Three models are applied in this approach DenseNet201, InceptionResNetV2, and
ResNet101V2 on the respective dataset.

Based on comparative analysis, Table 2 represents that DenseNet201 and
ResNet101V2 have higher validation accuracy, i.e., 98.90 and 96.45%, respec-
tively, as compared to InceptionResNetV2 which obtains an accuracy of 89.92%.
But DenseNet201 is performing very well among the other models.

Table 2 Comparison of
model on the basis of
validation accuracy

CNN model Accuracy (%)

DenseNet201 98.90

InceptionRessNetV2 89.92

ResNet101V2 96.45
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Table 3 Comparison of
model on the basis of
evaluation metrics

CNN model Precision (%) Recall (%) F1-score (%)

DenseNet201 98.45 99.22 98.83

InceptionResNetV2 95.34 74.35 83.55

ResNet101V2 99.42 91.07 95.06

Table 3, DenseNet201 has the highest recall and F1-score which is 99.22 and
98.83% in contrast to other transfer learning models. Whereas ResNet101V2 is
also showing the highest precision from others, i.e., 99.42%. However, Inception-
ResnNetV2 has not given a much stronger result. Moreover, based on the overall
observation, DenseNet201 gives the finer performance as compared to other models
toward the face mask detection approach.

7 Results

In this paper, the data is trained onDenseNet201, InceptionResNetV2, ResNet101V2
transfer learning models. Among all, DenseNet201 has been employed, which gives
98.90% validation accuracy throughout the training process as compared to other
transfer learning models in classifying persons with or without masks which we
have discussed in Sect. 5 on the basis of evaluation metrics. In Fig. 5, the underneath
graph portrays the highest true positive rate with the lowest false positive rate using
the modified DenseNet201 model.

Figure 6 depicts the accuracy result of the trained DenseNet201 model, and in
Fig. 7, the graph portrays the accuracy and loss of validation data and training data
over only ten epochs, and the graph also manifests that as the epochs are increasing,
the accuracy gets better and the loss gets decreased over the increasing epochs which
means the model is performing well.

Fig. 5 Receiver operating
characteristics curve (ROC)
of the DenseNet201 classifier
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Fig. 6 Screenshot of classification report of trained model

Fig. 7 Graph of training accuracy and loss

Based on the model’s performance, Fig. 8 shows the result related to the person
putting hand on their face instead of wearing a mask; which is also recognized as
without mask, whereas Fig. 9 represents the results related to the person with the

Fig. 8 Result of person while putting hand on face
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Fig. 9 Results with a mask

Fig. 10 Result of person without a mask

mask. Figure 10 shows predictions when a person is without a mask. These predic-
tions are done using cv2.VideoCapture(0), which helps in capturing the videos using
the webcam.

8 Managerial and Social Implications

This deployed approach conceivably adds to public places such as markets, shop-
ping complexes, educational institutes to provide help to the government officials to
ensure that nobody is violating the rules; moreover, it can also aid to stop the viral
transmission of the Covid-19, individuals to meet their ends by going toward their
respective works to earn money like earlier which also help country to uplift their
economy.

9 Conclusion

This paper uses an approach toward the face mask detection system using computer
vision and a deep learning tactic. Different pre-trained models like DenseNet201,
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InceptionResNetV2, ResNet101V2 are modified and used to detect a person with
or without a mask. But based on the overall result, DenseNet201 gives an excellent
performance in classifying the two different categories. The DenseNet201 modified
model is tested on real-time video analysis to identify a mask and is also capable
to detect the face mask when the person is in motion. As the proposed algorithm
attains 98.90% validation accuracy and recall of 99.22% followed by precision and
F1-score, i.e., 98.45 and 98.83%, respectively, on the given dataset (4096 images).
In the future, we will further try to add some new feature extraction techniques like
surf, kaze, color histogram, with the help of a machine learning algorithm that also
detects the type of face mask the person is wearing like a cloth mask, surgical, etc.
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Utilizing Deep Belief Network
for Ensuring Privacy-Preserved Access
Control of Data

Puneet Goswami and Suman Madan

Abstract Deep belief network is an unsupervised deep learning methodology of
neural networks and has gained increasing attention during recent years. In contrast
to conventional learning methods, deep learning is powerful methodology that is
greatly influencing cloud environments for model training purposes where collabo-
rative learning between different data sources exists. It is utilized for wide application
domains varying from health care to pattern or speech recognition. However, for the
healthcare data domains, the privacy and security issues are the major concerns
due to the presence of sensitive information regarding patient’s medical data during
collaborative learning phase. This paper aims at presenting an effective privacy-
preserved access control solution, called PPAC, for the collaborative healthcare data.
The overarching aim of improving privacy of health data is managed during three
proposed phases, namely user-registration, control setup, and validation. Encryption
and hashing functions are utilized for controlled access in collaborative cloud frame-
work. In addition, the deep belief network algorithm of deep learning is used for the
classification of cloud user as either genuine or attacker. This paper further elabo-
rated the performance analysis of PPAC to reveal its effectiveness on performance
metrics, such as precision, recall, and F-measure. The experiment results reveal that
the proposed PPACmethod provided best precision, recall, and F-measure of 0.9427,
0.945, and 0.9438, respectively.

Keywords Deep learning · Deep belief network · Access control · Privacy ·
Privacy preservation

P. Goswami
SRM University, Sonepat, India

S. Madan (B)
Jagan Institute of Management Studies, Sec-5, Rohini, Delhi, India
e-mail: madan.suman@gmail.com

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
A. K. Bashir et al. (eds.), Proceedings of International Conference on Computing and
Communication Networks, Lecture Notes in Networks and Systems 394,
https://doi.org/10.1007/978-981-19-0604-6_45

481

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-0604-6_45&domain=pdf
https://orcid.org/0000-0002-9545-7163
https://orcid.org/0000-0001-8145-9304
mailto:madan.suman@gmail.com
https://doi.org/10.1007/978-981-19-0604-6_45


482 P. Goswami and S. Madan

1 Introduction

One approach of machine learning that has pulled in a ton of consideration in
recent research is deep learning (DL) or deep neural network (DNN) due to its
unsupervised behavior especially for the cloud environments. The major domains
using deep learning applications in cloud environment include health indicators,
big data analytics, pattern or speech recognition, intrusion detection, etc. [1].
Cloud computing service-oriented architecture, distributed computing, and utility
computing environment actually motivated the deep learning involvement in training
models for collaborative learning. Cloud, pay-as-you-use environment liberates the
cloud customers frommaintenance expenses by leasing the remote resources instead
of buying hardware and thus increases the number of organizations and individ-
uals accessing the cloud [2]. This in turn facilitated collaborative learning on large
datasets wherein data is provided from different sources, for example, patients data,
laboratories data, or doctor’s data. Although the cloud computing has numerous
advantages, the security and the privacy still remain a major concern. Generally, the
data is controlled by the trusted administrator through the trusted servers that are
stored by the data owner, whereas the data is stored on the remote cloud servers
in the public cloud storage, which are controlled by the semi-trusted cloud service
provider. In the public cloud storage, the cloud servers cannot be trusted in the access
control of the privacy-preserved secure data as they are not in the data owner’s trusted
domains. Thus, the secure and privacy-preserved access control in the public cloud
storage has become a major challenge [3].

Most of the cloud storage system uses the server-dominated access control, such
as certificate-based authentication [4] and password-based authentication [5]. This
method trusted the cloud provider for the protection of sensitive data. The drawback
of the server-dominated access control is the policy of the owner for controlling the
user that lets the cloud providers as well as their employees to read the document
of the customer who may not be authorized to access sensitive data of customers,
such as deducing type of illness from health data of patients [6]. Additionally, the
cloud providers exaggerated the resource consumption and make the customers to
pay without any verifiable records as the system does not have the details regarding
the usage of the resource [7]. The existing method failed to satisfy the requirement
of the data owners to access the files on the cloud servers on their own hands and to
sustain the data confidentiality against the malicious users. Although the ciphertext-
policy attribute-based encryption (CP-ABE) methods access permission to the users
in controlling the cloud data, the single user cannot maintain the secret information
[8–11]. The existing methods failed to access the policy in a flexible and fine-grained
way. Each user is labeled by the attribute set in which the responsibility of the user
is expressed in a single attribute for the fine-grained access control [12]. The privacy
of the users can be increased by enhancing the privacy technologies that can offer
additional level of protection rather than relying only on laws and policies. In order
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to address the privacy concerns of users, several approaches like information manip-
ulation, privacy and context awareness, access control, and data anonymization. As,
the medical data is inevitable, there is a necessity to preserve the data.

The main contribution of this work is to ensure the privacy preservation access
control of the healthcare-related data in cloud usingDNN technique, specifically deep
belief network (DBN). In the cloud, the access control is done using encryption,
hashing, and so on. The steps involved in the access control mechanism are user
registration, control setup, and validation. Finally, the anomalous behavior is detected
using the deep belief network for the classification of the attacker and genuine user
in the cloud.

The rest of the paper is organized as: Sect. 2 describes the motivation from
existing privacy preservation and access control methods and the various research
challenges related to healthcare data, Sect. 3 discusses systemmodel for cloud, Sect. 4
explains proposed DBN-based privacy preservation method, Sect. 5 shows the result
and discussion of proposed DBN-based privacy preservation method, and Sect. 6
concludes the paper.

2 Motivation

2.1 Related Works

In the literature, the major motivation for this work is provided from the literature
related to privacy-preserved access control in cloud environment.

Trejo et al. [13] developed a DNS anomaly detection visual platform for the traffic
anomaly detection. This method interpreted the traffic continuously and tested on
the synthetic attacks successfully. In this work, the effectiveness of some techniques
used to limit the effects of DDoS attacks targeting DNS servers is analyzed and also
a set of measures to timely detect potential DDoS attacks against this service, such
as amplification, and reflection attacks, among others were proposed. However, this
method failed to reduce the latency of the system.

Chen et al. [14] designed hybrid supervised and unsupervised machine learning
methods for anomaly detection. The data classificationmethod (DCM) enables a self-
learning capability that eliminates the requirement of prior knowledge of abnormal
network behaviors and therefore can potentially detect unforeseen anomalies. They
introduced a self-taught mechanism that transfers the patterns learned by the DCM to
a supervised data regression and classification module (DRCM). The DRCM, whose
complexity is mainly related to the scale of the applied supervised learning model,
can potentially facilitate more scalable and time-efficient online anomaly detection
by avoiding excessively traversing the original dataset. Although this method had
higher anomaly detection rate along with lower false positive rate, it failed to detect
the anomaly for a greater number of attributes and for diverse failure scenarios.
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Xue et al. [12]modeled a combined data owner-side and cloud-side access control.
This method reduced the overhead using the probabilistic check in the resource
consumption. The introduction of this method provided a practical solution to the
EDoS attack. A practical threat model which provides the higher security was used.
However, this method had high computational complexity which became a major
flaw to the model.

Armbrust et al. [3] developed an attribute-based encryption (ABE) for securing
the access control of the data. This method had different attribute sets for gaining
permission for accessing the data. Although this method had efficient computational
overhead and storage, it was not implemented in real-time applications.

Harn andRen [5] developed a generalized digital certificate (GDC)which provides
user authentication and key agreement. The GDC is a simpler method than the X.509
public-key digital certification. This protocol maintains the enable authentication
technique and secure privacy of the digital certificate.

2.2 Challenges

The major challenges as per the present privacy-preserved access control techniques
for cloud computing applications are depicted below:

• The challenges like secure interoperability, semantic heterogeneity, and policy
evolution management should be addressed by the policy of the cloud [15, 16].

• The attribute-based encryption method secured the access control of the data, but
the implementation of the system in real time was an important challenge [3].

• Trejo et al. [13] exhibited the traffic anomaly detection using the DNS anomaly
detection visual platform interpreted the traffic continuously but the challenge lies
in the implementation of the system with low latency.

• Although the anomaly detection based on hybrid supervised and unsupervised
machine learning method provided higher detection rate, it failed to anomaly for
diverse failure scenarios [14].

3 System Model for Cloud

This section explains the system model for cloud for which the PPAC method is
proposed. Three stakeholders who are accessing the collaborative dataset include:
data server, cloud user, and cloud data owner. The cloud environment offers several
benefits to both the users and providers, varying from data processing services to
storage services. Since cloud data is outsourced to several third-party users, the
privacy becomes very much significant issue. The cloud server services that are
offered to its users include data management system, data storage agents, query-
mapper and handler for request and thus arise the need of maintaining privacy of
data by the data provider before passing it to the data storage agents. Figure 1 shows
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Fig. 1 System model showing users with their roles

system model that reflects the communication between three stakeholders involved
proposed privacy-preserved access control process.

4 Proposed Privacy-Preserved Access Control (PPAC)
Method

In this paper, an access control of the privacy preservation data is developed for
controlling the access of the cloud by the user and the detection of the anoma-
lous behavior. The block diagram of proposed PPAC method is explained in Fig. 2.
The proposed PPAC method gives access of DBN-based dataset only to genuine
or authorized users. The collaborative health data collected from patients, laborato-
ries, doctors, etc., is inputted to proposed model. The DBN layer added to proposed
model performs classification using the features extracted from the data packets of
the user and then validates that user accessing the dataset is genuine or attacker. The
proposed PPAC process involves three phases: registration phase, control setup and
validation phase, and DBN-based anomaly detection phase. The process involved in
every phase is explained in subsections below.

4.1 Registration Phase of PPAC Method

In the registration phase, the server and the user are registeredwith the cloud. Initially,
the user ID and password is generated in the cloud. The ID and password of the user
is then stored in the data server. Then, the stored user ID and password in the data
server is shared to the cloud data owner. The shared user ID and password is then
received and stored by the data owner of the cloud. After storing the information,
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Fig. 2 Block diagram of proposed DBN-based PPAC method

the data owner generates a user session password, which is then shared to the data
server. The shared user session password is then received and stored by the cloud
user. If the user session password in the cloud user and the data server is same, then
the user is registered in the cloud. Once the user is registered, the server ID and server
password is generated in the data server, which is shared to the data server of the
cloud. The data server stores the server ID and password. After storing the server
ID and password, the cloud data owner generates server session password. Then, the
server session password is shared to the data server. If the server session password
in both data server and cloud data owner is same, then the server is registered in the
cloud. Figure 3 shows the registration phase of the access control privacy preservation

Fig. 3 System process during registration phase
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Table 1 Comparison of different privacy techniques

Symbol Description Symbol Description

UID user identification UPS user password

U∗
ID user identification stored in the

data server
U∗
PS user password stored in the data server

U∗∗
ID user identification received and

stored by the cloud data owner
U∗∗
PS user password received and stored by

the cloud data owner

USP user section password U∗
SP user section password stored in the

data server

U∗∗
SP user section password received

and stored in the cloud server
SID server identification generated in data

server

SPS server password generated in
data server

S∗
ID server identification stored in the cloud

data owner

S∗
PS Server password stored in the

cloud data owner
SSP server session password generated in

the cloud data owner

S∗
SP server session password stored

in the data server

method. The notations used in registration phase process Fig. 3 are explained in Table
1.

4.2 Control Setup and Validation Phase of PPAC Method

The registration phase is followedby control setup and validation phase. In the control
setup and validation, there are two levels of verification. Initially, the private key of
the user is generated in the data server. The private key of the user is generated by
the modulation of the hashing function and the parameter n. The user private key is
expressed as,

KU = h(U ∗
I D//r) mod n (1)

where KU is the private key of the user, r and n are the random numbers. The KU

generated in the data server is then shared to both cloud data owner and cloud user.
After storing the user private key, the cloud user generates the control message m1.
The control message is generated by the encryption of the EX-OR between the user
ID and the concatenation of K ∗

U with U ∗∗
SP . The control message is given as,

m1 = E(UID ⊕ (K ∗
U//U ∗∗

SP)) (2)

where K ∗
U is the private key of the user stored in cloud user and cloud data owner.

⊕ is the EX-OR function. The control message from the cloud server is shared to
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the data server. The control message stored in data server is denoted as, m̃1. If the
control message in data server is same as that of cloud user, first level is verified.
For second-level verification, the server private key is generated by the cloud data
owner. The server private key is given as,

KS = h(S∗
ID ⊕ g//E(SPS)) (3)

where g is the random number. The server key generated by the data owner of the
cloud is stored by the data server as, K ∗

S . The control message m2 generated in the
data server is given as,

m2 = h(A//r) ⊗ (SID ⊕ K ∗
S) (4)

where A = 8x4 − 8x2 + 1, x = h(KU//r) ⊕ SID. The control messages m̃1 and m2

in the data server are shared to the cloud data owner and stored as, ˜̃m1 and m̃2.

˜̃m1 = E(U ∗∗
ID ⊕ (K ∗

U//USP)) (5)

m̃2 = h(A//r) ⊗ (S∗
ID ⊕ K ∗

S) (6)

If m̃1 = ˜̃m1 and m2 = m̃2, then the second level is verified. After the access
control, the data is communicated to the user through data packets. Figure 4 shows

Fig. 4 System process during control setup and validation phase
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the process of control setup and validation in access control privacy preservation
method.

Once the user is verified, the data packets are communicated from the user end
such that the anomalous user is detected using the data packets.

4.3 DBN-Based Anomaly Detection Phase of PPAC Method

This phase helps in detecting the anomaly behavior and determines whether the
user is genuine authorized user or not. Initially, the features are extracted from the
data packets and the extracted features include KDD feature duration, dst_bytes,
src_bytes, protocol type,wrong fragments, flag, and logged-in. The features extracted
in this initial process are described in Table 2. The extracted features are then given
to the DBN classifier for the classification of user into anomaly and genuine user.

Architecture of DBN:

The DBN layer consists of two RBM layers and a MLP layer. Each layer of DBN is
interconnected with neurons. The input features are multiplied with input neurons in
RBM1 to form the input of RBM2. The hidden weights of the RBM2 are multiplied
with the input of the RBM2 layer to form the input ofMLP layer. Finally, the features
are classified into the output of MLP layer to determine whether the user is anomaly
or genuine. For the classification, we are using the deep belief network. As the DBN
is pre trained, it is efficient in classification. Initializing the weights of all layers helps
in better optimization during the pre-training process. The greedy learning algorithm
is fast, efficient and learns one layer at a time. The training process is carried out
sequentially from the bottom-most layer. Fine tuning is done in this method which
helps to differentiate between different classes better. The optimal value can be
obtained by adjusting the weights during the fine-tuning process. This makes the
classification model more accurate. Figure 5 shows the architecture of DBN. The
input to the DBN classifier is represented as, p, which is the features extracted from
the user.

Table 2 Features extracted from connection

Feature name Description Feature type

Duration Connection length in number of seconds Continuous

dst_bytes Data bytes number from destination to source Continuous

src_bytes Data bytes number from source to destination Continuous

Protocol type Protocol used (TCP, UDP etc.) Discrete

Wrong fragments Number of wrong fragments Continuous

Flag Status of connection: error or normal Discrete

Logged-in Successfully login: “1” else “0” Discrete



490 P. Goswami and S. Madan

Fig. 5 Architecture of DBN

The input to the visible layer of RBM1 is the feature vector. In the input layer of
RBM1, the visible and hidden neurons are represented as,

b1 = {
b11, b

1
2, . . . , b

1
v, . . . , b

1
u

} ; 1 ≤ v ≤ u (7)

d1 = {
d1
1 , d

1
2 , . . . , d

1
w, . . . , d1

a

} ; 1 ≤ w ≤ a (8)

where the vth visible neuron and wth hidden neuron are denoted as, b1v and d1
w. The

RBM-1 layer consists of a hidden neurons and u visible neurons. The weights and
biases of the hidden and visible layer in RBM-1 are given as, G1 and B1. In RBM
1, the weights are initialized as,

V 1 = {
V 1

vw

} ; 1 ≤ v ≤ u ; 1 ≤ w ≤ s (9)

where the weight between the wth hidden layer and vth visible layer is given as, V 1
vw

and the dimension of the weight in the RBM-1 is given as, [u × a]. The input to
the visible layer of RBM-1 is the output from the hidden layer of RBM-1, which is
represented as,

d1
w = γ

[

G1
w +

∑

v

p1vV
1
vw

]

(10)

where the activation function is given as, γ and the feature vector is expressed as,
p1v . The output of RBM-1 is given as,

d1 = {
d1

w

} ; 1 ≤ w ≤ a (11)
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The input to the RBM-2 layer is the output that is generated from the hidden layer
in RBM-1. The weights generated in RBM-2 are represented as,

V 2 = {
V 2

ww

} ; 1 ≤ w ≤ a (12)

where the weight between wth hidden neuron in the RBM-2 and the wth visible
neuron in RBM-1 is given as, V 2

ww. The output of the RBM-2 is represented as,

d2
w = γ

[

B2
w +

∑

v

b2vV
2
ww

]

∀b2v = d1
w (13)

where the dimension of the weight vector generated in RBM-2 is given as, [a × a].
The bias with respect to wth hidden neuron is given as, B2

v . The output generated
from the hidden layer of the RBM-2 is given as the input of the MLP layer, which is
represented as,

d2 = {
d2

w

} ; 1 ≤ w ≤ a (14)

In the MLP layer, the input is expressed as,

x = {x1, x2, . . . , xw, . . . , xa} = {
d2

w

} ; 1 ≤ w ≤ a (15)

where the neurons in the input layer are represented as, a. The hidden layer of MLP
with C hidden neurons is given as,

y = {y1, y2, . . . , yi , . . . , yC } ; 1 ≤ i ≤ C (16)

Let us assume the bias of the ith hidden neuron as, Ri . The output from the MLP
layer is given as,

Z = {z1, z2, . . . , zl , . . . , ze} ; 1 ≤ l ≤ e (17)

where the neurons in the output layer of the MLP are given as, e. The weight vectors
N 1 in the MLP layer are the weight that links the hidden and input layers, whereas
N 2 is the weight that links the output and hidden layers. The weight vector N 1 is
given as,

N 1 = {
N 1

wi

} ; 1 ≤ w ≤ a ; 1 ≤ i ≤ C (18)

where the size of N1 is [a × C] and the weight between the ith hidden neuron and
the wth input neuron is given as, W 1

wi . The computed output is given as,
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Pi =
[

a∑

w=1

N 1
wi ∗ xw

]

Ri∀xw = d2
w (19)

where the hidden neuron bias is given as, Ri . The weights between the output and
the hidden layer are, N P , and it is given as,

N P = {
N P
il

} ; 1 ≤ i ≤ C ; 1 ≤ l ≤ e (20)

The final output from the MLP layer is represented as,

Zl =
C∑

i=1

N P
il ∗ Pi (21)

The output from the DBN classifier demonstrates that the user is either genuine
or attacker using the features extracted from the data packets of the user.

5 Results and Discussion

This section depicts the results and discussion of the developed DBN-based privacy
preservation of access control method to evaluate effectiveness of performance with
existing approaches using Cleveland dataset. The performance of the developed
model is evaluated in terms of precision, recall, and F-measure. The experimen-
tation of proposed PPAC method is performed in Java software that runs in PC with
Windows 10 OS. The dataset employed for the experimentation is Cleveland from
heart disease dataset from UCI machine learning repository [17]. The Cleveland
dataset contains 76 attributes and 303 instances; however, 14 attributes out of them
are mostly used for research. The attributes include sex, age, type of pain, blood
pressure range, cholesterol, and so on. Age is described in years, and sex is indicated
by “1” and “0”. The integer “1” indicates the male, and “0” indicates the female.

5.1 Evaluation Metrics

The performance of developed DBN-based privacy-preserving access control model
is evaluated based on the metrics, such as precision, recall, and F-measure.

(a) F-measure: It is a measure, which calculates the weighted harmonic average
of recall and precision.
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F-measure, f = 2 + mn

m + n
∗ 100 (22)

where m depicts the precision, and n depicts the recall.

(b) Precision: Precision depicts the ratio of true positive rate (TPR) and the sum
of the true positive and false positive rate (FPR).

Precision, m = s1
S1 + S2

(23)

where S1 indicates the TPR and S2 indicates the FPR.

(c) Recall: Precision depicts the ratio of true positive rate (TPR) and the sum of
the true positive and false negative rate (FNR).

Rec all, n = S1
S1 + S3

(24)

where S1 indicates the TPR and where S3 indicates the FNR.

5.2 Comparative Methods and Analysis

This section depicts the existing techniques utilized for the comparative analysis
in order to evaluate the effectiveness of developed model. The existing approaches
employed used in this work are: neural network (NN) [18], support vector machine
(SVM) [19], and naïve Bayes (NB) [20]. The comparison of developed DBN model
is performed based on precision, recall, and F-measure.

Analysis of evaluation metrics with number of features = 4

This section depicts the comparative analysis of performancemetrics with number of
features = 4 by varying the training data. Figure 6a shows the comparative analysis
of developed DBN model based on accuracy by varying the training data. When the
training data is 90%, the precision value obtained by the developed DBN model is
0.942, and the existing approaches, like NN, SVM, and NB, achieved the precision
value of 0.846, 0.882, and 0.898, correspondingly.

The performance improvement achieved by the developed DBN model with
existing approaches like NN, SVM, and NB based on precision is 10.17, 6.37, and
4.66%. Figure 6b shows the comparative analysis based on recall value achieved by
the developed model through varying the training data. The recall value achieved
by the developed model is 0.936 with training data = 80%, whereas the existing
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Fig. 6 Comparative analysis when number of features= 4, a Precision, bRecall, c F-measure with
respect to the training percentage

approaches, such as NN, SVM, and NB achieved the recall value is 0.804, 0.843,
and 0.884with training data= 80%. The performance improvement of the developed
DBN model with existing approaches like NN, SVM, and NB based on recall value
is 14.10, 9.87, and 5.46%. Figure 6c depicts the comparative analysis of developed
DBNmodel based on F-measure by changing the training data. The developed DBN
model achieved the F-measure value is 0.924, and the existing approaches like NN,
SVM, and NB achieved the F-measure value of 0.759, 0.831, and 0.877 while the
training data is 70%. The performance improvement attained by the developed DBN
model with existing approaches is 17.91, 10.06, and 5.14%.

Analysis of evaluation metrics with number of features = 8

This section depicts the comparative analysis of performance metrics with number
of features = 8 by varying the training data. Figure 7a shows the comparative anal-
ysis based on precision value achieved by the developed model through varying the
training data.

The precision value achieved by the developed model is 0.942 with training data
= 90%, whereas the existing approaches, such as NN, SVM, and NB, achieved the
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Fig. 7 Comparative analysis when number of features= 8, a Precision, bRecall, c F-measure with
respect to the training percentage

precision value is 0.846, 0.882, and 0.898with training data= 90%. The performance
improvement of the developed DBNmodel with existing approaches like NN, SVM,
and NB based on recall value is 10.20, 6.39, and 4.64%. Figure 7b depicts the
comparative analysis of developed DBN model based on recall by changing the
training data. The developed DBN model achieved the recall value is 0.917, and the
existing approaches like NN, SVM, andNB achieved the recall value of 0.715, 0.825,
and 0.865 while the training data is 50%. The performance improvement attained
by the developed DBN model with existing approaches is 22.01, 10.08, and 5.72%.
Figure 7c shows the comparative analysis of developed DBN model based on F-
measure by varying the training data. When the training data is 70%, the F-measure
value obtained by the developed DBN model is 0.925, and the existing approaches
like NN, SVM, and NB achieved the F-measure value of 0.758, 0.831, and 0.877,
correspondingly. The performance improvement achieved by the developed DBN
model with existing approaches like NN, SVM, and NB based on F-measure is
18.02, 10.14, and 5.12%.

Table 3 illustrates the comparative discussion of the developed DBN method.
Based on the number of features = 4, the precision value achieved by the developed
model is 0.9427, and the precision value achieved by the existing techniques such
as NN, SVM, and NB method is 0.8467, 0.8826, and 0.8987, respectively, while the
training data is 90%. When the training data is 90%, the recall and F-measure value
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Table 3 Comparative discussion

NN SVM NB Developed PPAC

Number of features = 4 Precision 0.8467 0.8826 0.8987 0.9427

Recall 0.8525 0.8826 0.8944 0.945

F-measure 0.8496 0.8826 0.8965 0.9438

Number of features = 8 Precision 0.8462 0.8821 0.8986 0.9424

Recall 0.852 0.8821 0.8944 0.9454

F-measure 0.8491 0.8821 0.8965 0.9439

obtained by the developed DBN model are 0.945 and 0.9438, whereas the recall
value achieved by the existing approaches like NN, SVM, and NB is 0.8525, 0.8826,
and 0.8944 and the F-measure value achieved by the existing approaches are 0.8496,
0.8826, and 0.8965, correspondingly.

6 Conclusion

In this paper, an access control model is developed for privacy preservation of the
medical data. Three significant entities, like cloud user, cloud data owner, and the data
server, are developed for cloud storage mechanism. The steps in the access control
mechanism include user registration, control setup, and validation. The access control
of the cloud is done through the functions, like encryption, hashing, and so on. Finally,
the anomalous behavior is detected using DBN, which classifies the user in the
cloud as genuine user and attacker. The unauthorized access of the sensitive medical
data that is stored in the cloud is protected using this method. The analysis of the
proposedDBN-based privacy preservationmethods is done based on the performance
measures, such as precision, recall, and F-measure. The proposed method provided a
maximal precision, recall, andF-measure of 0.9430, 0.9454, and 0.9442, respectively,
when compared to other existing methods. The future enhancement can be done by
including more advanced classifiers for the classification.
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Wild OCR: Deep Learning Architecture
for Text Recognition in Images

J. Amudha, Manmohan Singh Thakur, Anupriya Shrivastava,
Shubham Gupta, Deepa Gupta, and Kshitij Sharma

Abstract With the emergence of the Industry 4.0 known as “smart factory”, visual
intelligence plays a vital role in various automation-related applications. Entrenched
texts in images give plenty of information,which can be utilized inmany applications.
Various methods and technologies are existing in the realm of text extraction from
the images. But due to diversity in arrangement of texts, scene background, shape,
size, space, style variations, it is still a challenging task. In the past years, many
researchers have been independently analyzing and solving issues related to detection
and recognition of texts embedded in natural Images. This paper focuses on an end-
to-end deep learning model for text detection and recognition in vehicle number
plates. The proposed model’s objective is to read text information in challenging
car number plates. The model has been compared across state-of-the-art models to
understand its advantages and limitations in cases of horizontal, perspective texts
along with Indian/foreign car number plates.

Keywords Detection · Recognition · Deep learning · CNN

1 Introduction

Industry 4.0 is the prevailing trend of automation and data exchange in engineer-
ing technologies. The fourth generation (nowadays) is employing a combination of
Internet of Things and cyberphysical security system for converting the traditional
machines to self-aware and self-learning machines so that their total performance
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Fig. 1 Samples of Foreign/Indian car number plates

can get more improved, and also it can manage interactions efficiently [1]. This work
proposes a deep learning pipelined architecture to solve the problem. The end-to-end
scene text-recognition system, deep neural network, detects the regions of texts in an
image followed by a deep neural network module to recognize the textual content.
There are methodologies where deep neural network (for both detection and recog-
nition steps) is trained for end-to-end recognition of texts in a semi-supervised way.
The architecture suggested here follows a deep learning pipelined model of utilizing
CNN architecture for detection and LSTM architecture for recognition. Moreover,
the primary focus is on irregular texts like little blurred, oriented, or perspective style
as shown in Fig. 1 (first, second images are little blurred, third image is oriented with
dim light, and fourth image is perspective) along with regular texts.

For text detection, a convolution neural network (CNN) model is leveraged for
extracting feature maps from a natural image and for text recognition, sequential pre-
diction is performed using an LSTM architecture . The CNN-based model [2] as a
detectionmodule, based on instance segmentationmethod and the LSTM-based deep
learning model [3] as a recognition module based on an arbitrary oriented network
[4],whichprovidesword-based accuracy.Here, an end-to-end text-recognitionmodel
has been implemented using deep learning technology, which comprises text detec-
tion and recognition modules for the automation processes of industries with high
accuracy. In this implementation, a pre-trained model has been taken as a detection
module and recognition module has been designed and trained for optimized param-
eters and hyperparameters. Initially, text regions get detected and further cropped by
a cropping algorithm. Then the cropped images are given to the recognition module
where texts get predicted. Here the models are implemented in Python with Ten-
sorFlow framework. Images are considered in .jpg format. The use case is taken
as car/vehicle number plate recognition systems. The model’s performance is com-
pared on several benchmarks along with use case. Further, this paper comprises the
following sections: Sect. 2 shows the literature survey (background works) for vari-
ous text detection and recognition models. Section 3 defines the system architecture
along with the layer’s description. Section 4 elaborates the implementation and result
analysis, and Sect. 5 presents conclusions and future works of the system.
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2 Related Work

Reading texts in scene images is a very challenging topic in the applications of com-
puter vision. In this section, a short introduction is given for background research in
the area of text detection and recognition methods based on deep learning networks
only. The literature survey looks at two aspects of model, one with single (same
module for detection along with recognition) deep neural networks and second as
combined (detection and recognition are separate modules) deep neural networks.
Deng et al. [2] have focused on the detection of texts in natural images. They have
used instance segmentation rather than traditional semantic segmentation for sepa-
rating very closed text instances. The model requires very fewer training iterations
and less training data. Cheng et al. [4] have presented an end-to-end trainable net-
work called as arbitrary-oriented network (AON), which uses images along with
word-level annotations for the training. The model focuses on extraction of deep
features from text images, in horizontal and vertical directions. This model utilizes
LSTM architecture for producing word-level accuracy. Liu et al. [5] have described
a systemwhich detects and recognizes the texts from image simultaneously. Unique-
ness of this work is Region of Interest (RoI) rotate. They have trained both the tasks
detection and recognition in a combined way, so that both can get benefited with
each other. Ma et al. [6] have described an end-to-end detection system based on
rotation approach. The key point of this paper is Rotation Region Proposal Networks
(RRPNs), which generate inclined proposals with the information of orientation
angle of text. Liao et al. [7] have described the single-shot-oriented detector (SSD)
named Textboxes++. Basic idea behind this is: object detection algorithm single-
shot-oriented detector (SSD). They have proposed superior designs for adjusting
single-shot-oriented detector (SSD) networks for detecting capably oriented texts in
scene images. Model uses a word bounding box with quadrilateral through a single
neural network. Tang et al. [8] have described the text detection mechanism based on
stroke feature transform using super pixels concepts and region classification using
deep learning concepts. The first module is responsible for extracting candidate char-
acter regions and the second module is responsible for identifying character regions.
Shi et al. [9] have proposed a model which comprises text-rectification and text-
recognition network. This model is trained end-to-end with only images and ground
truth annotations. It comprises an encoder and decoder module following a tradi-
tional sequence-to-sequence model. Bartz et al. [10] have proposed the model based
on a semi-supervised neural network, which is end-to-end optimized. It has a single
deep neural network, which checks the line of texts, words, and single character
independently of each other. They have experimented on both character recognition
along with word recognition. Shrivastava et al. [3] focuses on word-based recogni-
tion systems. The model uses CNN architecture which is based on the AON model
[4]. Here, model has been trained on Amazon web services (AWS) platform using
synth90k dataset [11]. Use cases considered are: sign boards, consumer products,
vehicle number plates, some random images, etc. The best result was obtained at
390,000 iterations. Models [12–14] are based on recognition of different languages



502 J. Amudha et al.

texts.The models discussed in the literature survey either use separate deep learn-
ing modules for detection and recognition or end-to-end deep learning modules for
detection and recognition. Models [5, 7, 15] are based on end-to-end recognition
of texts in images. Models [2, 6, 8] are representing individual detection modules.
Models [3, 4, 9] represent individual recognition modules. Our model is extended
work of [3]. Here, we have implemented an end-to-end recognition model mainly for
vehicle number plates as use case, along with some standard datasets of challenging
texts.

Along with standard detection and recognition datasets, car number plate dataset
has been considered, which have two categories: standard and self-created. Standard
car dataset includes 100 images of foreign cars and self-created dataset (captured by
normal phone camera in day time) includes 100 images of Indian car number plates.
All the car images are of size 300× 300 in jpg/png format. Samples of car images
are shown in Fig. 1 (first, second images represent foreign car dataset, and third,
fourth images represent Indian car dataset).

3 Implementation

The implementation of the model is performed on system with configuration:
Intel core i7-4770 processor, NVIDIA GeForce GTX TITAN Black GPU, 8 CPU
@3.40GHz CPU, 32GB RAM. The project is encoded using Python language. Base
OS is Ubuntu 16.0 (a Linux-based system). This end-to-end recognition model com-
prises a two-stepmethod, one step for detecting texts and another one for recognizing
text in scene text images. This system has two trainable modules, each for detection
and recognition as shown in Fig. 2. The detection system is further integratedwith the
cropping module to provide cropped text images as an input to recognition module.

1. Detection module: Initially, input images are pre-processed, where it is resized
to 1280× 720 pixels. After pre-processing, images are directed for ground truth
calculation of text regions using checkpoints. Then, it is passed to the detection
modulewhich is a pre-trainedmodel [2]. Training loss is considered for text/non-
text prediction, and link prediction is given below:

a. Pixel prediction:

Lpixel = 1

(1+ r)s
W Lpixel.ce (1)

Fig. 2 Block diagram of
text-recognition model
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where Lpixel.ce = matrix of cross-entropy loss of text/non-text prediction
W = weight matrix
S = Instance area
r = negative positive ratio.

b. Link Prediction:

L link = L(link positive)

rsum(Wpositive link)
+ L(link negative)

rsum(Wnegative link)
(2)

where L(linkpositive)= loss on positive links
L(linknegative)= loss on negative links
W (positivelink)= weight of positive links
W (negativelink)= weight of negative links
rsum= reduced sum.
The text regions are masked, which generates three pieces of information:
text detected stored in compressed format, text file with x, y coordinates
visualization folder (includes bounding boxes of texts) followed by an IOU
(intersection over union) which is used to check the detection accuracy.

2. Cropping module: This is an intermediary stage where cropping algorithm has
been used to crop the text regions. Cropping module first checks whether bound-
ing boxes are present in the image or not. If bounding boxes are present, then it
crops the texts regions and saves them in a specified folder. The relative path of
each and every cropped image gets saved in TAGS File. This TAG file is further
used for recognition modules.

3. Recognition module: The TAG file provided by the cropping module is pre-
processed first; then it is given to decoder, LSTM (long short-term memory)
whichpredicts the character sequence. Synth90kdataset of size 8million cropped
images has been used to train this model [12]. Training loss function L is given
below:

L = ln P( Y |I, θ) (3)

This is the loss function during the training of the whole network, where I is the
image, θ is the combined parameters used in the whole network and Y is the ground
truth of Y th character.

The recognition module is tested based on word accuracy instead of character
accuracy. Word accuracy of recognition is given as:

Word-Accuracy = Correctly-recognized-word

Total-words
(4)

The Wild OCR model has been tested on various real-time use cases with good
accuracy.
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4 Result Analysis

In this section, performance of Wild OCR is discussed. The performance measures
used are IOU (intersection over union) for detection and OCR accuracy for recog-
nition (word level). The use case considered for testing the Wild OCR system is car
number plates as shown in Fig. 3. Here, first two images are of foreign car number
plates, and last two images are of Indian car number plates. The test case has been
chosen to exhibit the systems performance in case of variation in fonts, styles, size,
etc.

(a) Test Cases
(b) Performance of End-to-End Module: Intermediate results are shown in Fig. 4

(cropped text images) for given test cases.

Table 1 shows that the model satisfies the recognition process very well for hori-
zontal/perspective/little blurred/dim light texts. This model is suitable for all the test
cases. Broadly, we have worked on vehicle number plate datasets, and it performs
very effectively. However, some challenging cases like very blurred texts, symbols,
texts in different languages other thanEnglish are not recognizedwell. For fancy texts
(different font style texts), an example is shown in failed case segment of Table 1,
where the model has interpreted different letters for the whole text.

Wehave tested and validatedWildOCRmodel for datasets: ICDAR2015 andSVT
along with car number plates. Table 2 shows the testing results of our implemented
model on various datasets. Here, 2245 images for IC15, 1187 images for SVT, 100
images for foreign cars and for Indian cars also 100 images are taken as input without
changing the original image size. Our model performs very well on various datasets
which will be very useful for industrial use cases.

Fig. 3 Samples of datasets used as test cases

Fig. 4 Intermediate results: cropped images of test cases



Wild OCR: Deep Learning Architecture for Text . . . 505

Table 1 Recognition results on different car number plates

1. Number plate (SI-819AK)

Inputs Recognition Challenges

Image 1–2 SI 819AK (true) Little blurry

2. Number plate (N0-450AM)

Inputs Recognition Challenges

Image 3–4 NO 450AM (true) Perspective

3. Number plate (KA 51 MG 9078)

Inputs Recognition Challenges

Image 5–6–7–8 KA 51 MG 9078 (true) Dim light text

4. Failed case-number plate (UP 32 CX 8055)

Inputs Recognition Challenges

Image 9 BOSS (false) Different font style

Table 2 Accuracy comparison on different datasets

S. No. Datasets Recognition
(accuracy% )

Challenges

1. ICDAR 2015 53 Perspective

2. SVT 78 Different font style

3. Foreign Car number
plates

56 Perspective, blurred

4. Indian Car number
plates

70 Perspective, blurred

5 Limitations and Future Work

An end-to-end Wild OCR model has been discussed which utilizes a combination
of CNN and LSTM deep learning architecture. The system is able to detect and
recognize texts in horizontal/perspective/oriented style,making it suitable for various
industrial use cases. The text detection is currently restricted to English language and
will be extended to other languages. The model has to explore the limitations (e.g.,
license plate recognition: two-line number plates, fancy number plates, etc.), and it
should be tested and validated for other use cases, e.g., sign boards, consumer goods,
random images, etc., in the future.
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ScamBlk: A Voice Recognition-Based
Natural Language Processing Approach
for the Detection of Telecommunication
Fraud
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João C. Neves, Hugo Pedro Proença, and Mithileysh Sathiyanarayanan

Abstract Telecom fraud has consistently caused extreme economic losses to
telecom clients all around the world for years. Scammers use a wide variety of
sophisticated techniques, making them indistinguishable from a harmless caller to
access the victims’ details or money. A voice recognition-based natural language
processing-infused machine learning approach, ScamBlk, is proposed which uses
real-world call content derived from the call audio. The audio from the call is used
as input and is transcribed into the textual form which is further pre-processed and
fed to the machine learning model. The machine learning model uses an ensemble
approach deploying the bagging of a sequential model long-term short-termmemory
network and a linear model of support vector machine to classify the scam phrases
in the phone conversation. The machine learning model is trained using a custom
dataset with scamphrases obtained fromvarious online sources. The ensemblemodel
is found to be superior to other machine learning approaches obtaining an accuracy
of 97.08%, allowing us to conclude that the ScamBlk approach is efficacious in
detecting potential scam calls.

Keywords Call · Ensemble learning ·Machine learning · Natural language
processing · Spam · Transcribing · Voice spam
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1 Introduction

The number of smartphones and the users for smartphones is rising meteorically
every passing day. Unfortunately, with this increase in the number of smartphone
users, there is also an increase in the number of malicious fraudulent or scam calls
that can potentially steal and misuse essential data like credit/debit card information,
essential sites login details social security number, etc.

The scam calls have evolved to the point to which they are not distinguishable
from legitimate calls. As a result, the number of victims of such fraud has steadily
increased. Moreover, the contents of the call, i.e., the way the scammer converses
and the terms they use, sound very similar to how a real would sound. Hence, it’s
difficult for people who are unaware of identifying such calls as a scam. Therefore,
there is a dire need for effective solutions to help detect and prevent these scam calls,
which threaten the fundamental human right of privacy.

Motivation. Conventional telecommunication scam identification techniques rely on
naïve strategies based on call data records for extracting features such as call duration,
frequency and phone number location. However, the scammer may exploit loopholes
by changing his phone numbers and devising other techniques to make the call data
record look innocuous. Therefore, to effectively combat telecommunication scams,
there arises a need for the usage of the content of the phone calls, i.e., the phrases
and specific keywords uttered by the scammer in the duration of the phone call.
This content-based approach for telecommunication fraud enables better accuracy in
results and helps devise a fool-proof system compared to traditional techniques that
the scammermay subvert. In particular, the audio data fromvoice calls are an accurate
source for deriving the content of the voice calls, which may be further used to detect
fraudulent calls as fraudulent. Considering this, machine learning algorithms can be
exploited to detect the aforementioned scam phrases when a plethora of call data is
available. Thereby, a voice recognition-based approach that uses natural language
processing (NLP) and machine learning techniques may prove to be effective in
detecting scam calls.

Contribution

• ScamBlk is a voice recognition-based framework for telecommunication scam
detection that employs NLP to detect telecommunication scams.

• The model is trained using a custom-made dataset with scam phrases scraped
from various sources from the World Wide Web.

• The model uses the voice data of phone calls, pre-processes the audio and
transcribes the audio into textual form.

• The textual data is subject to pre-processing by the usage of tokenization and
vectorization and is fed into an ensemble machine learning model.

• The machine learning models used are the long short-term memory networks
(LSTMs) and the support vector machine (SVM).

• The scam content is flagged with respect to a threshold set, and the user is alerted
if the threshold is breached.
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• The model is deployed as a service using the Flask API for ease of use for the
user.

Organization. The remainder of the paper is structured as follows; the second section
highlights the relevant research associated with the topic of voice scam detection.
The third section illustrates the system architecture and proposed methodology of
the system. The fourth section deals with the implementation and the result analysis
for the proposed approach. The fifth section concludes the paper and is followed by
the references.

2 Related Works

Zhao et al. [1] propose a methodology to detect fraudulent calls by the usage of the
description of phone calls from news reports and posts on social media; machine
learning algorithms like TF-IDF, logistic regression and neural networks validation
are used to train a model which extracts the keywords related to the scam from
the text by use of detection of patterns in the text. Huichen et al. [2] propose an
application-based fraudulent call detection system; call-based features were used to
train a machine learning model using vanilla neural networks and logistic regression
with parameters based on the features to evaluate the reputation factor for a phone
call. Ali et al. [3] have put forward a semantic-based approach to detect telecommu-
nication fraud based on social engineering attacks using scam signatures; the scam
signatures are automatically definedbasedon clusteringutilizingK-means clustering.
Bordjiba et al. [4] describe a data-driven approach for telephony threat analysis to
detect fraudulent phone calls by complaints received about the phone number. Xing
et al. [5] propose a method to detect fraudulent phone calls with the aid of deep
learning. A classifier is developed using the call detail records. Javed et al. [6] devise
a novel strategy to combat fraudulent calls by using a framework “N-Combat” where
caller reputation is computed using a variety of factors like the call duration, received
feedback and the participants of the communication. Yuhong et al. [7] build a frame-
work DeMalC that uses call data records and a variety of other features associated
with the call to detect fraudulent calls in a machine learning-infused approach. Mine
et al. [8] provide an approach to classify fraudulent phone calls utilizing clustering
with the usage of call data records which contain a total set of 97 features. PCA
algorithm is used to reduce the dimensionality of the features. Balduzzi et al. [9]
propose a methodology to detect telecommunication fraud by developing a tool to
collect fraudulent calls and text messages. The unsolicited messages and calls are
further analyzed using transcription using a tool and subject to a hierarchical clus-
tering algorithm. Arafat et al. [10] introduce a methodology to detect a special kind
of telecommunication fraud; ensemble machine learning has been used to detect this
type of fraud. The machine learning algorithms AdaBoost, XGBoost and random
forest algorithm are used for evaluating the dataset. Similar methods for fraudulent
call detection are furnished in [11–15].



510 M. Nandakumar et al.

3 Proposed System Architecture

Figure 1 elucidates the proposed system for the detection of fraudulent phone calls.
The system comprises six phases: user input, audio chunking, audio pre-processing,
transcribing of call data, text pre-processing and prediction.

Firstly, the data is input as an audio file of the .wav format, which one can easily
connect using the endpoint of the flask API. Flask is a Python framework that allows
developers to control how users access data completely. It handles HTTP requests
from users. This audio file is in essence, the audio recording of the phone call. The
voice data is then subject to chunking, i.e., splitting the audio into separate segments
based on an interval in the audio source. This is done to enhance the speech features.
The chunking is done concerning the pauses in the call after every phrase is uttered.

Secondly, the audio is pre-processed by subjecting to tokenization, which converts
the raw wav format file of the audio to signal data compatible to be predicted by the
Wav2Vec2 model in the transcription phase. In the transcription phase, the audio
contents are transcribed, i.e., converted to a textual form that facilitates the process
of natural language processing.

The model training is performed using a custom-made dataset compiled from
various online resources like social media articles, news clippings, scam call record-
ings and magazine reports of the different phrases used in a scam call (https://git
hub.com/ManojN22/voiceBlk-dataset). The text extracted is then subject to pre-
processing, where stemming and stop word removal are done. The stemming is
done to remove the prefixes and suffixes of a word and reduce it to its base form,
while the stop word removal is done to remove various stop words like and, for, the,
etc. so that the emphasis is given to the important words present in the textual data.

Before the data is fed into the machine learning model the two different machine
learning models are used, the LSTM and SVM models require different pre-
processing methods. The LSTM model is a custom artificial neural network and
the words from the text are subject to tokenization, which allows the conversion
of complex paragraphs into fixed-size features that can be input to the NLP model

Fig. 1 System architecture design for the proposed ScamBlk model

https://github.com/ManojN22/voiceBlk-dataset
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and also padding is done which adds zeros to the end of the sequence of tokenized
texts to make the sample size the same. The textual data is subject to vectorization
regarding the SVM model, which converts a set of raw documents into a TF-IDF
feature matrix. The data is then fed into the machine learning model, an ensemble
of the LSTM and SVM machine learning models. The LSTM model is RNN with
embedding layer, spatial_dropout1d layer, LSTM layer and dense layer. The SVM
model is a linear classification model. Before feeding the data feature selection, we
choose the features in our data that have the greatest impact on the target variable, i.e.,
the best predictors for the target variable are selected. Both models bring a different
aspect from the conversation’s content and produce a more accurate prediction. A
threshold of 0.5 is used for discriminating between a scam and real content in the
call, such that if the content of the call exceeds the threshold value, the user is notified
of the call being a scam phone call, which is subsequently sent using the Flask API.

4 Implementation and Result Analysis

The implementation of the proposed spam detection coupledwith audio transcription
was implemented in Python using Jupyter notebook, using a computer with an i7
4.0 Ghz Intel CPU, 16 GB RAM and 10 GB of disk drive storage. The Sklearn
machine learning library was used for the implementation of ensemble models. The
dataset used in this model was taken from various online sources like social media
articles, news clippings and magazine reports and devised using an HTML-based
WebCrawler BeautifulSoup, comprising 3000 spam data in addition to 7000 non-
spam data in total.

The PyDub Python package facilitates the AudioSegment Python module. To
assess the performance of telecom fraud detection, we premeditated a few experi-
ments to perceive it. This study calculated telecom fraud linked interchanges. We
planned ten dialogues grounded taking place from the soundtracks on the Internet
that are telecom fraud. We tested ten samples of the conversations that used clear
English in addition to four conversations with unclear English. Among the calls,
eight calls were distinguished as a scam. It states that the algorithm was able to
detect 80% of fraudulent calls using English. Among the calls with unclear English,
only one call was spotted as a scam. The foremost cause for this singularity is that
the recognition accuracy rests on the eminence and quality of dialogue recognition.
Therefore, as soon as the caller uses ambiguous language, the dialogue recognition
algorithm is not able to return the precise transcript. However, in the future, through
the advances in the power of speech recognition technology and the enhancement
of recognition exactness, the uncovering accuracy of fraudulent calls by our model
will burgeon.

Further, the efficiency of the LSTM and SVM algorithms was tested. The system
was first tested on both the algorithms independently, and though the performance
was appreciable, the independent usage of these algorithms triggered false posi-
tives occasionally. When used in tandem, the number of false positives triggered
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Table 1 Comparison of the performance of the proposed method with other machine learning
approaches

Search technique Accuracy % Precision % Recall % F-measure

Random forest 90.12 87.60 92.65 90.05

Decision tree 91.62 88.70 94.55 91.53

XGBoost 92.96 91.15 94.77 92.92

ScamBlk (LSTM + SVM) 97.08 96.53 97.64 96.32

had substantially reduced, thereby making the model much more efficient. In our
experiments, the metrics used for evaluation are the F-Measure, recall, accuracy and
precision. Recall is denoted as the percentage of the retrieved and significant true
positive class to the overall sum of recovered true and false positive class and suitable
in curtailing false negatives is the focus. The main attention is that the portion of true
positive recovered besides valid toward the whole sum of relevant positives is called
precision and suitable for curtailing false positives. Precision, recall, accuracy and
F-Measure are defined in Eqs. (1)–(4), which are used to quantify the performance
of the proposed approach.

Recall% = True sum of Positives

True sum of Positives+ False sum of Negatives
(1)

Precision% = True number of Positives

True number of Positives+ False number of Positives
(2)

Accuracy% = Precision+ Recall

2
(3)

F-Measure% = 2(Precision × Recall)

(Precision + Recall)
(4)

Table 1 illustrates the performance exhibited by the proposed approach ScamBlk
when compared with other machine learning algorithms. The algorithms used were
random forest, decision tree andXGBoost algorithmswith the proposed systemusing
an ensemble approach involving theLSTMandSVMalgorithms.All themodelswere
tested on the same dataset in the same testing conditions.

The random forest produces the lowest recall, precision, F-Measure and accuracy.
The lowest precision value is mainly because this algorithm uses statistics features
such as Call Detail records and not the actual text, which decreases the accuracy of
the model. Regarding the lack of actual text and NLP model makes the accuracy of
90.05 comparatively low. The decision tree algorithm’s performance is also low due
to the use of imbalanced data. For instance, if we have 50,000 spam datasets and
1000 non-spam datasets, it causes a bias toward spam. Due to this issue, decision tree
yields low accuracy when compared. XGBoost is a boosting algorithm grounded on
a gradient boosted decision tree algorithm. XGBoost presents a better-regularized
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Fig. 2 Performance evaluation for different algorithms employed

technique to diminish overfitting. Decision tree uses a series of learning algorithms
alone and a very high complexity-based XGBoost, making the approach compu-
tationally complex. However, infusing voice recognition and NLP in the proposed
model is highly commendable, explaining why it has comparatively higher recall,
precision, accuracy when related to other models.

Figure 2 depicts the results of the proposed ScamBlk system compared with the
XGBoost, decision tree and random forest system, where a significant performance
improvement can be noticed. The graph tells us that the proposed system has higher
precision and accuracy. Hence, a method for Telecom Spam detection is offered
by ScamBlk, which is an efficient and cost-effective approach. This is because this
approach uses voice recognition and NLP infused with the machine learning model.
LSTM + SVM is used for detecting spam content in call recording in addition to
text data. Thereby, supplying the need for auxiliary data and background data as a
result and voice recognition brings diversification of results in audio data.

5 Conclusion

Fraudulent or scam phone calls continue to pose a threat to the privacy and secu-
rity of the user, and with newer malicious threats evolving every day related to
such scams, effective detection becomes a challenging task. This work introduces
a voice recognition-based NLP-infused machine learning framework (ScamBlk) for
detecting scam calls. This method makes use of the content of the call, where audio
data from the call is split into segments based on pauses and is subject to pre-
processing. It is transcribed into the textual form, subject to text pre-processing
and fed to an ensemble machine learning model employing the LSTM and SVM
machine learning algorithm, which flags the call as a scam based on a set threshold.
The approach involving this algorithm exhibited better performance in comparison
to other baseline algorithms with high accuracy of 97.08% and was found to be
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superior in the task of detecting fraudulent telecommunication calls with respect to
the other approaches. As a future work, we will continue to focus on voice cloning
technology using AI and how cybercriminals can be trapped using our solutions from
digital forensics and E-discovery point of view [16].
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Personality BERT: A Transformer-Based
Model for Personality Detection
from Textual Data

Dipika Jain, Akshi Kumar, and Rohit Beniwal

Abstract Understanding personality type can aid in understanding people pref-
erences and associated cognitive processes. Automated personality detection can
commendably help NLP experts and psychoanalysts to identify the dominant or
distinguishing qualities of a person. At its basic level, a personality is expressed
through a person’s temperament or emotional tone. Pertinent studies validate
linguistic cues in written and spoken text as a coherent and consistent mode of
assessing and interpreting personality. With the proliferation of social media appli-
cations, the psycholinguistic markers in user’s online posts can facilitate compre-
hending variations in personalities. Transformer models have emerged as new gener-
ation NLP models and are already being implemented to benefit an array of NLP use
cases. This research puts forward a transformer-based model for personality detec-
tion from textual data. The proposed personality BERT is a textual modality-specific
deep neural model that fine-tunes a pretrained bidirectional representation for trans-
formers (BERT) for the personality classification task. Kaggle’s MBTI dataset is
used to evaluate and validate the proposed model. An f1 score of 0.6945 is reported.

Keywords Personality · BERT · Text · Classification

1 Introduction

An individual’s personality is a relatively distinct and a consistent pattern of thinking,
feeling, and behaving. It entails how an individual affects others and how he/she
understands and views himself/herself [1]. This general style of interacting with the
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world is primarily shaped by life experiences and inner psychological characteris-
tics. Socio-cognitive processes contribute to learned behaviors that are central to
one’s personality [2]. The study of personality reveals three distinct aspects: Firstly
that a personality reflects individual differences; secondly, personality is consistent
and enduring, and lastly, that a personality can change. Personality can be studied
through patterns of inner and outer measurable traits and the person-situation inter-
action. A good personality can help in better social and professional life, whereas a
negative personality can lead to disorders like depressive, anti-social, and narcissistic
personality disorders among others.

There are many personality theories which form the basis of various personality
testing and assessment tools. The three most prominent ones include the Freudian
theory, the Neo-Freudian theory, and the trait theory. The most popular trait theory is
a quantitative approach to classify personality using a set of dominant characteristics
or identifiable traits. Typically, traits are any distinguishing, relatively enduring way
in which one individual differs from another and can be measured via behavioral
indicators. Personality assessment using the trait theory includes techniques aimed
to quantify representative signs and patterns of traits that an individual displays
through various circumstances using these stable and tangible qualities. The traits
can be captured through various verbal (voice, tone, text) and non-verbal (facial
expressions, body language, physiological indicators) manifestations. The growing
use of social media has boosted a virtual community to communicate individual
ideas, sentiments, opinions, and emotions which reflect their attitude, behavior, and
personality. Simultaneously, personality traits can be significantly deciphered from
the trivial pieces of information people post on social media. That is, what an indi-
vidual creates, consumes, likes/dislikes, and follows can partially reveal insights to
understanding personality.A large body of research on personality detection on social
media has focused on the use of trait theories such as the five-factor model-FFM and
the Myers–Briggs type indicator (MBTI). The MBTI personality assessment devel-
oped in 1940’s categorizes human behavior and personality into 16 distinct groups
where traits are binary in nature, meaning that a person is categorized in an ‘either
this or that’ position. The notion of MBTI is that every persona consists of four
dimensions, and each dimension has two possibilities [3]. These dimensions and
their corresponding possibilities are as follows: introversion (I)—extroversion (E),
intuition (N)—sensing (S), thinking (T)—feeling (F), and judging (J)—perceiving
(P). In total, there are 16 combinations, or 16 personality types, and are denoted
using a four letter abbreviation. That is each person will have a personality abbrevi-
ated (ENFJ, INFJ, ENFP, INFP, ENTJ, INTJ, ENTP, INTP, ESFJ, ISFJ, ESFP, ISFP,
ESTJ, ISTJ, ESTP, ISTP) from the combination of all four axis, i.e., someone who
is extroverted, relies more on intuitions, thinking, and judging rather than perceiving
will be labeled as an ENFJ.

Recently, computational psychology has revolutionized cognitive neuroscience
and psychotherapy studies. Various modeling tools and natural language processing
capabilities can be used to analyze the instantaneous behavior and traits using
psycholinguistic markers from millions of online posts. Real-time analytics of
personality traits has emerged as a vital market research and branding strategy
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that can facilitate personalization of Web, recommendation services, and intelligent
empathetic conversational agents [4, 5]. Various modality-specific (textual, visual,
audio, sensor-based psychophysiological, and brain signals) and multimodal (bi-
modal and tri-modal) personality computing models have been reported in literature.
This research puts forward a bidirectional representation for transformers-based
(BERT) model for recognizing apparent personality traits from textual modality.
BERT includes a transformer with multiple attention mechanisms to provide context
of words in a text and a classification layer to the transformer output to detect the
personality from textual data. It is one of the most popular neural architectures used
for a wide variety of NLP tasks, and fine-tuning BERT allows to build a robust clas-
sification model to predict categories. The proposed personality BERT is textual
modality-specific deep neural model that fine-tunes a pre-trained BERT for the
personality classification task. The MBTI_kaggle dataset is used to evaluate and
validate the proposed model.

The paper has five sections. The following Sect. 2 includes the relevant work in
the domain. Section 3 describes the proposed personality BERT model followed by
the results in Sect. 4 and the conclusion in Sect. 5.

2 Related Work

Pertinent literature has reported many approaches for recognizing personality traits
from various modalities. For text modality [3–6], there has been work on various
datasets, namely: MBTI_kaggle, PersonalityCafe, and myPersonality. Hernandez
and Scott [6] used RNN on the MBTI Kaggle and reported the performance accu-
racy of 67.77%. Cui and Qi [7] reported a survey on various machine learning tech-
niques for MBTI personality type prediction in text. Apart from MBTI dataset, the
textual modality for personality traits has been studied on PersonalityCafe forums
[3] which consists of 68,000 posts using BERTmodel and an accuracy of 0.479 with
30 epochs and 0.00001 as learning rate. Majumdar et al. [1] detected personality
from input text by utilizing convolutional neural network. Salsabila et al. [8] imple-
mented SVM along with BERT for big five personality detection of Twitter datasets.
They also employed Linguistic Inquiry Word Count (LIWC) in the model. Bhavya
et al. [9] also employed various machine learning techniques for personality detec-
tion. Li et al. [10] demonstrated the relation between personality traits and emotional
behaviors. They used CNN-based multitask model on multiple famous personality
and emotion datasets. Sun et al. [11] proposed a group-level personality detection
method by using an unsupervised feature learning method. Lynn et al. [12] focused
on message-level attention for personality detection. They used GRU with word-
level and message-level attention on social media posts. Ren et al. [13] demonstrated
the use and importance of sentiment in a BERT-based personality detection model
on two datasets. Leonardi et al. [14] proposed a multilingual model by employing
BERT on the myPersonality dataset.
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3 The Proposed Personality BERT Model

Automatic personality recognition allows predicting how people will respond to
certain situations and understanding the sorts of things they prefer and value. In the
proposed personality BERT model, we have used Kaggle’s MBTI text-based dataset
which consists of the data from social media platforms. This consists of 8600 rows of
data with data of sixteen different personality types, abbreviated from the personality
keys. MBTI looks at our personal preferences across four dichotomies as given in
Fig. 1.

The dataset is cleaned by removing links and punctuations and then split into
training and test data [15]. Data processing and cleaning are initiated using the Python
library, and then, the BERTTokenizer is then initialized to perform the personality
classification task [16]. Transformer library is imported, and the cross-entropy is used
to compute the loss which is the most important cost function used in the personality
BERT model. BERT is mainly a family of transformer-encoder architecture which
processes each token of input text with respect to the full context of all the tokens
present and therefore called as the bidirectional encoder representation from trans-
formers. The proposed ‘personality BERT’ model loads the pretrained BERT base
model from the transformers library and proceeds by taking the first hidden state
from BERT output (corresponding to CLS token) to feed it into a dense layer with
16 neurons and softmax activation. Figure 2 shows the architecture of the proposed
model.

That is, the cleaned data pass through the transformer which further goes to
the feed-forward neural network using softmax as the activation function. As it is

Fig. 1 MBTI’s 8 preferences and dataset distribution
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Fig. 2 Architecture of personality BERT model

a multiclass classification of the data, hence, the softmax function is used in the
model. The intermediate results are converted into probabilities with the help of
softmax activation function in the feed-forward neural network.

4 Results

The results obtained by using the personality BERT model are discussed in this
section. It also mentions the hyperparameter settings for the BERT model. State-of-
the-art (SOTA) comparison is also done in order to validate the work. Performance
of the proposed model is assessed using accuracy, recall, precision, and f1 metrics.
The dataset was divided in the ratio of 85:15 (where 85% was used for training
the data and remaining 15% was used for testing purposes) using a ten-fold cross-
validation technique. Table 1 shows the amount of data reserved for training and test
per personality type.

Implementation was done using Jupyter Notebook and Python libraries (Tensor-
Flow and Keras along with basic NumPy and pandas libraries). All the hyperparam-
eter values are given in Table 2.

The training and test data performance in terms of loss, accuracy, f1, precision,
and recall values is shown in Table 3.

As observed fromTable 3, there is a huge incongruence in training and test results,
and this overfitting is primarily due to the skewness in the dataset. Table 2 depicted
the distribution of the dataset, and the class imbalance was quite evident. Though we
corrected class imbalances, by tuning the hyperparameters usingGridSearchCV from
the Scikit-Learn package and generating stratified 5-folds, but this did not seem to
improve the results marginally. The performance of the personality BERTmodel was
also compared with the existing works as shown in Fig. 3. A superior performance
is observed for the proposed model on the MBTI dataset.
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Table 1 Personality type,
data label, no. of post

Personality type Data labels Posts_split

Test Train

INFJ 0 221 1249

ENTP 1 103 582

INTP 2 196 1108

INTJ 3 164 927

ENTJ 4 35 196

ENFJ 5 28 162

INFP 6 275 1557

ENFP 7 101 574

ISFP 8 41 230

ISTP 9 50 287

ISFJ 10 25 141

ISTJ 11 31 174

ESTP 12 13 76

ESFP 13 7 41

ESTJ 14 6 33

ESFJ 15 6 36

Table 2 Hyperparameters
for BERT

Parameters Values

Trainable parameters 335,158,288

Non-trainable parameters 0

Loss (cross-entropy) 1.5575

Max_length 1500

Learning rate 0.00001

Verbose 1

Epochs 20

Batch_Size 32

Table 3 BERT performance Metric Training Test

Loss 0.0452 1.5094

Accuracy 0.9860 0.6945

F1 0.9857 0.6945

Precision 0.9868 0.7116

Recall 0.9848 0.6818
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Fig. 3 Comparison with
existing works on MBTI
dataset

5 Conclusion

Personality computing aids from techniques intended to understand, predict, and
identify human behavior. As personality is a distinctive trait which differenti-
ates among individuals, their patterns, preferences and choices, automated person-
ality detection finds many diverse applications from recommendation systems, job
screening, psychological studies to consumer forecasting. Credibility and accuracy
are the most important factors to determine different personalities, and it entails the
creation of new models for more efficient, reliable, and accurate determination of
personalities. The personality BERT model presented in this paper works in this
direction and determines the different personalities from the text-based benchmark
MBTI dataset by employing a transformer type of neural network architecture, BERT.
The dataset is split into test and training, and the results are evaluated using f1, recall,
precision, and accuracy scores. The results show an improvement over the existing
works, but further, validation of results of all personalities and each personality type
needs to be done. The dataset is highly skewed in favor of introverted types, and class
imbalance is prominent. Future studies using bootstrapping or resampling techniques
need to be done to balance this data.
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A Bi-Level Stochastic Model with Averse
Risk and Hidden Information
for Cyber-Network Interdiction

MingChu Li, Wanyu Dong, Xiao Zheng, Anil Carie, and Yuan Tian

Abstract This paper proposes a method to enable a risk-averse and resource-
constrained network defender to deploy security countermeasures in an optimal way
to prevent multiple potential attackers with uncertain budgets. To solve the problem
of information asymmetry between the attacker and the defender, a fake countermea-
sure (FC) is placed on the arc, and the situation of multiple attackers is also taken into
consideration. This method is based on the risk aversion bi-level stochastic network
interdiction model on the attack graph, which can easily map the path of attackers.
Meanwhile, our method can minimize the weighted sum of all losses and minimize
the risk of the defender’s key nodes being destroyed. At the same time, in order to
prevent the key node of the defender from being destroyed, the risk condition value
measurement is taken into account in the stochastic programming model. We design
a SA-CPLEX algorithm to provide a high-quality approximate optimal solution. And
computational results suggest that our method provides better network interdiction
decisions than traditional deterministic and risk-neutral models.
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1 Introduction

With the rapid development of information technology, people can browse a large
number of websites through the Internet. The application scenarios of computer
equipment have also expanded and penetrated into the public’s access network tech-
nology and work [1–3]. However, while the computer brings more convenience, it
also has certain security risks, causing somekey information to be leaked andbringing
certain economic losses. This paper studies the problemof a network defender tomin-
imize worst-case damage by setting countermeasures against uncertain attacks. We
propose a Stackelberg game between defenders and attackers, in which the defender
not only can deploy true countermeasures (TCs) but also fake countermeasures (FCs).
The deployment of FCs can be used to mislead the attacker’s actions.

The goal of this research is to help the defender makes better use of the limited
budget to protect the network from uncertain attacks. Therefore, it is necessary to
establish a new interdiction model to formulate the risk aversion of the network
defender under the uncertainty of the attackers’ ability [4]. This paper establishes
a defender-attacker stochastic Stackelberg game [5] model including risk aversion
based on attack graph. Our stochastic network interdiction model can interdict multi-
ple potential attackers with uncertain budgets. Compared with a model that considers
a constant budget and a unique attacker, this modeling method is more representative
of a realistic scenario. However, the traditional risk model stochastic programming
usually takes the minimization of losses as their goal and does not take into account
the risk ofmaximum loss scenarios. The risk aversion stochastic programmingmodel
minimizes the defender’s expected loss and minimizing the risk of huge losses when
the attackers’ initial budget is uncertain.

We introduce a novel risk-averse bi-level stochastic network interdiction model
based on attack graphs and use conditional risk value as risk measurement and cus-
tomized accurate algorithm to solve the bi-level random network counter-measures
model for risk aversion. This problem is defined as a bi-level stochastic network inter-
diction problemwith risk aversion, the upper-level is the problem of the defender, and
the lower-level is the problem of the attacker. In the upper-level model, the defender
makes decisions without knowing the attacker’s budget. While in the lower-level
model, the attacker plans an attack route based on a known budget and a known
interdiction strategy of the defender. And a simulated annealing algorithm based on
the commercial solver CPLEX, namely, SA-CPLEX, is customized for our model to
solve this NP-hard problem.

The contributions of this paper are as follows.

(1) We propose a risk-averse defender-attacker stochastic Stackelberg game model
that merges fake countermeasures andmultiple attackers with uncertain budgets.

(2) Conditional value-at-risk (CVaR) is involved in our model to measure the
defender’s risk performance with respect to the attackers’ uncertain budgets.

(3) An effective algorithm is proposed to solve the resulting bi-level problem, which
can provide an efficient solution for our model.
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The remainder of this paper will be described in the following structure. In Sect. 2,
we review the related works. The problem definition and formulation are presented in
Sect. 3. In Sect. 4, we propose a heuristic algorithm and perform theoretical analysis
on the proposed algorithm. We present the experimental results and analysis of the
results in Sect. 5. Finally,we summarize our conclusions in Sect. 6.

2 Related Work

Attack graphs with different changes are widely used as a tool for network analysis,
such as defensive tree [6], attack countermeasure tree [7], vulnerability dependency
graph [8], etc. The way of network interdiction based on attack graphs to protect
target nodes (key assets) is to remove a set of arcs or nodes from the attack graph. In
the previous literature, attack graph network interdiction enhances network security
by generating cut sets [9]. Khouzani et al. [10] studied the cyber-security defense
problem using attack graphs to model a multi-stage attack. In addition to the math-
ematical model of attack graphs, some studies have proposed the use of traditional
mathematical models to reduce the risk of network attacks. For example, Zheng et al.
[11] allocated limited mitigation resources to increase the robustness of supply chain
infrastructure information technology in cyber-attacks. A recent paper, Bhuiyan et
al. [12] modeled multiple potential attackers, in which the attacker’s actions are
assumed to be absolutely unsuccessful if the defender deploys interdiction measures
on the arc. But in real life, even if the defender installs defensive countermeasures,
the attacker still has a certain chance to pass the arc. There are also studies that con-
sider uncertainty in the bi-level network interdictionmodel, including the uncertainty
of protection facilities to minimize the worst-case [13]. We have found that taking
uncertainty into consideration has a positive direction for the completeness of the
entire model.

In order to maximize the attackers’ cost of the shortest path, Pay et al. [14] estab-
lished a random shortest path network interdiction model. But in their network inter-
diction model, the huge risk posed by the attacker was not considered. In [15], the
risk measure, i.e., conditional value-at-risk (CVaR), is incorporated into the location
and protection problem. Furthermore, Lei et al. [16] studied stochastic flow interdic-
tion problems using a risk-averse approach. As proved by Lei et al. [16], the model
considering risk preferences can provide more robust solutions in comparison to the
risk-neutral counterpart. In this regard, our paper also incorporates a risk measure to
hedge against the huge risk.

3 Problem Definition and Formulation

This paper studies the stochastic Stackelberg game interaction between the defender
and two or more attackers in the risk aversion network using the attack graph. As
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shown in Fig. 1, the node represents the attack state,and its set is N . Each node is
represented in the form of N-D, where N is the value of each node, and D is the
defender’s loss when the head node is destroyed. The green node is the initial safety
condition, the blue node is the key node, and the yellow is the transition node. The
attacker’s attack path consists of an arc from the initial node to the key node. In the
case of NCs in Fig. 1, the attacker’s optimal plan is to destroy the key node through
the attack path 0 → 2 → 4. The attacker destroys any node in the attack graph, and
the defender has a certain loss. The attackers start from the green initial node, and
their goal is to destroy the blue node to maximize the defender’s loss. Once the target
node is successfully attacked, it will be completely destroyed.

The arc between the two nodes represents the action of the attacker. Set of arcs
with the tail pointing to node At (i), which indicates the prerequisite for the attacker’s
action, and it is a necessary security condition that the attacker should break during
the action. Set of arcswith the head pointing to node Ah(i), which represents the post-
condition of the attacker’s action, which is the security condition that the attacker
breaks after the action is successful. The value V of the arc between two nodes
indicates the probability of a successful attack through this arc. We can calculate the
loss when a node is destroyed as V × d. Taking the attack path 0 → 2 → 4 as an
example, the expected maximum loss to the defender is 3.8584(= 0.79 × 0.04 × 5).
Finding the optimal path by calculating and comparing the losses caused by different
paths.

In our research, the defender-attacker stochastic Stackelberg game on the attack
graph is modeled as a bi-level stochastic network interdiction problem with risk

Fig. 1 An example of attack
graph
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aversion. The upper-level indicates the problem of defender, and the lower-level
represents the problem of attacker. Within the game, the defender first finds the arc
where the attacker is most likely to attack without knowing the attackers’ budget
and spends a certain cost to install countermeasures (including TCs and FCs) on this
arc within the deployment budget. The attacker’s budget will only be obtained by
the defender after they have completed the plan. bd and b̄d represent the defender’s
budget of deploying TCs and FCs, respectively. In order to optimize the defender
model, some FCs will be placed in the path to mislead the attacker. It should be noted
that there are also some paths in the graph that have no countermeasures (NCs).
Minimizing expected losses is an important task for defenders while minimizing the
huge risks caused by the loss of key assets.

In terms of the behavior of the defender, each attacker develops an attack plan
based on their budget and destroys the key assets aiming to maximize the loss of the
defender. Each attacker has an attack cost cattacki j when attacking through the arc, and
their total cost should not exceed the budget. Intuitively, the FCs can be exposed or
detected by the attacker, thus let oi j be the exposure probability of FCs deployed on
arc (i, j). If the attacker detects the FCs, the arc (i, j) equipped with FCs is the same
as the one with NCs. Thus, according to both FCs and NCs, the attacker has the same
probability to pass the arc, which is denoted by p̄i j . Also, let pi j be the probability
of passing the arc equipped with TCs.

In order to maximize the defender’s loss, the attackers use a limited budget ba
to select the optimal attack plan in a given set of truncated arcs. The attackers start
the attack from the vulnerable node and continue to penetrate the network through
the transition node until the key asset (target node) is destroyed. If an attacker can
break through one of the target nodes, the network defender will suffer losses. The
attack path includes an arc from the initially vulnerable node NI to the target node
NT . An attack plan consists of a combination of one or more attack arcs. Even if this
arc can break through multiple target nodes in an attack strategy, the attacker only
needs to successfully attack this arc once. In this way, the problem is transformed
into a discrete optimization problem. In addition, once the target node is attacked,
then it will be completely destroyed.

Decisions are made sequentially in bi-level stochastic programming [17]. The
upper-level is tomake decisions before the uncertainty is realized, and the lower-level
is to make additional decisions after the uncertain parameters of each scenario are
concretely realized. In the upper-level of our bi-level random programming model,
the defender must make a decision to interdict even when the attacker’s budget is not
clear. In each case of the lower-level, each attacker specifies an attack plan with a
known budget and knows the interdiction decision of the network defender. We use
conditional risk value (CVaR) [18] as a risk indicator to measure risk aversion.

Our model will have to take into account the multiple attackers with uncertain
budgets, where each attacker has a specific budget. The budgets of the defender and
the attackers must be within their given limits. It is not certain which attacker the
network defender will encounter, nor does it know the attacker’s budget. However,
according to the probability distribution of known parameter values, the defender can
estimate the attacker’s budget [19]. In order to simulate the uncertainty in the budget
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of multiple potential attackers, we consider a set of the limited number of scenarios
S in the stochastic optimization problem. Each scenario represents an attacker with a
specific budget. In the case of a limited budget, the defender chooses the best subset
of arcs for deploying countermeasures tominimize themaximum loss in all scenarios
(Table 1).

Table 1 Notation

Notation Description

Sets

N Set of nodes

NI Set of initially nodes

NT Set of key nodes

A Set of arcs

At (i) Set of arcs with the tail pointing to node i

Ah(i) Set of arcs with the head pointing to node i

S Set of scenarios index by s

Parameters

lt Loss resulting from breaching a key node t ∈ NT

oi j Exposure probability of FCs deployed on arc (i, j)

pi j Probability of successful attack through the arc (i, j)

equipped with TCs

p̄i j Probability of successful attack through the arc (i, j)

Equipped with FCs or NCs

ps Probability of scenario s

λ The coefficient of risk

α Confidence level

ba Attacker’s budget

bd Defender’s budget for deploying TCs

b̄d Defender’s budget for deploying NCs

cattacki j Attack cost through arc (i, j)

cdi j Cost of TCs on arc (i, j)

c̄di j Cost of FCs on arc (i, j)

Decision variables

xi j 1 if TCs are deployed on arc (i, j), 0 otherwise

x̄i j 1 if FCs are deployed on arc (i, j), 0 otherwise

fi j 1 if arc (i, j) is used for one or more attacks, 0 otherwise

zi Probability of node i being destroyed

yi j Product of zi and fi j
η Upper-level variable (represents the value-at-risk, VaR)

vs Excess loss variable in scenario s ∈ S
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3.1 Minimize the Disutility of Defender

The upper-level model is to minimize the disutility of defenders. The objective func-
tion (1) consists of two parts, where the first part calculates the expected minimum
disutility of defenders in all scenarios. And the expected maximum loss in all sce-
narios is equal to the probability ps of scenario s multiplied by the maximum total
loss Qs caused by the attackers to the defender in scenario s. The second part simu-
lates the CVaR metric of huge loss risk. Constraints (2) and (3) limit the budget for
deploying TCs and FCs, respectively. Constraints (4) prevent the TCs and FCs from
being deployed at the same arc. Constraint (5) calculates the additional loss in all
attack scenarios, and the excess loss variable in scenario s is greater than or equal
to the maximum total loss minus the variables at the upper-level. Constraints (6) are
binary requirements.

H = min
∑

s∈S
ps Qs(x, x̄) + λ(η + 1

1 − α

∑

s∈S
psvs) (1)

s.t.
∑

(i, j)∈A

cdi j xi j ≤ bd (2)

∑

(i, j)∈A

c̄di j x̄i j ≤ b̄d (3)

xi j + x̄i j ≤ 1 ∀(i, j) ∈ A (4)

Qs(x, x̄) − η ≤ vs (5)

xi j , x̄i j ∈ {0, 1} ∀(i, j) ∈ A (6)

η ∈ R (7)

vs ≥ 0 ∀s ∈ S (8)

3.2 Maximize the Utility of Attacker

The lower-level model is to maximize the utility of the attacker. That is, the objective
function (9) maximizes the loss caused by interdicting the target node multiplied by
the probability of the target node t being destroyed. Constraint (10) limits that the
total expenditure of the attack must be within their budget. Constraint (11) indicates
that whether the attacker attacks the arc i j has a decisive influence on its success
probability. If the attacker takes action, the probability of success is the product of
the true attack probability, the fake attack probability, and the non-attack probabil-
ity. Constraints (12) ensure that there is a higher probability that an attacker suc-
cessfully destroyed node through an arc (i, j), and the probability of node j being
attacked is less than or equal to the probability of successfully attacking through arc
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i j .Constraints (13) indicate that only one attack is required on an arc i j .Constraints
(14) indicate that if an arc is attacked one or more times, it will be 1, and if there is
no attack, it will be zero.

QS(x, x̄) = max
∑

t∈NT

lt zt (9)

s.t.
∑

(i, j)∈A

cattacki j fi j ≤ ba (10)

βi j = fi j · pxi ji j · p̄(1−oi j )x̄i j
i j · p̄1−(xi j+x̄i j )

i j (11)

z j ≤
∑

(i, j)∈Ae( j)

ziβi j ∀ j ∈ N/NI (12)

∑

i, j∈Ae( j)

fi j ≤ 1 ∀ j ∈ N/NI (13)

fi j ∈ 0, 1 ∀(i, j) ∈ A (14)

0 ≤ z j ≤ 1 ∀ j ∈ N (15)

Constraints (12) are nonlinear; however, the only nonlinear terms are zi fi j . In this
regard, we define the auxiliary variableswi j to replace them. For each (i, j) ∈ A and
i ∈ N/NI , a set of new constraints is added to the formulation to line wi j = zi fi j .

wi j ≤ zi (16)

wi j ≤ fi j (17)

wi j ≥ 0 (18)

wi j ≥ fi j + zi − 1 (19)

4 Solution Approach

It is difficult to solve the bi-level linear problem using existing algorithms directly.
Because the model is more complicated, and it is an NP-hard problem [20]. In the
past few years, many studies have proposed the use of precise algorithms or hybrid
heuristics to solve the bi-level optimization problem. For example, Shamekhi Amiri
et al. [21] invented a global iterative search method, inferring the potential behavior
of followers as a new constraint for each iteration in the leader problem. In this
paper, we propose a heuristic solution algorithm, namely SA-CPLEX, where the SA
algorithm is used to solve the defender problem in the upper-level, and the CPLEX
solver is used to obtain the optimal attacker’s strategy in the lower-level.

In the heuristic algorithm, one of the crucial parts is the representation of the
solution [22]. The heuristic algorithm also acts alternately on the coding space and
the solution space [23]. It is a way to find the best solution within an acceptable
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time. The generation of the neighborhood and the fast calculation of the objective
function are the goals of this algorithm. In addition, it must ensure that it has access
to the entire solution space. The value of the initial solution will have some impact on
the performance of the heuristic algorithm. In order to give an initial solution to the
defender problem, we use a randomly sized subset as the central node [24]. And we
define and use a single operator to generate adjacent solutions. This operator is called
"Swap" and is used to change the solution representation to an arc in the array. Four
parameters, T0, T f , δ and Imax are used in the algorithm. Among them, T0 represents
the initial temperature, and T f is the final temperature at which the SA process is
stopped [25]. δ is used as the cooling rate parameter of the upper-level problem. Imax

is the number of solutions generated by the algorithm at each temperature.
The detailed algorithm is given in Algorithm 1. As shown in Algorithm 1, the

algorithm first generates the initial solution of the defender and then improves this
initial solution through subsequent iterations. According to the given defender’s
strategy (x, x̄), the attacker’s objective value Q(x, x̄) can be calculated according
to (9). We fix the initial temperature as T0 and use it as the initial parameter of the
algorithm. (x, x̄)best represents the optimal solution found so far, and fbest represents
its relative objective function value. For each temperature, we define �E as the
difference between the newly obtained solution and the target of the existing solution,
that is, �E = H(Q((x, x̄)′)) − H(Q(x, x̄)). We repeat this cycle at most once at
each temperature and use the optimal solution obtained so far. Then the temperature
decrease to T ← δ × T after each iteration. Repeat the training until the current
temperature T is lower than the pre-specified final temperature T f , the algorithm
ends.

5 Experiments

All experiments were performed on a personal computer with a 2.90 GHz Core (TM)
i7-10700 CPU AND 16GB RAM. We implement our proposed algorithm in Matlab
2020a and ILOGCPLEX 12.10 is applied to solve the attacker’s problems optimally.
We have conducted a lot of experiments so that the average result will not change
too much (Table 2).

5.1 Parameter Setup

We use an attack graph with a node size of |N | (=50) for numerical experiments,
and the arc size is about 2.15 × |N |. Breach loss of the goal nodes is uniformly from
(500, 150), while the budget of this random attacker is Weibull distribution (100,
200). The probability of attack success is uniformly from (0, 1). The probability of a
successful attack through the arc (i, j) equipped with TCs and FCs is between 0 and
1. Moreover, three different level of confidence are also tested for the experiments,
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Algorithm 1 SA-CPLEX (T0, T f , δ, Imax)
1: Generate a random initial solution (x, x̄)
2: ∀s ∈ S,Calculate QS(x, x̄) using CPLEX
3: Q(x, x̄) = ∑

s Q
s(x, x̄)

4: T ← T0, Hbest ← H(Q(x, x̄)), (x, x̄)best ← (x, x̄), I ← 0
5: while T > T f do
6: for I < Imax do
7: Generate a new solution (x, x̄)′ based on (x, x̄) using "Swap" operator
8: ∀s ∈ S,Calculate QS(x, x̄)′ using CPLEX
9: Q((x, x̄)′) = ∑

s Q
s((x, x̄)′)

10: �E ← H(Q((x, x̄)′)) − H(Q(x, x̄))
11: if �E < 0 then
12: (x, x̄) ← (x, x̄)′
13: H(Q(x, x̄)) ← H(Q((x, x̄)′))
14: else
15: ρ ← rand(0, 1)
16: if ρ > e−|�E |/T then
17: (x, x̄) ← (x, x̄)′
18: H(Q(x, x̄)) ← H(Q((x, x̄)′))
19: end if
20: end if
21: if H(Q(x, x̄)) < Hbest(Q(x, x̄)) then
22: (x, x̄)best ← (x, x̄), Hbest ← H(Q(x, x̄))
23: end if
24: (x, x̄) ← (x, x̄)best
25: I ← I + 1
26: end for
27: I ← 0
28: T ← δ × T
29: end while
30: return (x, x̄)best, Hbest

Table 2 Parameters and default values

Parameters Values

Network size (nodes, |N |) 50

Arcs, |A| ≈ 2.15 × |N |
Breach loss of the goal nodes ∼uniform (500, 1500)

Defender’s budget, bd 150

Level of confidence, α 0.2, 0.5, 0.8

Risk coefficient, λ 2, 4, 8, 10

Random attacker budget, b ∼weibull (50, 500)

i.e., α ∈ {0.2, 0.5, 0.8}. We set the exposure probability of FCs deployed on arc (i, j)
is in the range (0, 1). And Four different values of risk factors are also tested for the
experiments, i.e., λ ∈ {2, 4, 8, 10}. Physical attacks or cyber-attacks on important
infrastructure systems are also within the range that our attack graph can simulate
[26].
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5.2 Effects of Involving FCs

Figure 2 shows variation of mean-risk expected maximum loss (MREXPLoss) with
and without FC budget. For maps of different sizes, we have different defender’s
budgets. The eventual experimental results showed thatwhen the total budget remains
the same, the more budget spent on FCs, the smaller the MREXPLoss. And as the
total budget value increases, MREXPLoss becomes smaller. As the budget increases,
the defender has sufficient budget to place countermeasures inmore attack paths. As a
result, the combination of various defensive countermeasures has increased, making
it more difficult for attackers to attack. At the same time, it can be seen from the
experiment that when there is a lot of total budgets, the defender can protect more
attack paths. In other words, the defender can have more combinations of different
attack paths.

5.3 Effects of the Probability of Exposure

Figure 3 shows the variation of MREXPLoss under different exposure probabilities
of FCs. We can see from the experimental results that the greater the probability of
FCs being exposed through the arc (i, j), the smaller the value of MREXPLoss. In
other words, when the probability of FCs being exposed is very small, the FC can be
well hidden. This will cause more interference to the attacker, which will cause the
attacker to make more wrong decisions. Therefore, the defender can better interdict
the attack and reduce some losses.

Fig. 2 Variation of bd and
b̄d with number of total
budgets. Other parameters
are: |N | = 50, pi j = 0.5,
p̄i j = 0.5, o = 0.75, λ=0
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Fig. 3 Variation of α with
possibility of oi j . Other
parameters are: |N | = 50,
pi j = 0.5, p̄i j = 0.5, λ = 0

5.4 Effects of the Probability of Successful Attack

Figures 4 and 5 show the variation of MREXPLoss in the probability of successful
attack through the arc (i, j) with TCs and FCs, respectively. It can be concluded
from the experimental results that when the attacker’s success probability to TCs
increases, the defender is more vulnerable to attack. Similarly, when the attacker’s
probability of success in FCs increases, the attacker will be more likely to destroy
these TCs. As the probability of being successfully attacked in TCs or FCs is higher,
their loss is greater.

Fig. 4 Variation of α with
possibility of pi j . Other
parameters are: |N | = 50,
p̄i j = 0.5, o = 0.75, λ = 0
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Fig. 5 Variation of α with
possibility of p̄i j . Other
parameters are:|N | = 50,
pi j = 0.5, o = 0.75, λ = 0

5.5 Effects of the Budget of TCs and FCs

Figure 6 shows the gap between the budget of TCs and FCs when the total budget
remains the same. It can be seen from the experimental results that when the total
budget value becomes larger, the constant real budget MREXPLoss is decreasing.
As the total budget increases, MREXPLoss decreases at a higher rate. The defender
can mislead the attacker by adjusting the ratio of the FCs budget to the TCs budget,
thereby achieve a better protective effect.

Fig. 6 Variation of bd = 0
and b̄d with possibility of
total budgets. Other
parameters are: |N | = 50,
pi j = 0.5, p̄i j = 0.5,
o = 0.75, λ = 0
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Fig. 7 Variation of α with
possibility of λ. Other
parameters are: |N | = 50,
pi j = 0.5, p̄i j = 0.5,
o = 0.75

5.6 Effects of Confidence Level and Risk Coefficient

In our proposed model, two risk parameters, confidence level (α) and risk coefficient
(λ) are our important parameter members. Figure 7 shows the variation of MREX-
PLosswith respect toλ under three different levels ofα. As shown in the experimental
results, we can clearly see the result of using risk metrics (CVaR) to minimize the
losses caused by random attackers’ budget cyber-attacks. The larger the value of α,
the more concerned about the situation of major losses, and the more conservative
the decision-making. To a certain extent, the goal of minimizing the expected value
of the main loss scenario is also considered here. In other words, minimizing huge
losses is not the only goal of our model. Because in this case, the optimal interdiction
decision under risk-neutral preference also partially considers the minimization of
large losses.

6 Conclusions

This article studies the problem of the best interdicting strategy from the perspective
of the defender, where the defenders seek to minimize the risk of major losses. In
addition, the budget uncertainty of multiple potential attackers and the fake coun-
termeasures deployed by the defender are considered. Based on the extension of
the traditional attack graph, we establish a risk aversion bi-level stochastic network
interdiction model to formulate this problem. In our risk aversion model, our risk
measure is CVaR. In response to this model, we developed a customized binary bi-
level programming problem algorithm that combines randomness and risk aversion.
Our model is closer to reality and considers more comprehensively for the defender.
The experimental results show that the interdiction decision provided by our model
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is more robust than the traditional model. Successfully achieved the minimization
of the huge loss risk caused by network attacks by avoiding risks. In the future, this
paper can be easily applied to the security of the underwater wireless sensor networks
[27], the gird monitoring systems [28] and the critical infrastructure systems [29].
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Univariate Nonlinear VMs Instances
Demand Forecasting for Optimized
Cloud Resources Orchestration
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and Medromi Hicham

Abstract As the vast cloud traffic never stop growing in minutes, hours, and daily
basis, autonomous and proactive cloud resources orchestration become a veritable
obligation. This dominant trend is inciting to further seek for accurate forecasting
models supporting multi-cloud scheduling levels decision-making. In this paper, we
compare four nonlinear deep neural network models, namely: LSTM, GRU, and,
respectively, their bidirectional variants: BiLSTM and BiGRU. Experimentation test
scenarios demonstrated the performance of BiGRU models above other candidate
models. This new developed version achieved preliminary until 0.0928 and 0.7823
of RMSE values, then 0.0729 and 0.6302 of MAE values, respectively for NASA
and Amazon datasets. These findings hence prove the influence of the complex and
nonparametric data on the accuracy of prediction values.
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1 Introduction

As cloud industries’ resources orchestration becomes increasingly challenging with
cloud traffics bursting, accurate cloud instances demand forecasting becomes an
obligation [1]. The demand for multimodal instances required by several users is a
collection of time series vectors, forming either multivariate dependent variables, or
single univariate instances time series. Multimodal instances correspond to various
instances families with diverse resources criteria.

These multimodal cloud instances data typically incorporate numerous linear
and nonlinear interdependencies with a wide spectrum of residual data. In turn, the
presence of such complex features in a multi-VMs instances cloud environment
involves in the first place the use of sophisticated models allowing to predict with
great accuracy several shades of traffic demands and potential disruptive events [2].

Despite many existing time series forecasting models, the remaining daunting
challenges are how to obtain highest precisions under complex data [3, 4]. In the
case of AWS dataset [5], around 212 instance types with various resources’ capac-
ities may be provisioned in the form of multimodal use cases, including: compute-
optimized, memory-optimized, storage-optimized, micro-instances, FPGAs, and
GPUs instances. Figure 1a, b depicts the behavioral distribution of multimodal
AWS instances requests observation, with respectively, the mean and median central
distributions.

From the above distribution, one can obviously conclude that neither the mean
(Fig. 1a) nor themedian (Fig. 1b) tendencies cluster around fixed close central values.
The central distribution then roughly discloses the complex and nonparametric nature
of AWS instances request data. Deep learning techniques are inherently suitable to
manifest the characteristics of such complex nonlinear cloud traffics data prediction.
Motivating by above factors, the main paper contributions are mentioned as follows:

Fig. 1 AWS instances demand observations, with respectively, a the central mean distribution and
b the central median distribution
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• The paper compares two univariate time series datasets from Amazon and NASA
in terms of demand forecasting accuracy, given the diverse nature of their data.

• Toward this end, both univariate datasets were used to evaluate four nonlinear
deep neural networks variants, namely: the long short-term memory (LSTM), its
improved version the gated recurrent unit (GRU), and their bidirectional variants:
(BiLSTM) and (BiGRU).

• The proposed forecasting models were thereby evaluated under many test
scenarios, to select themost adequate hyperparameters for preliminary precisions,
then pave the way for future tangible improvements.

2 Literature Review

This section presents in a tabular scheme, the most complete and recent nonlinear
cloud timeseries forecasting, bymeans of various deep neural networksmodels. Table
1 synthesizes literature studies aiming toward efficient cloud resources orchestration.

3 Methodology

The proposed AWS instances demand forecasting system (Fig. 2) starts with multi-
modal Amazon instances demand preprocessing, categorized by the aforementioned
instances families. For the sake of simplicity, we only performed prediction on
the compute-optimized AWS instances family. Using the both AWS and NASA
univariate datasets, this paper intents to validate the most prediction-accurate deep
neural network models among LSTMs, GRUs, and their bidirectional versions. Once
data preprocessed, we partitioned the whole datasets into training, validation, and
testing sets. Primary experimental tests prompted us to choose as input time series
windows’ sizes: six hours for AWS compute-optimized instances time series and one
hour for NASA time series. Thereafter, the four adopted models were created using
four layers among which two hidden layers and one input layer, each with 100 neural
units and ReLU as activation function. The models’ parameters were fitted using the
mean squared error (MSE) and Adam optimizer, by means of validation losses and
training losses. The training process was performed initially using 20 epochs, 10
patience, and various batch sizes. The transformed and generated predictions were
eventually evaluated on test sets, using the root mean squared error (RMSE) and the
mean absolute error (MAE) metrics.
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Fig. 2 AWS univariate instances demand time series forecasting system

4 Results Performance Analysis

In this section, we first describe the main experimental setups along with a descrip-
tion of adopted datasets. Afterward, we provide a performance analyses of obtained
prediction results.

4.1 Experimentation Setup and Dataset Analysis

The implementations of the four deep neural networks models were conducted on
Python 3.8, usingTensorFlowandKeras library, on the top of aDELLG515 intel core
7 machine with Nvidia GeForce RTX2070 GPU and 16 Go of RAM. The adopted
extended AWS dataset [14] includes one million multimodal instances requests with
their resource capabilities. As mentioned earlier, we chose to perform the prediction
on only one instance family: the compute-optimized, from which we collected a
sample of one hundred thousand instances. In order to evaluate the influence of
diverse time series sequences’ shades on predictions accuracies, we also performed
prediction on the univariate NASA dataset [15] of about thirty thousand instances.

Figure 3 plots the quantile–quantile (Q–Q) graphs of, respectively, per minute
resampled Amazon (Fig. 3a) and NASA datasets (Fig. 3c) and per hour resam-
pled Amazon (Fig. 3b) and NASA datasets (Fig. 3d). One can obviously deduce
from entire plotted quantiles that neither Amazon nor NASA datasets follow normal
distributions since sample quantiles data clearly deviate nonlinearly from the red line.
However, the presence of a wide spectrum of residual data is more demonstrated in
Amazon dataset.
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Fig. 3 Q–Q plot of a per minute sampled AWS instances, b per hour sampled AWS instances, c
per minute sampled NASA time series, and d per hour sampled NASA time series

4.2 Prediction Results

As previously stated, we have created input windows of 6 and 1 h, respectively,
for both Amazon and NASA datasets based on their sizes. The goal is to predict
future data windows of the same size, distributed per minutes. Table 2 introduces the
metrics’ evaluation results for the four DNNs models, along both adopted datasets,
and according to 3 batch sizes scenarios (64, 128, and256). Thefirst noticed statement
is the influence of batch and training data sizes on the training time in second. Indeed,
when the training data size is large enough, larger batches lead to less training time
(AWS case), and vice versa (NASA case). It should also be noted that this time
increases within the bidirectional variants, since the training is performed in a double
direction. Regarding models’ performance, the BiGRU and LSTM achieved the best
prediction results in case of AWS dataset. Then, the BiGRU and BiLSTM performed
well on NASA dataset. Though the most so far accurate DNNs model is the BiGRU
version, which did not exceed an RMSE value of 2.1764. Figure 4 depicts the four
models’ prediction values, including the most precise ones provided by the BiGRU.
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Table 2 Performance evaluation metrics’ results for the four DNNs models under both univariate
AWS and NASA datasets

Dataset DNNs model Batch size Training time in (s) RMSE MAE

Univariate AWS
instances

GRU 64 854 2.8588 2.2539

128 1211 3.7418 2.9159

256 305 3.2802 2.5316

BiGRU 64 1391 0.7823 0.6302

128 1832 2.1764 1.7573

256 663 1.5135 1.1876

LSTM 64 1021 0.8988 0.7134

128 585 3.3215 2.5825

256 342 3.6021 2.6637

BiLSTM 64 2027 4.5845 3.5859

128 1282 4.1107 3.0570

256 804 4.0884 3.0984

Univariate NASA http
workload

GRU 64 277 0.1476 0.1181

128 223 0.1467 0.1161

256 109 2.5591 1.9682

BiGRU 64 522 0.0928 0.0729

128 444 0.1597 0.1240

256 279 0.2006 0.1526

LSTM 64 278 0.3148 0.2420

128 294 0.2403 0.1857

256 159 1.9222 1.3254

BiLSTM 64 790 0.2524 0.2330

128 1091 0.0935 0.0777

256 277 1.7796 1.4045

Bold indicates RMSE and MAE values of the most accurate prediction results

5 Conclusion

Cloud provider industries continually sake nowadays toward preserving their elas-
ticity and quality of services, due to the growing sudden changes in various cloud
demand rates. In an attempt to accurately predict future cloud instances demand, we
compare in this paper four DNNs variants under two univariate time series datasets.
In the entire experimentation test scenarios, the BiGRU achieved the less RMSE
and MAE values of, respectively, 0.0928 and 0.0729. Nevertheless, the prediction
results of AWS instances were less accurate than NASA forecasting results, owing
to the strong nonlinear dependency found in AWS time series. As future perspec-
tives, we strive to forecast other existing AWS instances families demand with their
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Fig. 4 Comparison between predicted and true values for the four DNNs models deployed using
AWS instances (Best BiGRU scenario, where RMSE and MAE reached 0.7823 and 0.6302,
respectively)

resource occupancies. Toward higher performance, we plan to develop an improved
extended BiGRU model using additional test scenarios and further layers of noise
and nonlinear residual reductions.
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A Study on Audio Quality of Experience
for WebRTC-Based Communication
Applications

M. Ugur Seker and H. Hakan Kilinc

Abstract Users of communication applications alwayswant uninterrupted andhigh-
quality sound. It is possible to provide these requests by determining the quality
experienced by the end-user. Under different network conditions, it is important to
identify the effects of parameters and possible scenarios in order to select the most
optimal Opus codec configuration in real-time. In this way, it is possible to establish
an adaptive configuration structure. This study focuses on the effects of Opus audio
codec within an application that uses theWebRTC library. When the call started, test
scenarios were created to investigate the effects of changing Opus parameters, and
the results were discussed.

1 Introduction

Many massive communication applications such as Whatsapp Messenger, Facebook
Messenger, Google Meet/Hangout, Discord, Amazon Chime, GotoMeeting, Kandy
use WebRTC technology [1–3]. Audio and video quality is very significant in these
applications. In terms of audio, Quality of Experience (QoE) guarantees that you
deliver audio that will delight end users. Changes in bitrates affect the quality of the
sound, and the higher the bitrate is the better the sound.

WebReal-TimeCommunication (WebRTC) technology canusemany audio codec
components; however, it encourages the use of the Opus audio codec component.
Opus is an open, completely royalty-free, versatile audio codec component designed
to handle a wide variety of audio applications including voice over IP, videoconfer-
encing, in-game chat, musical performances, and is standardized with RFC6716 [4].
Opus is an adaptive codec, and it decreases or increases the sound quality according
to the condition of the bandwidth. It is scalable from low bitrate narrowband speech
at 6 kilobit per second (kbit/s) to very high-quality stereo music at 510 kbit/s. Details
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of media encoding such as signal sampling rate, frame size, and timing are defined
in a Real-time Transport Protocol (RTP) payload format. Format information of RTP
data is transmitted to endpoints via protocols such as Session Description Protocol
(SDP) or ExtensibleMessaging and Presence Protocol (XMPP). RTP payload format
and technical parameters for Opus are specified in RFC7587 [5].

In this study, our main goal is to investigate the effects of Opus parameters on
bit rate, sound quality, and data usage size in the WebRTC-based communication
applications. Thus, the way to create an adaptive codec configuration structure that
can be used in different network conditions will be opened. For this, we use a soft-
ware development platform called the MobileSDK library developed in-house. The
MobileSDK includes the video and audio communication features of the WebRTC
library, enables its users to develop communication applications for mobile systems,
and is used in well-known communication products in the world.

In the next section, a literature review is given. In Sect. 3, information about
the features and parameters of the Opus audio codec is given. In Sect. 4, the test
environment and the effects of parameters are discussed. In the last section, studies
are summarized and concluded.

2 Related Work

There are studies in the literature that conduct Opus usage tests and analyzes within
WebRTC.

Alahmadi [6] defined the equipment distortion factor and packet loss robustness
factor for all bitrates and operating modes supported by the Opus codec in speech
applications in his doctoral thesis. These factors are used to evaluate the quality expe-
rienced by users inWebRTC-based applications. He also proposed an adaptive bitrate
switching algorithm for speech applications in the WebRTC-based communication
applications.

Garcia et al. [7] conducted a detailed study on theQoE evaluation and performance
ofWebRTC-based applications. They analyzedWebRTC topologies that affect QoE,
proposed key performance indicators to predict QoE inWebRTC, and systematically
reviewed QoE applied toWebRTC applications. Two years before these studies, Gar-
cia et al. [8] proposed amethodology and test tool to obtain reliable and statistical both
network-dependent QoS (Quality of Service) measurements and media-dependent
QoE indicators of WebRTC-based applications and infrastructures.

A research team from the Leipzig University of Telecommunications has many
similar publications on the performance of Opus codec in WebRTC. Some of these
are as follows.

Meszaros et al. [9] explained the difficulties in quality assessment methods
in WebRTC-based audio calls and presented a quality measurement tool called
QuARTCS for the evaluation of these calls. Meszaros and Trojahn describe this
work in more detail in their bachelor thesis [10].
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Jokisch and Maruschke [11] evaluated audio and speech quality using 81 audio
files and showed the effects of transcoding. Jokisch et al. [12] realized the instrumen-
tal quality assessment of Opus-coded speech within the WebRTC-based application
using the POLQA testbed and the AQuA tools. They also tested the Opus with mixed
audio and music signals and achieved similar results to the quality performance of
the Opus codec in WebRTC with the quality provided by standalone coding.

Maruschke et al. [13] investigated the Opus codec behavior and showed that Opus
properties can be configured by changing the Session Description Protocol (SDP)
parameters in the WebRTC.

In this study, we have performed real-world tests to achieve the least cost and best
performance by changing SDP messages. Unlike the studies given in the literature,
we carried out our tests by focusing on bitrate, data usage, and sound quality.

3 Opus Audio Codec Features

Opus [4] has signal sampling rates from 8 kilohertz (kHz) (narrowband) to 48
kHz (fullband). It supports both Constant Bit Rate (CBR) and Variable Bit Rate
(VBR) from narrowband to fullband. In addition, it has speech&music support and
mono&stereo support. According to RFC7587 [5], recommended sampling rate val-
ues for Opus with respect to bandwidth are shown in Table1.

In Opus, two different modes can be selected as speech and music mode. Speech
mode allows efficient encoding of audio signals at lower bit rates, while music mode
optimizes audio signals atmediumandhigher bit rates.Bydefault,WebRTCuses full-
band speech mode as the band, unless stereo is selected. The recommended bitrates
in kbit/s according to bandwidth and mode are as follows;

• Narrowband speech mode: 8–12 kbit/s
• Wideband speech mode: 16–20 kbit/s
• Fullband speech mode: 28–40 kbit/s
• Fullband mono music mode: 48–64 kbit/s
• Fullband stereo music mode: 64–128 kbit/s

Table 1 Audio bandwidth and sampling rates for Opus

Bandwidth name Audio bandwidth (kHz) Sampling rate (kHz)

Narrowband 0–4 8

Mediumband 0–6 12

Wideband 0–8 16

Super wideband 0–12 24

Fullband 0–20 48
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Opus hasmultiple configurable features that can affect on bitrate and audio quality.
These features are VBR, CBR, discontinuous transmission (DTX) and comfort noise
(CN), forward error correction (FEC), stereo operation, packetization time (Frame
size), and sampling rates.

According to RFC7587, there are ten optional parameters for Opus audio codec.
In our tests, we will examine the effects of parameters written in bold on bitrates and
sound quality. These parameters are MaxPlaybackRate, Sprop-MaxCaptureRate,
Ptime,MaxPtime,MaxAverageBitrate,Stereo, Sprop-Stereo,CBRorVBR,Usein-
bandFEC, UseDTX.

4 Experiment

4.1 Testing Environment

We used the WebRTC-based mobile software development platform (MobileSDK)
to perform the tests. We developed this platform for communications platform as
a service (CPaaS) environments. It enables service providers to provide services in
their own communication infrastructure to application developers via application
programming interface (API) and software development kits (SDK) as in Fig. 1.

Other important notes about the test environment are as follows;

• Samsung Note 5 and Iphone 6S phones with applications developed with Mobile-
SDK are used. Samsung Note 5 is caller and Iphone 6S is callee.

Fig. 1 Mobile SDKs reference model



A Study on Audio Quality of Experience for WebRTC-Based … 553

• Data is collected using RTPStatistics feature of MobileSDK for mobile only tests.
• A Web client is used for DTX testing.
• All parameters will be in fmtp line of Opus audio codec in SDP except MaxPtime
and Ptime.

• MaxPtime and Ptime values effect all codec.

4.2 Testing Scenarios

As the methodology of the test, we want to examine the sent and received bitrate
changes. Bitrate is the number of bits, or data processed per unit of time. Changes
in bitrates affect the quality of the sound, and the higher the bitrate means the better
the sound.

4.2.1 Effect of Parameters

The effect of MaxPlaybackRate values on bitrate is shown in Fig. 2. We assume the
receiver to have no limitations according to RFC7587. This parameter can be any
value between 8 kHz and 48 kHz. The default value is 24 kHz and the total bitrate
is 87 kbit/s. Using 8 kHz MaxPlaybackRate can reduce the total bitrate usage by
58 kbit/s. When we look at the sent and received bitrates, the quality of the sound
obtained does not decrease.

According to RFC7587, the default value for Ptime is 20 millisecond (ms). There
is no default value for Ptime in SDP. As shown in Fig. 3, there is a decrease in bitrate
up to 60ms. It does not make a difference in bitrate after 60ms. IncreasingMaxPtime
alone does not make a difference in bitrate.

In Fig. 4, the effect ofMaxAvarageBitrate values on bitrate is shown, and decreas-
ing this value decreases the total bitrate continuously. If no value is specified, Opus

Fig. 2 The effect of MaxPlaybackRate values on bitrate
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Fig. 3 The effect of Ptime values on bitrate

Fig. 4 The effect of MaxAvarageBitrate values on bitrate

chooses it according to the desired mode. The bitrate value for the fullband speech
mode is 28–40 kbit/s. It has been observed that 40 kbit/s is the default in WebRTC.
Using 10 kbit/s can reduce the total bitrate usage to 44 kbit/s, which is good sound
quality up to 10 kbit/s.

Figure5 shows the case whereby default the stereo and DTX values are enabled
and the FEC value is disabled. Enabling the stereo parameter nearly doubled the
bitrate usage. Enabling DTX reduces the total bitrate to 52 kbit/s while disabling
FEC reduces the total bitrate by only 2 kbit/s.

4.2.2 Effect of Parameter Combinations

In all case scenarios in Table2 and Fig. 6, DTX was enabled, MaxPtime = 60 ms and
MinPtime = 10 ms were accepted, and other parameters were changed according
to the scenarios. In the evaluation, the most important criterion was sound quality
and also data usage during the 1-min call. In Scenario-1, the default values of the
parameters inWebRTC are used. The data usage of 900 kilobytes (kB) is remarkable,
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Fig. 5 The effect of Stereo, DTX and FEC values on bitrate

Table 2 Test scenarios and results

No Max
playback
rate (KHz)

Max
average
bitrate
(kbit/s)

Ptime (ms) FEC Average
data usage
(kB)

Audio
quality

1 24 40 20 Enable 900 Good

2 12 10 40 Enable 350 Good

3 8 10 60 Enable 310 Good

4 8 8 60 Enable 270 Rare sound
interrupts

5 8 6 60 Enable 260 Frequent
sound
interrupts

6 8 10 60 Disable 300 Good

7 16 20 60 Enable 450 Good

8 8 10 20 Enable 420 Good

and we accept the sound quality as good. Namely, the speeches on both sides were
clearly heard.

One of the striking points in the scenarios is the 4th and 5th scenarios where the
MaxAvarageBitrate value is low. In these scenarios, a serious deterioration in sound
quality has been detected. On the other hand, although the total bitrate is low in
Scenario-3 and Scenario-6, the sound quality is good. When we evaluate the values
in both Table2 and Fig. 6 together, we see the direct proportion between total bitrate,
data usage, and sound quality.
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Fig. 6 The effect of scenarios on bitrate

5 Conclusion

Nowadays, in the design of communication tools that are used extensively, it is
necessary to consider, test, and analyze as wide a range of scenarios as possible in
order to establish an adaptable structure according to the connection quality.

In this study, in the WebRTC-based communication applications, test scenarios
that will reveal the effects of Opus parameters on bit rate, sound quality, and data
size have been realized and analyzed using the MobileSDK library. We determined
scenarios that the bitrate and data usage is low, and the sound quality is good at the
same time. This study can be extended with test cases about parameter changes in
the middle of the call.

In future studies, we will study adaptive codec configuration algorithms and their
performances in real-time and the mid-call event, considering the experiences in test
scenarios and also security requirements.
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AVR Technologies in Sustainable
Tourism: A Bibliometric Review

Sandeep Kumar Dey, Vo Viet Hung, Huynh Thai Hoc,
and Quynh Giao Ngoc Pham

Abstract An extensive, PRISMA-led bibliometric analysis of scientific literature
from the last 20 years was conducted to extract future research agenda in the niche
field of sustainable tourism and the application of virtual reality+ technologies
(extended, mixed, hyper, and augmented). The field being investigated contains
significant opportunities through meta-analysis methods like linear–logarithmic
transformations, coupling clustering, and network analysis. Astringent keyword
inclusion rule ensured that the most pertinent scientific literature entered the anal-
ysis. The authors used critical content analysis parameters like Cohen’s kappa to
include the best fit papers. This bibliometric analysis convenes the need to focus on
emerging areas like cyber-neurotics, telekinesis, cyber-optics, and gamification to
provide impetus to sustainable consumption and production in the tourism and travel
industry. The paper expresses the paradigm shift in research topics as theworld enters
the COVID-19-induced pandemic and its impact on future research endeavours.

Keywords Bibliometric review · Virtual reality · Sustainable tourism ·
Augmented reality
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1 Introduction

Sustainability has become a part of the academic lexicon for the past three decades.
Earlier studies in the discipline involved a producer-based narrative which trans-
formed into a significantly consumer-based one in the recent past [1]. Consumers
are more eager to modify their consumption lifestyles by showing eco-friendliness
and willingness to pay for green items to minimize environmental pollution as
environmental conservation becomes more prominent [2].

Predominant sustainable practices in tourism that are in focus include wastage
reduction [3], energy conservation [4], alternative fuels [5], and green human
resources [6]. In essence, sustainability is the coexistence of the biosphere and human
civilization, with the core idea being to improve both current and future potential to
meet human needs.According to [7] andNeuhofer et al. [8] the realmof sustainability
not only confines itself to the minimization of negative impacts on the environment
but also includes other assessments that concentrate on the economy, society, and
ecology. Tourism academicians and industry practitioners observe that digitalization
has integrated capacities from information and communication technologies, giving
rise to novel technologies in the sector [7].

Stankov and Gretzel [9] have called this trend evolution of the tourism industry
under the wide ambit of Industry 4.0, which has facilitated the emergence of disrup-
tive technologies like virtual/augmented/mixed and hyper realities, IoT, AI-computer
vision, and advanced human–computer interactions (HCI). Various examples of this
paradigm shift include autonomous agents and things being used in hospitality estab-
lishments [10] and humanoid service robots at food and beverage businesses [11, 12].
Satta et al. [13] are of the notion that eco-friendly initiatives signify a key focus of
innovation for tourist enterprises and destinations in redesigning their approaches to
reduce the environmental impact and manage relationships with stakeholders, espe-
cially in the new normal situation sustainability in tourism has become a central
focus [14].

This is aligned with the UN Sustainable Development Goals, where one of the
objectives emphasizes encouraging sustainable industrialization and promoting inno-
vation [15]. In the present-day scenario, VR capacities have been used widely in the
tourism and hospitality industry ranging from destination marketing [16], accom-
modation sales [17], event and festival management and design [18], training of
personnel [19], and new sensory museology [20]. Given the above premises, virtual
reality/augmented reality can play a major role in propagating sustainable tourism
[21].

The current COVID-19 has ushered in radical changes in the way academia looks
at sustainable tourism. The narrative towards an integrated sustainable tourism devel-
opment environment is more pronounced now [22]. Under the umbrella of Industry
4.0, disruptive technologies combinevirtual reality technologywith advanced immer-
sive haptic capabilities resulting in a plethora of alternative simulated spaces like
augmented, hyper, and mixed realities are seen as a bricolage of the sustainable
future of the tourism industry [23].
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Taking note of all the significant developments in the sphere of VR in sustainable
tourism, we are encouraged to conduct a bibliometric review. The objectives of this
study are (i) acquire and process state-of-the-art researches in the field of virtual
realities+ (augmented/hyper/mixed/extended) in the context of sustainable tourism;
(ii) investigate the future trends of the research into the field.

The following sections are organized: Sect. 2 shows researchmethodology, Sect. 3
presents Discussion, and Sect. 4 conveys future research.

2 Research Methodology

Draper et al. [24] define bibliometric analysis as a structured approach that reviews
published articles and other literature of scientific nature. It involves micro and deep
text analysis of the literature to uncover trends and projections for future research
[25]. Bibliometric research is a complex field that considers journal ranking, the
assessment of research quality, bibliometric literature review, and the analysis of
trends and patterns [26].

For the purpose of conducting a bibliometric analysis, two judges from the
authoring team were commissioned to analyse 100 papers obtained after inclusion
keywords were entered to filter the literature load. An inter-rater framework was
installed with two reviewers from the authoring team who have experience in the
teaching of sustainable tourism and virtual reality at the university level. They were
commissioned to select the most pertinent papers from the n = 100 papers selected
for further analysis. Cohen’s kappa coefficient (κ) is a statistic that is used to assess
qualitative (categorical) item inter-rater reliability (and also intra-rater reliability). It
is typically believed to be a more reliable statistic than simple agreement estimates
since it considers the potential of agreement occurring by chance [27]. The outcome
of the inter-rater intervention extracted 33 papers, thereby achieving a kappa statistic
of 0.75, which is robust [28]. The following table illustrates the kappa statistic or κ

derivation.
This section is divided into stages: 1. Data collection, 2. Analysis.

2.1 Data Collection

The research uses the leading scientific directory called theWeb of science to identify
pertinent literature in the field of sustainable tourism and the use ofVR+ technologies
from the last 20 years (2002–2021). Researchers have vehemently used the Web of
science database for tasks like citation and co-occurrence analysis, author network,
and path mapping [24]. All papers in the English language, including peer-reviewed
academic journal articles, book chapters, conference proceedings, were analysed for
this study.
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Records Identified: Web of 
Science dB (n=508)

Records Screened (n=166)

Selected for further analysis 
(n=100)

Inter-rater Intervention        
(κ =0.75)

Records barred from 
screening (Exclusion)

1. Records older than 2000
2. Non-tourism and non-re-

search type papers incl. litera-
ture reviews (n=342)

n=33

Bibliometric Analysis

Inclusion keyword
“virtual reality” OR “augmented 

reality” OR “360 degree” OR “hy-
per reality” OR “extended reality” 
OR “telepresence” OR “haptics” 
OR “head-mounted device” OR 

“second life” OR “immersive tech-
nologies” AND TOPIC: “sustaina-
ble tourism” OR “sustainability” 

OR “responsible tourism” OR
“pro-environmental behaviour” OR 
“green tourism” OR “nature based 
tourism” OR “second life tourism” 

OR “pro-poor tourism”

Fig. 1 Bibliometric analysis framework

Data collection took place in the month of June 2021. Prospective terms were
extracted and treated with BOOLEAN values (AND, OR). Firstly, general keywords
were involved in the search; they were basically “virtual reality” AND “sustainable
tourism”. The search result returned 508 publications, which were scrutinized for
thematic patterns using NVIVO software, and standard features were extracted that
were established in the form of keywords. Secondly, we use a PRISMA-led frame-
work to guide our bibliometric review of the literature. The following figure presents
the framework that provides the researchers with the required operating protocol to
conduct the analysis (Fig. 1).

2.2 Analysis

Figure 2 displays pattern analysis of investigations having high impacts done in the
field of VR+ and sustainable tourism in the last 20 years. It appears that one of
the pioneering works in the field under investigation was by Guttentag [29] who
investigated the utilization of wearable technologies in tourism and travel research.
Furthermore, through the high impact works of [30–34] and [35], the topic of VR
in tourism has expanded to include potent research areas like climate change and
cultural sustainability.
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Fig. 2 Pattern analysis. (Source biblioshiny)

A closer inspection of the pattern analysis presented via Fig. 2 will reveal that
themes pertaining to the concept of sustainability in the context of VR+ is nascent.
Also, to be noted is the emergence of “COVID-19”-related topics in the pattern
diagram post the pandemic. This pattern is mainly due to a discourse on the notion
of mass tourism and digital tourism in the new normal by authors [36]. Among all of
these advancements in the virtual tourism domain, the sustainability aspect remains
a grey area for research.

Publications in this particular field have leaped in the years following 2018. It can
be evaluated from the below-given Fig. 3 that the pandemic ushered in a new and
revamped interest in the field of VR+ technologies in tourism.

Figure 4 provides a glimpse of the evolution of themes in the world of VR+
technologies in tourism and travel research. From the below-given figure, it might
be discerned that themes in this particular field of study are moving from motifs like
“experience” to core areas like “tourism”. This may imply that the interest towards
the sustainable dimension will surface from 2021 onwards as researchers will focus
on VR+ interventions to gauge and capture tourists’ dynamics with wide-spread
interest in the area [37]
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Fig. 3 Annual scientific production in the last 20 years. (Source: biblioshiny)

Fig. 4 Thematic evolution last 20 years. (Source biblioshiny)

3 Discussion

The linear logarithmic modulation of the abstract content (given in Fig. 2) observed
a particular network of scientific works which have been extensively studied, and a
list of probable research questions have been developed, which is given hereunder
Table 1. The research paper clustering was based on network analysis of the authors’
co-occurrence fields.

Furthermore, it is observed from a scoping review of literature in the field of VR+
technologies in tourism that were found eligible for this bibliometric review (n =
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Table 1 Cohen’s kappa derivation (Source Author’s Own)

Reviewer 1 Kappa statistic

Accept Reject Total accepted/Rejected

Reviewer 2 Accept 33 5 38

Reject 7 55 62

Total 40 60 100

Observed agreement 0.88

Agreement by chance 0.52

Cohen’s kappa 0.75

33), 75% of the literature used classical conditioning models like S–O-R (stimulus-
organism-response), the remaining either deployed theory of planned behaviour
(marketing-related papers), and two papers were qualitative investigations. An eval-
uation of the research questions developed from content analysis of the 33 litera-
ture reveals that the futuristic research inquiries dwell upon a comprehensive mix
of experimentations and mixed-method studies. The authors conducted a scoping
review of the significant literature with a kappa score of >0.80 from the thematic
cluster analysis and identified the following research questions given in Table 1.

4 Conclusion and Future Research Agenda

Figure 5 presents the most relevant sources of scientific literature. It is observed that
acute studies on tourists and VR interventions are basic themes. Topics pertaining
to augmented reality and the experience of VR+ technologies remain unchanged
through the years 2001–2020. With the onset of the COVID-19 pandemic, there is
an emergence of impact studies in the field of VR+ technologies and Industry 4.0
capacities.

Studies that revolve around VR and intention to use are gradually declining. In
reference to probable research questions given in Table 1 and thematic analysis of
Fig. 5, the future of VR+ disruptions in the field of sustainable research will probably
centre on the following themes given in Table 2. The researchers are recommended
to dwell on the emerging research areas in the field of VR+ technologies in sustain-
able tourism. The patterns also observe that museums have widely used VR/AR
technologies to promote heritage (Table 3).

The bibliometric analysis of 33 different scientific articles has redeemed the fact
that investigations on the application of VR+ technologies like XR/AR/MR/HR in
sustainable tourism research is still nascent. Future directions should focus on the
broad thematic aspects given in Table 2 above. Furthermore, deliberations in innova-
tive scientific methods like eye-tracking and neural traffic analysis should be consid-
ered to progress the current understanding of simulated and immersive environments
on human beings.
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Fig. 5 Most relevant sources of scientific literature. (Source Biblioshiny App)

Table 2 Potential research questions from thematic clustering

Research paper cluster Sources Probable research questions

1 [30, 33, 38, 39] RQ1: What will be the role of flow state in a
cross-cohort environment
RQ2: How does VR entice a stimulus–response
towards tourism promotion
RQ3: Can haptic response moderate the mental
imagery formation in the tourism experience
RQ4: What is the actual behavioural outcome of the
VR intervention

2 [40–42] RQ1: What is the difference between AR and VR
interventions in the attitudes of tourists
RQ2: What is the effect of telepresence on the
attitudes of tourists
RQ3: What is the efficacy of an embodied virtual
agent in moderating involvement
RQ4: What is the role of AR applications in “last
chance” tourism

Table 3 Potential emerging topics for future research

Citation Themes Sub themes

[43–45] User experience (UX) Cyber-optics, haptic response, teleflow, cyberkinesis,
embodiment and “avatarization”, telepresence

[46] Information development Storytelling and immersive gamification

[47, 48] COVID-19 impact Last chance tourism, museology, and accessible
tourism
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Lest we forget, ethical and moral dimensions should be in harmony with
research investigations as the question of human subjects has always obstructed
various interventions in the field of behavioural science, especially human–computer
interactions.

Acknowledgements This project has been financedwithin OPRDE project Junior grants of Tomas
Bata University in Zlín, reg. No. CZ.02.2.69/0.0/19_073/0016941.

Appendix

An extract of the most relevant key words from the abstracts that were scrutinized
for further analysis reveal that while “virtual reality vr” was the most frequent,

Fig. 6 Most relevant words identified in the bibliometric analysis. (Source biblioshiny)
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other words of interest include “mobile ar”, “adapted ux framework” and “experien-
tial education”. This further implies that VR+ technologies not only trigger certain
behaviour but have an educational effect as well (Fig. 6).
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AMemory-Based Particle Swarm
Optimization for Parameter
Identification of Lorenz Chaotic System

Rizk M. Rizk-Allah , M. A. Farag, Mahmoud H. Barghout,
and Aboul Ella Hassanien

Abstract A novel modified version of particle swarm optimization (PSO) is intro-
duced in this paper to estimate the parameters of the chaotic Lorenz system. The
parameters estimation of the Lorenz system is modeled as a multidimensional
problem and solved by the proposed algorithm, a memory-based particle swarm
optimization (MbPSO) algorithm. In MbPSO, two new terms are added to the stan-
dard PSO to vary the population direction and enhance search capability. Firstly, the
impact of parameter configuration on MbPSO is studied. After that, the parameter
estimation problem is solved. The performance of the proposedMbPSO is compared
with othermeta-heuristic algorithms in terms of parameter accuracy and convergence
speed. According to the results, linking the memory of each particle to the memory
of other particles has a very significant effect on the proposed algorithm compared
to the original PSO. Briefly, the MbPSO algorithm is a successful and powerful
optimization algorithm for parameter estimation of chaotic systems with accurate
performance.

Keywords Chaotic system · Lorenz system · Parameter estimation · Particle
swarm optimization

1 Introduction

Nonlinear dynamics, especially the study of chaotic systems (CSs), have been
increasing interest in various fields, including science, engineering, communica-
tion, biomedical, finance, administration, and other areas [1]. The chaotic system,
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commonly known as the butterfly effect, means unpredictable, erratic motions, and
a complex behavior governed by deterministic laws. The chaotic system that is
extremely responsive to the initial conditions and parameters [2]. Chaotic systems
with low-order deterministic models could enhance interpretation and description
of phenomena (recorded data) of complicated real-world systems. The machinery
condition, electrical circuits [3], and subjects of diagnosis of human health status
[4] are some of the recent applications of chaotic systems. Many chaotic systems
simulate real-world systems such as Chen, Lorenz, Newton–Leipnik, Volta, Rossler
[5], and Lotka–Volterra [6].

In recent years, the control and synchronization of CSs have been intensively
studied in multiple subjects [7]. Most of the recommended techniques only work
according to the conditions of CSs that are defined in advance. Nevertheless, the
parameters may be very difficult to identify in the actual world due to the CSs
complexity. Parameter estimation ofCSs has great value in nonlinear science. Control
theory and signal processing have drawn great attention in different research subjects
and can be investigated as a multidimensional optimization problem (multi-DOP)
[2].

In the last decade, parameter identification of CSs has attracted a lot of attention
in the literature [8]. Different types of traditional techniques have been improved to
investigate these problems [9]. The most common approaches utilized to express the
problem of parameters estimation of CSs as a multi-DOP are metaheuristic algo-
rithms such as PSO [10], the genetic algorithm (GA) [11], and differential evolution
algorithm (DE) [12]. They seem to be an efficient alternative to traditional methods
because they do not require the gradient of the objective function, are not responsive
to the starting point, and seldom get trapped in local optima [13].

The investigation of the parameter identification problemshas a significant history,
with a special focus on the Lorenz system. Lorenz introduced this system in 1963
while observing atmospheric convection [14], and it is considered the first chaotic
attractor of a three-dimensional self-government system. The parameters are not easy
to acquire due to the unstable dynamic behavior of CSs. So in recent years, meta-
heuristic algorithms have been popular and frequently used by the researchers for
their efficient performance in a solution of optimization problems [15–17]; various
metaheuristic algorithms employed for parameters identification of this system have
been proposed by minimizing synchronization error such as GA [11], PSO [10],
improved particle swarm optimization (IPSO) [18], a drifting particle swarm opti-
mization (DPSO) [19], a quantum-behaved particle swarm optimization (QPSO)
[20], PSOwith dynamic inertia weight PSO (DIW-PSO) [21], and chaotic ant swarm
(CAS) [5, 22, 23]. It is noted that PSO and its modifications are the most frequently
used approaches for parameter estimation of CSs.

PSO was proposed in 1995 by Kennedy and Eberhart [24] as a population-based
algorithm inspired by the social behavior of swarms in nature such as bird flock
and fish school. The algorithm seeks out the best solution via sharing the historical
and social knowledge between the candidates (particles) throughout the global solu-
tion space. PSO algorithm has been used as an important optimization technique in
various applications due to its simple implementation, few parameters to adjust, and
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fast convergence rate. On the other hand, PSO demonstrates some shortages. It is
possible to get stuck in a local optimum in another sense, premature convergence,
and the convergence rate reduces significantly in the later stages of evolution [25–
27]. Therefore, many variants of the standard PSO approach have been proposed
for different applications to make the most of the merits, improve the search capa-
bility and overcome the deficiencies such as immune PSO (IPSO) [28], continuous
trait-based PSO (CTB-PSO) [29], and the hybrid GA-PSO [30, 31].

In this paper, parameters estimation of chaotic Lorenz system is modeled as a
multi-DOP and solved based on a modified version of PSO by adding two terms to
the velocity update formula. Themodified algorithm is calledmemory-based particle
swarm optimization (MbPSO). This modification of its role diversifies and enhances
search capability. This is the first research ofMbPSO for parameters estimation of the
Lorenz system that the authors are aware of. The comparisons of the results acquired
by other techniques show this algorithm’s efficiency, effectiveness, and robustness.

The main contributions of this paper can be summarized as follows:

• The chaotic system is modeled, generally, and the Lorenz system is illustrated
clearly.

• A modified version of PSO is proposed called MbPSO.
• The proposed algorithm (MbPSO) is applied for the Lorenz system to estimate

its parameters.
• Comparisons are made between the proposed algorithm (MbPSO), modified

PSO (PSO+), original PSO (programmed algorithms for this study), and other
algorithms used in the literature.

The remainder of this paper is organized as follows: Section 2 introduces the
problem formulation regarding the Lorenz system. Section 3 reviews the basic prin-
ciples of PSO. Section 4 introduces the proposed MbPSO algorithm, and the param-
eter configuration for the proposed algorithm is illustrated in Sect. 5. The numerical
simulation, and comparisons are presented in Sect. 6. Finally, this paper is concluded
in Sect. 7.

2 Problem Formulation

Considering the n-dimensional chaotic system modeled by the ordinary nonlinear
differential equation as below (ONLDE):

Ẋ = f (X, Xo, θo) (1)

where X = (x1, x2, ..., xn)
T ∈ Rn indicates the state vector, x0 indicates the initial

state and θ0 = (θ1o, θ2o, ..., θdo)
T is a set of original parameters. During calculating

the parameters, assume the chaotic system structure is known in advance, and hence,
the approximated system can be defined as follows:
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Ẏ = f (Y, Xo, θ) (2)

where Y = (y1, y2, ..., yn)
T ∈ Rn indicates the state vector, and θ = (θ1, θ2, ..., θd)

T

is a set of calculated parameters. Thus, the problem of the parameter estimation can
be described as the following optimization problem:

Min J = 1

M

M∑

k=1

Xk−Y 2
k by searching suitable θ∗ (3)

where the length of data used for parameters estimation is defined by M. The state
vectors of the original and the estimated systems at time k (k = 1,2, ...,M) are denoted
by Xk and Yk, respectively.

The parameters estimation for CSs is obviously expressed as a problem of multi-
DOP,where the vector of decision is θ , andminimization of J is the objective function
of the optimization problem. The parameters estimation problem of CSs based on
optimization techniques can be demonstrated byFig. 1. The parameters are not easy to
acquire due to the unstable dynamic behavior of CS. Furthermore, multiple variables
always exist in the problem, andmultiple local optima solutionsmislead the algorithm
in the search zoneof J, so conventional techniques are very easy to trap in local optima,
and the global optimal parameters are difficult to attain. Thus, Lorenz system was
selected as a CS model to test the performance of the proposed algorithm. Lorenz
system [14] has an unpredictable complex dynamic behavior and exhibits infinite
erratic periodic motions with extremely dependent initial conditions and parameters.
The Lorenz model is employed as an equivalent model about the behavior of the
atmosphere because it replicates some of the features of large-scale weather patterns,
such as the simulation of system behavior, variations in the predictability of local
events, and various time scales. The equations of the Lorenz system are system of
three ONLDE resulting from a simple form of the fluid convection between two
horizontal plates that is called Rayleigh Bénard problem. Lorenz system designated
three time-dependent variables: convection motion intensity is represented by x, the
temperature differential between increasing and decreasing currents is denoted by
y, and z is the deviation from linearity in the vertical temperature profile [32]. The

Fig. 1 The overall scheme
for optimization concept of
parameters estimation in CSs
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Fig. 2 The behavior of Lorenz system with A = 10, B = 28, C = 8/3 and initial conditions (X0 =
1, Y0 = 0, Z0 = 0) for evolving time = 100 s. a) the projection of Lorenz attractor into x–y plane;
b) the Lorenz attractor in three-dimensional space

following model is a mathematical representation of the Lorenz system:

⎧
⎨

⎩

ẋ = A(y − x)
ẏ = Bx − xy − y
ż = xy − Cz

(4)

where ẋ = dx/dt, ẏ = dy/dt, ż = dz/dt , A is defined as the Prandtl number, B
(B = Ra/Rc) is defined as the Rayleigh number over the critical Rayleigh number,
andC gives the size approximated by the systemof the region [32]. All the parameters
are positive numbers; for example, Ref. [33] demonstrates the behavior of a chaotic
attractor with initial conditions (X0 = 1, Y0 = 0, Z0 = 0) and A = 10, B = 28, and
C = 8/3. For a complete study of this system, see [33] (Fig. 2).

3 Particle Swarm Optimization (PSO)

PSO is considered as an evolutionary algorithm that is based on individual improve-
ment in addition to collaboration and competition in the population. It depends on
the simulation of simplified social models, such as the swarm theory: fish schooling,
bird flocking [24]. PSOhas a highly obvious, straightforward, and easy-to-implement
theoretical structure.

PSO initializes randomly with a swarm of birds (particles) over the searching
space. The particles search with a certain velocity and find the global optimum after
several iterations. The main idea is to adjust the trajectory of each particle to its own
best position and to the best particle of the swarm at each iteration. At each itera-
tion, the velocity vector of each particle is affected by its inertia, its best position,
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and the position of the best particle. Then, each particle moves to a new position.
Assume that, the location and the velocity of particle i in the d-dimensional search
space can be expressed as Xi = [

xi,1, xi,2, . . . , xi,d
]T

and Vi = [
vi,1, vi,2, . . . , vi,d

]T
,

respectively. The particle fitness can be estimated according to the objective func-
tion of the optimization problem. The best position visited previously of particle
i is denoted by the personal best position (pbest). It can be expressed as Pi (t) =[
pi,1(t), pi,2(t), . . . , pi,d(t)

]T
. The position of the best particle of the swarm is

defined by the global best position (gbest) Pg(t) = [
pg,1(t), pg,2(t), . . . , pg,d(t)

]T
.

At each step, the velocity and position of each particle is determined as follows:

vi, j (t + 1) = vi, j (t) + c1r1
(
pi, j (t) − xi, j (t)

)

+ c2r2
(
pg, j (t) − xi, j (t)

)
, j = 1, 2, ..., d (5)

xi, j (t + 1) = xi, j (t) + vi, j (t + 1), j = 1, 2, . . . , d (6)

where ω, indicates to the inertia weight, controls the effect of previous particle
velocity on its current one. C1 and C2 are the cognitive and collective acceleration
coefficients, respectively, which are balance the effects of self-awareness and social
awareness on particle movement toward the target and adjust the step size. r1 and
r2 are two independent uniform distributed random constants within the range of [0,
1].

In PSO, Eq. (5) implies that the particle’s new velocity is updated based on its
previous velocity and the distance of its present position from both the global best
position of the entire swarm and its best historical position. A typical approach is
to constrain the values of the elements of the vector vi to a range between [Vi, min,
Vi, max] to control excessive wandering of particles outside of the search space [Xi,
min, Xi, max]. The particle then moves toward a new position in accordance with
Eq. (6). The procedure is repeated until a termination condition determined is met
[34].

4 Memory-Based Particle Swarm Optimization (MbPSO)

This section presents a new modified version of PSO called memory-based particle
swarm optimization (MbPSO). The suggested algorithm (MbPSO) is a proposed
improvement for the particle velocity updating equation to determine the parameters
of Lorenz system. Although the position updating equation in MbPSO is identical to
the standard PSO, the equation of the velocity updating is improved by the addition
of two new terms, as illustrated below:

vi, j (t + 1) = �
(
ωvi, j (t) + c1r1

(
pbesti, j (t) − xi, j (t)

) + c2r2
(
gbest j (t) − xi, j (t)

)

+ c3r3
(
pbesti, j (rand) − xi, j (t)

) + c4r4
(
vi, j (rand)

))
(7)
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xi, j (t + 1) = xi, j (t) + vi, j (t + 1),

∀ i ∈ number of particles,∀ j ∈ problem dimension, and ∀t ∈ number of iterations
(8)

where ω is defined by the inertia weight. r1, r2, r3, and r4 are random numbers
within [0, 1]. C1, C2, C3, and C4 denote the acceleration constants that control the
effect of each term in the update process. pbest denotes the particle’s best solution,
while gbest denotes the best solution reached by all particles. Knowing that the
acceleration constants pull each particle to its best individual and global locations.
As a result, small values cause short movements toward target regions, whereas high
values cause abrupt movements. High values of the inertia weight, on the other hand,
result in a broad search across the search space, whereas low values result in a more
focused search [34].

In the original PSO, the first term, “inertial part” is represented as ωv i, j (t) which
is utilized as a search skill factor by using ω = ωmax − t(ωmax − ωmin)/tmax, where
ωmin and ωmax are the values of minimum and maximum inertia weight, respec-
tively, and tmax refers to the maximum number of iterations [35]. The second term
“cognitive part” is represented as c1r1

(
pbesti, j (t) − xi, j (t)

)
that is defined as the

distance between the particle’s current position and the particle’s most well-known
position, and it means that the particle’s decision will be influenced by its previous
experiences. The third term “social part” is represented as c2r2

(
gbest j (t) − xi, j (t)

)

which is defined as the distance between the particle’s current position and its best
neighborhood position, and it means that the particle’s decision is influenced by
the rest of the particles [34]. From this idea, we added two new terms. The fourth
term, “random self-cognition,” is represented as c3r3

(
pbesti, j (rand) − xi, j (t)

)
which

relates the particle’s position to the best position of random particles, which in fact let
each particle exploit thememory of other particles and allow the particles to randomly
share their knowledge during the updating process; it results in a stronger interrela-
tion between the whole swarm, higher chance in convergence toward good solutions,
and higher diversity of the search process. The fifth term, which is represented as
c4r4vi, j (rand), includes a random velocity that leads to increasing the potential of
space exploration and preventing the MbPSO from being stuck in local optima. The
new terms are inspired by [36].

The researchers utilize many additional terminologies with different meanings
(e.g., [23, 37]). Still, this paper incorporates modifications to diversify the popula-
tion search direction and enhance the swarm’s search capability. In original PSO,
gbest is utilized to enhance convergence characteristics, but the drawback of using
gbest is decreasing the diversity of the population that results in local minima. Thus,
adding two new terms increases search capability, providing new knowledge and
more information to the population. It can guide the particles to a better position,
and the attraction of gbest position to local optima in the search space is reduced.
Figure 3 depicts a graphical view of the updating process for a particle’s position
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and velocity in the MbPSO algorithm. Also, the overall procedures of MbPSO are
demonstrated in Fig. 4.

Fig. 4 Flowchart of the proposed algorithm (MbPSO)
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5 Parameter Configuration for the Proposed Algorithm
(MbPSO)

To make the best use of the proposed algorithm, the range of the parameter values
are taken from the literature [36], and the trial and error method was used through
the implementation on Lorenz system for configuring the parameters of the proposed
algorithm during the operation of minimizing J. Thus, a population of 100 particles
(p) was used; an inertia weight ω was established as linearly reducing from the
peak value of 0.9 to a minimum value of 0.4. The acceleration constants were used
as follows C1 = 1.5, C2 = 2, and C3 = 3 [38]. As different values of parameter
C4 have a significant impact on the proposed algorithm, the various effects of C4
were studied for values under one; based on the literature, C4 was studied without
including the constriction factor, and Fig. 5 shows the various effect of C4. For this
study, the constantC4= 0.3 introduces a better influence on the convergence than the
others (the procedures forC4 are based on the coefficientmentioned abovewith other
terms in [23]); in another aspect, the constriction factor has an extremely great effect
on the proposed algorithm; followingC4 is set to 0.3, the effect of constriction factor
was analyzed from 0.2 to 0.8. Figure 6 shows the various effect of the constriction
factor on the convergence and demonstrates that the constant ψ = 0.4 presents the
best convergence. The maximum generation number was set to tmax = 100 and tmax

= 200, and this is illustrated in the section of discussion and results. All simulations
were implemented 20 times. Table 1 displays the parameters used in the compared
algorithms (PSO, PSO+, and MbPSO).

Fig. 5 Convergence graph. Specifying of the best value of constant C4
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Fig. 6 Convergence graph. Specifying of the best value of constriction factor Ψ

Table 1 Parameter configuration for all algorithms used

Algorithm Parameter configuration

PSO p = 100, ωmax = 0.9, ωmin = 0.4, c1 = c2 = 2

PSO+ p = 100, ωmax = 0.9, ωmin = 0.4, c1 = c2 = 1.5, c3 = 0.4

MbPSO p = 100, � = 0.4, ωmax = 0.9, ωmin = 0.4, c1 = 1.5, c2 = 2, c3 = 3, c4 = 0.3

6 Results and Discussion

The proposed algorithm MbPSO is implemented to estimate the parameters of the
Lorenz chaotic system (A, B, and C). Figure 7 and Fig. 8 show the convergence
characteristic of the fitness function J for MbPSO, PSO, and PSO + . These figures
display that the value of J reduces to zero rapidly, whichmeansMbPSO can converge
to the global optimum very fast.

Furthermore, MbPSO is compared with a particle swarm optimization (PSO) [34]
and a modified PSO (PSO+) [6] to test the performance of the proposed algorithm.
The comparison was made for two cases: the first case, the maximum number of
iterations was set to 100, the range of the estimated parameters is (8 < A < 12, 20 <

B < 30, 2 < C < 3).
Table 2 compared the error and standard deviation (St.D.) values found by PSO,

PSO+, and MbPSO. As shown in Table 2, MbPSO has fast convergence and accu-
rate performance. Figure 7 illustrated that MbPSO has high performance and fast
convergence, but PSO and PSO+ had almost the same performance. The second case,
when the maximum generation number was set to 200 and the range of the estimated
parameters increased (0 < A < 20, 0 < B < 50, 0 < C < 5), the performance of
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Fig. 7 Convergence characteristic of objective function (J) for three algorithms PSO, PSO+, and
MbPSO (100 iterations)

Fig. 8 Convergence characteristic of the objective function (J) for three algorithms PSO, PSO+,
and MbPSO (200 iterations)

the modified algorithm (PSO+ and MbPSO) enhanced. Table 3 compared the error
and St.D. values of PSO, PSO+ , and MbPSO. After the modifications of simulation
conditions, MbPSO has the highest performance and the fastest convergence rate,
and PSO+ has the second-best performance, as shown in Fig. 8.
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Table 2 Comparison of convergence and statistical results of PSO, PSO+, and MbPSO (100
iterations)

Algorithm MSE(J) St.D

Best Average Worst

PSO 1.2836E−06 1.2836E−06 3.7944E−04 1.5743E−04

PSO+ 7.5670E−07 4.5711E−05 1.4774E−04 5.9247E−05

MbPSO 1.7666E−11 8.4102E−04 7.5000E−03 1.9000E−03

Table 3 Comparison of convergence and statistical results of PSO, PSO+, and MbPSO (200
iterations)

Algorithm MSE(J) St.D

Best Average Worst

PSO 2.3475E−07 4.5743E−06 1.1863E−05 5.0764E−06

PSO+ 1.6007E−08 1.5318E−05 5.3659E−05 2.3867E−04

MbPSO 2.5447E−13 1.4715E−04 5.5921E−04 2.5709E−05

Other comparisons can be made between the undefined parameter values A′, B′,
and C′ found by the MbPSO and the values found by with PSO and PSO+ from
fitness function performance. The convergence rates of the parameters for the three-
dimensional Lorenz system using MbPSO, PSO, and PSO+ are shown in Fig. 9.
All estimated parameters found by MbPSO are very similar to the real values in
all simulations, as shown in Fig. 9. This result demonstrates that the trajectories
of the estimated parameters converge to their real values asymptotically. Therefore,
MbPSO converges much faster than PSO and PSO+ . To get a full picture of our
estimates, the statistical results found in estimating the parameters A′, B′, and C′
using MbPSO, PSO, and PSO+ are summarized in Table 4. As shown in this table,
the best results found by MbPSO are better than those obtained by PSO and the
others. Additionally, the estimated parameter values found by MbPSO are still very
similar to the real values of the original parameters.

On the other side, the abilities ofMbPSOare compared to othermetaheuristic tech-
niques solved the same problem. Table 4 shows the comparison between the proposed
algorithm and: (DE) [12], PSO [2], and a hybrid swarm intelligence algorithm (PSO–
ACO) [23] in parameters estimation of Lorenz system. In general, MbPSO has accu-
rate results better than the best results determined by these metaheuristic techniques
(Table 5).

7 Conclusion

In this work, parameters identification for chaotic systems is modeled as a multi-
dimensional optimization problem. The problem is solved using a modified PSO
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Fig. 9 Lorenz system searching process for A′, B′, and C′ using PSO, PSO+ , and MbPSO

Table 4 Statistical results found by PSO, PSO+ , and MbPSO for the estimated parameters

Statistical results Algorithms Parameters

A’ B’ C’

Best MbPSO 10.0000 28.0000 2.6667

PSO+ 10.0003 27.999 2.6667

PSO 10.0009 27.9995 2.6666

Average MbPSO 9.9981 28.0009 2.6667

PSO+ 10.0039 27.9985 2.6666

PSO 9.9976 28.0011 2.6667

Worst MbPSO 9.8567 28.0641 2.6689

PSO+ 10.0155 27.9938 2.6666

PSO 9.9912 28.0001 2.6662

version called a memory-based particle swarm optimization (MbPSO). Lorenz
system is selected to test the performance of MbPSO. In the proposed algorithm,
MbPSO, two new terms are added to the standard PSO to diversify and enhance
search capability. Comparisons are made between the proposed algorithm MbPSO,
the original PSO, a modified PSO (PSO+), and other algorithms published in the
literature. The comparisons and results demonstrate that the suggested algorithm
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is an effective and useful arithmetic method for parameter identification of chaotic
systems, especially theLorenz system,with high efficiency, fast convergence process,
and accurate performance.
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