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Taloyoak, Nunavut—Sewage Treatment
Feasibility Study

K. Johnson and D. Browne

1 Introduction

TheHamlet of Taloyoak is located on the Boothia Peninsula approximately 1,300 km
west of Iqaluit and 1,200 km northeast of Yellowknife. Taloyoak had a population of
approximately 1,029 in 2016, and this population is expected to grow over the next
20 years to reach a population of approximately 1,413 in 2040.

Wastewater from the community is currently trucked and discharged to a natural
(non-engineered) series of ponds. The ponds ultimately discharge to a naturalwetland
system to the south, which flows into Spence Bay, which is within the St Roch
Basin. The pond system has no flow control structures, so it operates as a continuous
discharge facility in the summer months. During the winter months, freezing of the
ponds causes the discharge to stop. From awastewater process perspective, the ponds
would be expected to operate as a continuous discharge facultative lagoon system
during the summer months, and a sedimentation lagoon system during the winter
months.

Concerns have been raised with the current wastewater management strategy.
More specifically since the ponds do not have any flow control structures, there is a
concern that the current natural series of ponds does not have capacity to store the
current and future annual wastewater generation from the community.

K. Johnson (B)
EXP, St. Albert, Canada
e-mail: ken.johnson@exp.com

D. Browne
Government of Nunavut, Pangnirtung, Canada
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2 K. Johnson and D. Browne

2 System Requirements

The proposed sewage treatment facilitymustmeet the long-term needs of theHamlet,
as well as the regulatory requirements of the Hamlet’s water license. The design
horizon for the Taloyoak sewage lagoon was set 20 years ending in 2040 based upon
design guidelines for Arctic lagoons. The 2016 population of the community was
1030 and the estimated population in 2040 is 1410.

The sewage generation for the purposes of design is based upon the recordedwater
use in the community. The recorded water use in Taloyoak over a three-year period
from 2017 to 2019 was on average 47,327,000 L per year. Based upon a population
of 1029 people (2016), the per capital water use is 126 L/capita/day (L/c/d). Based
upon the 2040 population of 1410, the annual sewage generation is estimated to be
65,000 m3.

The configuration selected for the passive facultative lagoon is a single cell, which
retains the sewage for 10 to 12months before discharge into a supplementarywetland
treatment system. The Government of Nunavut is currently engaged in amending the
community water license and effluent requirements to increase the allowable effluent
concentrations discharged from the wastewater system. It should be noted that, based
on research facilitated by the Government of Nunavut, effluent criteria of 120 mg/L
BOD5, 120 mg/L Total Suspended Solids, and 1.25 mg/L un-ionized ammonia are
environmentally-appropriate effluent discharge limits for marine water bodies within
the Territory of Nunavut. A conservative, more stringent requirement on effluent
concentrations was applied to this design—specifically, 45 mg/L BOD5, 45 mg/L
Total Suspended Solids, 1.25 mg/L un-ionized ammonia, and 1× 104 CFU/100 mL
Fecal Coliforms at the downstream end of the wetland.

3 Review of Potential Sites

A total of six wastewater treatment facility sites (5 new sites and the existing lagoon)
were identified and investigated. Sites 1, 2 and 5were screened from further consider-
ation due to a variety of issues including drainage related, access related, availability
of a wetland area and community proximity.

The new two sites recommended for further assessment and that were subse-
quently approved by Hamlet Council were the focus of the feasibility study. The two
sites, Site 3 and Site 4, were retained for further consideration due to their potential
for developing a suitable facility and their opportunity to incorporate the existing
wetland and ocean discharge point (Fig. 1).
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Spence Bay

Taloyoak

Fig. 1 Wastewater sites considered in Taloyoak

4 Sites 3 and 4

Development of Site 3 would require the construction of an engineered single lagoon
cell, and construction of a new access road. Discharge from the lagoon could be
directed into the existing treatment ponds followed by supplemental treatment in the
existingwetland. The site contains a seasonal stream that bisects the site,whichwould
require consideration of runoff diversion around the site. Development of a lagoon on
Site 3 may also require the removal of ice-rich soil and replacement with thaw stable
material, as a measure to avoid thaw settlement due to permafrost degradation. It is
further anticipated that there will be a requirement for the redirection of the drainage
course and stabilization of the flow channel by removal, and replacement of the
underlying saturated soil.

Development of Site 4would require the construction of an engineered lagoon cell
and construction of a new access road. Discharge from the lagoon could be directed
into the existing treatment ponds followed by supplemental treatment in the existing
wetland. The site is overlain by tundra, with surficial boulders and it is reported that
most of the site is well drained with no evidence of contained moisture. Soils are
reported as sand to silty sand with gravel and occasional cobbles and boulders, and
soil depth is reported as approximately 1 m to bedrock. The presence of granular
materials on the site and the proximity of bedrock suggests that significant thaw
settlement of any earth structures on the site is not anticipated.

Based upon the anticipated stability of the site, Site 4 was selected over Site 3 as
the best location for the development of the new sewage lagoon.
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5 Wetland Treatment

The anticipated performance of a stand-alone retention lagoon will not provide a
discharge that is compliant with the ocean discharge criteria without additional
supplemental treatment. A significant number of Nunavut communities make use
of wetland systems are an effective means of achieving this supplemental treatment.

The ecological assessment of the existingwetlandwas conducted in July 2015 and
noted that the wetland is achieving some improvement of the quality of the existing
lagoon effluent. As part of the detailed design of the lagoon and wetland systems, the
development of a wetland model specific to the wetland area will provide explicit
estimates of the removal performance of biodegradable material, fecal coliforms,
suspended solids, and nutrients.

6 Anticipated Lagoon Performance

The removal mechanisms within a facultative lagoon include both physical and
biological processes. The physical process of sedimentation will remove BOD5

and suspended solids through settling. Nunavut-specific cold climate studies have
reported BOD5 in the range of 25 to 180 mg/L and Total Suspended Solids ranging
from 25 to 115 mg/L from sedimentation treatment in a single cell lagoon.

Over winter the lagoon will be covered by a significant layer of ice, and therefore,
the only treatment process that may occur is sedimentation. In early summer no
significant improvement in quality is anticipated during the period when the ice on
the lagoon thaws. It is further anticipated that decanting of lagoon contents may start
in August and should not start any later that early September to take advantage of
the treatment process that can occur through an active wetland.

The period, over which biological improvements will occur, is estimated to be
45 days, which is consistent with the observed performance of other lagoons in
Nunavut for effluent BOD5 reduction in the period between of July, and September.
It is further assumed that the lagoon contents will warm to 5 °C over this period. The
BOD5 in the decanted effluent is conservatively estimated at approximately 100mg/L
at the end of this 45-day period.

7 Anticipated Wetland Performance

The wetland downstream of the existing lagoon has an area of approximately 7.5 ha.
The wetland is transected by a meandering, and slow-moving stream flowing in the
north to south direction.Not all thewetland areamay be incorporated into thewetland
treatment activity, but the area may be maximized with the use of berm structures to
disperse the flow and reduce the channelization. The anticipated performance of the
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wetland is Total Suspended Solids 13mg/L; Carbonaceous BOD37mg/L; Ammonia
Nitrogen 0.21 mg/; Total Phosphorous 0.47 mg/L; and E.coli 181 cfu/100mls. The
performance estimates for the wetland were based upon local studies that were
benchmarked against an extensive data base of wetland performance information.

8 Lagoon Schematic Design

The recommended schematic design of a sewage retention lagoon is presented in
Fig. 2. The lagoon is 260 m long and 160 m wide and operates with a 1 m freeboard.
The berm structures have recommended slopes of 3.5:1 on the exterior, and 3:1 on
the interior, and the lagoon will include a synthetic liner system. The working depth
of the lagoon is 2 m, with an additional sludge zone of 1 m. The discharge system for
the lagoon is a fuel driven pump system that pumps over the berm into the existing
pond and wetland treatment system.

Fig. 2 Site 4 Schematic lagoon design
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9 Conclusions and Recommendation

1. An initial list of 6 candidate sites for a wastewater facility was identified.
Following an initial site review this list was screened to include only Site 3
and Site 4.

2. It is anticipated that a lagoon and wetland treatment system will provide an
effluent that meets the effluent quality requirements.

3. The application of a 10–12 month retention lagoon system with impermeable
berms and active (pumped) decanting is the most appropriate treatment system.

4. A minimum lagoon volume of 65,000 m3 is required. This is in addition to
allowances for freeboard and sludge storage.

5. Site 4 is recommended for advancing to detailed design.



Numerical Modelling of Reinforced
Concrete Walls in Nuclear and Industrial
Structures Under Seismic Loading

Mohamed Abouyoussef and Mohamed Ezzeldin

1 Introduction

The consequences of seismic events on reinforced concrete (RC) nuclear and indus-
trial structures could be catastrophic. For example, Tōhoku Earthquake and Tsunami
in Japan 2011 are the costliest natural disasters of all time, even without accounting
for indirect losses, primarily because of the failure of the Fukushima Daiichi nuclear
station. During the Maule, Chile 2010 and Christchurch, New Zealand 2011 seismic
events, concrete crushing at RC wall boundary elements, global buckling of wall
segments, and buckling and fracture of reinforcing bars were observed [1, 2]. This
situation has created a critical need to quantify the seismic response of such critical
structures under different levels of seismic hazard. However, most seismic-related
research studies have been performed on conventional RC shear wall buildings [3].
Therefore, several studies [4, 5] have demonstrated that the seismic performance of
RC walls in nuclear and industrial structures, including hysteretic behavior, peak
strength, and effective elastic stiffness, has not been yet adequately quantified to
enable robust seismic performance assessment. This ismainly because of the complex
nonlinear behavior of such walls (mainly dominated by shear mechanisms) and the
several wall design characteristics that typically result in significant discrepancies in
their seismic performance. In addition, walls in nuclear and industrial structures are
uniquely designed to have [6, 7]: (1) a limited number of openings to prevent radi-
ation leaks, thus resulting in walls with very low aspect ratios (i.e., height-to-length
ratios less than 1), and/or (2) relatively large thicknesses for radiation shielding as
well as blast and fire protection, thus a portion of the wall section between the two
reinforcement curtains can be unreinforced. As the aspect ratio of the wall decreases,
the wall is much more likely to fail in shear. Shear failures are brittle and are not
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preceded by significant yielding, either in flexure or in tension induced by shear.
Three major failure modes of low aspect ratio walls are diagonal tension, diagonal
compression, and sliding shear.

As an object-oriented open-source finite-element program for numerical simu-
lation, the Open System for Earthquake Engineering Simulation (OpenSees), has
increasingly become one of the most influential open platforms for earthquake engi-
neering research due to its powerful nonlinear numerical simulation capabilities,
various effective algorithms, open framework, and sustainable integration of the
latest research outcomes [8, 9]. For example, the fiber beam element model has
been widely adopted in OpenSees to simulate specimens that are predominately
controlled by flexural behavior [10]. However, this element is incapable of simu-
lating the coupled in-plane/out-of-plane bending as well as the in-plane shear and
coupled bending-shear behavior of RC shear walls.

In this respect, the current study develops a 3D numerical model in OpenSees
[8], using the multi-layer shell element [11, 12], to simulate the cyclic response of
RC shear walls with low aspect ratios similar to those used in nuclear and industrial
structures. Following a background of themodelling technique adopted in the current
study, a summary of the experimental program used to validate the developed 3D
model and a description of the model are presented. Finally, a comparison between
the experimental and numerical 3D model results is presented.

2 Background

The multi-layer shell formulation [12] is implemented in OpenSees using the
“ShellMITC4” element. This is a four-node shell element based on the theory of
mixed interpolated tensorial components (MITC) proposed by [13]. Specifically, the
multi-layer shell element is based on the principles of composite material mechanics
[11, 12]. The element contains several layers with different thicknesses and different
material properties such as concrete layers and rebar layers, as shown in Fig. 1.
The strains/curvatures of the middle layer of the shell element are obtained and the
strains/ curvatures of the other layers can be determined based on the plane-section
assumption [11, 12]. The stress in each layer is calculated based on the corresponding

Fig. 1 Location of the rebar layers in multi-Layer shell element [11]
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material constitutive law, and the internal forces of the element are determined by
the numerical integration of the stress in all layers.

The multi-layer shell element is capable of simulating coupled in-plane/out-of-
plane bending as well as in-plane direct shear and coupled bending-shear behavior
of RC shear walls [11, 12, 14]. The rebars within this element are smeared into one
or more layers and such layers can be either isotropic or orthotropic based on the
longitudinal and transverse reinforcement ratios, as shown in Fig. 1 [11, 12]. The
stresses over a layer thickness are assumed to be consistent with those at the mid-
surface of that layer. Therefore, if the underlying wall is subdivided into any number
of layers, themulti-layer shell element can simulate the actual stress distribution over
the wall thickness.

3 Experimental Program

The test results of two RC shear walls (i.e., specimens SW1 and SW2) reported by
Luna et al. [4] were used in the current study to validate the developed numerical
model. Such walls were selected in the current study because they had different
reinforcement (i.e., 0.67% and 1.00%) and aspect (i.e., 0.94 and 0.54) ratios. A brief
overview of the experimental program is presented in the current section.

3.1 Test Matrix

Table 1 summarizes the wall dimensions and aspect ratios, compressive strength of
concrete, yielding strength of reinforcement, and reinforcement details. Where ρv
and ρh are the vertical and horizontal reinforcement ratios, respectively. The vertical
and horizontal rebars in SW1 are #4 Grade 60 ASTM A615 [4]. While the vertical
and horizontal rebars in SW2 are #4 Grade 60 ASTM A706 [4]. As shown in Fig. 2,
for SW1, the spacings of the vertical and horizontal bars are 197 mm and 203.2 mm,
respectively. Also, for SW2, the vertical bar spacing is 143 mm, while the horizontal
bar spacing is 127 mm.

Table 1 Summary of wall dimensions and reinforcement details

Wall
ID

Length
(mm)

Height
(mm)

Web
reinforcement
ρh(%)

Web
reinforcement
ρv(%)

fc’
(MPa)

fy(MPa) Aspect
ratio

W1 3000 4321 0.67 1.00 24.82 462 0.94

W2 3000 8765 0.67 1.00 48.26 434 0.54
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Fig. 2 SW1 and SW2 dimensions and reinforcement details (based on data from Luna et al. [4])

3.2 Test Setup and Loading Scheme

The setup for cyclic testing included a reusable base that was fixed to a concrete
structural floor of the laboratory by post-tensioned steel rods [4]. Thewall foundation
was fixed to the reusable base using similar post-tensioned rods [4]. The cyclic
loading scheme consisted of a series of displacement-controlled loading cycles at
the top of the walls to simulate the effect of seismic demands. The walls were cycled
twice at each displacement level until failure.

4 Numerical Model

4.1 Element Model

The overall steps for defining the multi-layer shell element in OpenSees [15] are
shown in Fig. 3. The element size has a direct influence on the accuracy of the
analysis solutions due to the strain localization phenomena [16]. Specifically, the
model depends on the crack band theory [16] and the slope of the softening branch
of cracked concrete is proportionally related to the element size. In the current study,
a sensitivity analysis is performed, and 150 elements (15 and 10 elements in the
wall vertical and horizontal direction, respectively) are used for SW1 and SW2. All
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Fig. 3 Framework of multi-layer shell element [12]

degrees of freedom of the nodes located at the wall base are fully fixed and the lateral
cyclic displacement was applied in the model at the wall top.

4.2 Material Model

The multi-layer shell element incorporates two-dimensional material constitutive
models. Figure 4 shows the cyclic behavior of the concrete model developed by [17,
18] and used in the current study [11]. As shown in Fig. 4, the concretemodel depends

Fig. 4 Stress-strain relationship for concrete under cyclic loading [11]
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Table 2 Concrete properties used in the OpenSees model

Wall ID aspect
ratio

fc’ (MPa) ft (MPa) fcu (MPa) eco (MPa) ecu (MPa) etu (MPa) Stc (MPa)

SW1 (AR =
0.94)

21.50 2.20 4.30 0.0025 0.008 0.001 0.08

SW2 (AR =
0.54)

35.5 3.55 8.00 0.004 0.009 0.0002 0.08

Fig. 5 Stress-strain
relationship for steel under
cyclic loading [11]

on the concete compressive strength, fc’, tensile strength, ft, crushing strength, fcu,
strain at maximum strength, eco, strain at crushing strength, ecu, ultimate tensile
strain, etu, and shear retention factor, Stc. Table 2 summarizes the different concrete
properties used for SW1 and SW2.

For the steel shown in Fig. 5, the Giuffre-Menegotto-Pinto model (steel02 in
OpenSees based on Filippou et al. [19]) was adopted for the uniaxial stress-strain
relationship of the wall reinforcement. The reinforcement yield strength, fy, and
Young’s modulus, Eo, was determined based on experimental tensile tests. The strain
hardening ratio, which represents the post yielding stiffness to the initial stiffness
was taken as 0.36% and 0.1% for SW1 and SW2, respectively, as reported by Luna
et al. [4]. The parameters Ro, cR1, and cR2, which control the curve shape of the
transfer from elastic to plastic, were taken as 10, 0.925, and 0.15 for SW1 and 20,
0.925, and 0.15 for SW2, respectively.
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5 Validation of the Numerical Models
with the Experimental Results

Figures 6 and7 compare the numericalmodel predictions and the experimental results
for specimens SW1 and SW2, respectively. As can be seen in the figures, the model
can simulate the most relevant characteristics of the cyclic response, including the
initial stiffness, peak load, stiffness degradation, strength deterioration, hysteretic
shape, and pinching behavior at different drift levels.

5.1 Wall Capacity

As presented in Table 3, the maximum lateral load errors in the push direction are
16% and 12% for SW1 and SW2, respectively, while maximum lateral load errors
in the pull direction are 13% and 16% for the same walls.

5.2 Energy Dissipation

Energy dissipation through hysteretic damping, Ed, is an important aspect in seismic
design because it reduces the amplitude of the seismic response. Ed is presented
as the area enclosed by the load-displacement curve passing through the envelope

Fig. 6 Experimental and numerical hysteresis loops of Wall W1 (aspect ratio = 0.94)
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Fig. 7 Experimental and numerical hysteresis loops of Wall W2 (aspect ratio = 0.54)

Table 3 Comparison
between the experimental and
the model results

Wall ID aspect ratio Error in the push
direction (%)

Error in the pull
direction (%)

SW1 (AR = 0.94) 16 13

SW2 (AR = 0.54) 12 16

values. Figure 8 shows the energy dissipation for W1 and the maximum difference
between the experimental and numerical results is 14%. Also, for W2, the maximum
error is 13%, as shown in Fig. 9.

6 Conclusion

The current study developed a 3D numerical OpenSees model through a multi-layer
shell to simulate the cyclic response of RC shear walls with low aspect ratios similar
to those used in nuclear and industrial structures. Based on the validation results,
it can be concluded that the developed model is capable of simulating the complex
behavior of various types of RC shear walls. The study outcome assists in providing
an effective tool and a useful reference for further research studies on the seismic
behavior of RC shear walls with low aspect ratios using OpenSees.
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Fig. 8 Energy dissipation of Wall W1 (aspect ratio = 0.94)

Fig. 9 Energy dissipation of Wall W2 (aspect ratio = 0.54)
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Fresh and Mechanical Properties
of One-Part Alkali-Activated
Self-Consolidating Concrete

Dima M. Kanaan and Ahmed M. Soliman

1 Introduction

Self-consolidating concrete (SCC) is in many ways very distinct from conventional
concrete. A low yield stress value is required to ensure a minimum force to start the
flow. Also, adequate stability is required to withstand aggregates’ segregation and
excessive bleeding [1]. The emphasis on developing highly natural concrete flow that
spreadswithoutmechanical consolidationmakes this knowledge evenmore valuable.
SCC systems’ design is considered to be sophisticated as it is directly correlated with
the binder nature, liquid to powder ratio, and new generations of efficient admixtures
[2, 3]. Furthermore, the use of one or more mineral materials in addition to cement is
a must to increase the powder content. Therefore, highly flowable concrete requires
a comprehensive understanding of its various components and their impact on the
fresh, mechanical and durability characteristics [4].

Recently, a rapidly growing effort was opened by the production of innovative
cement-free flowable concrete towards decreasing the emissions ofGHG to the atmo-
sphere. For example, alkali-activatedmaterials (AAMs)would replace cement-based
concrete completely and would meet sustainability and eco-friendly criteria directly.
AAMs are highly versatile, as they can be prepared with a wide range of precursors
and activators. The resulted polycondensation network binds the aggregates and any
inert material. AAM systems, which are fairly commonly used, have strong but not
outstanding properties in the concrete industry.

In contrast toOPC-based concretemixtures, AAMs demonstrated highermechan-
ical properties at an early age and better resistance to aggressive environments [5–7].
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AAMs’ main properties are strongly influenced by design parameters such as binder
content, alkali concentration, and liquid/binder ratio [8–10]. The hardened prop-
erties also depend on the particle size distribution, the chemical composition, and
the crystalline phases of the precursors used [11–14]. It is essential to realize that
the production of AASCC is not widely investigated as ordinary SCC. This can be
due to the limited data on its rheological and mechanical performance under high
alkaline environments. However, the wide variety of precursors and activators signif-
icantly affect the rheology of the AAM systems in addition to the size or shape of
aggregates. Extremely alkaline mediums also have a significant adverse effect on
the performance of chemical admixtures and, as a result, impact the workability of
SCC mixtures [7, 15]. These are probably some of the most significant challenges
of today’s industrial-scale Alkali-Activated SCC production (AASCC).

In many recent studies, questions have been raised about the main factors that
influence the fresh, mechanical, and durability properties of AASCC. Factors found
to have a more predominant effect on the performance of AASCC were the total
binder content and type, activator type, dosage, andmolar ratio, in addition to admix-
ture type and dosage [16, 17]. For example, Manjunath and Narasimhan [11] have
studied the effect of increasing the powder content on the workability of AASCC.
It was found that an increase of 100% acidic slag content up to 900 kg/m3 resulted
in a satisfactory mechanical and workability performance satisfying the EFNARC
guidelines. It was also reported that the viscosity of sodium silicate, as part of the
alkaline solution, prevented bleeding and segregation. Recent studies [8, 9, 18, 19]
have shown that the fluidity level of FA-based mixtures decreases as the percentage
of GGBFS substitutes increases due to angular morphology and faster reactivity in
a highly alkaline environment. Ushaa et al. [8], for example, observed that worka-
bility and later age strength improved when replacing FA with GGBFS by up to 30%
and 15% silica fume, but resulted in more cohesive and sticky mixtures, especially
with silica fume. Huseien and Shah [19] observed that AASCC mixtures’ worka-
bility improved when FA replaced GGBFS at 40%, 50%, and 60%. Shafiq et al. [18]
reported a reduction in AASCC slag/ceramic waste mixtures’ flowability as slag
content and NaOH molarity increased. On the other hand, Huseien et al. [20] noted
that the use of ceramic waste powder significantly affected workability and plastic
viscosity when GGBFS was substituted by >50% while the strength decreased.

The superplasticizer employed in [16] was not effective at adjusting the self-
compacting characteristics, while the use of 9.02 M and 9.23 M molarities in the
activator solution resulted in higher mechanical strengths. [21] observed that the
compressive strength and microstructure characteristics prepared with FA-based
AASCC were affected by different superplasticizers (SP) with up to 7% dosages,
cured at 70 C for 48 h. A loose and porous interfacial transition zone (ITZ) was
detected using a low SP dosage that reduced the compressive strength, but a dense
ITZ (high SP dosage) was observed that improved strength. On the other hand,
Nematollahi and Sanjayan [22] have indicated that the different SPs’ effect on the
workability and strength of the FA-based mixtures mainly depends on the type of
activator and SP. For example, Naphthalene-based SP was an effective type when



Fresh and Mechanical Properties of One-Part … 19

using 8MNaOH solution, whereasmodified Polycarboxylate-based SPwas themost
effective type when using the multi-compound activator.

The development of AASCC from an increasingly diverse range of waste-based
precursors and activators has restricted its popularity, standardization, and produc-
tion. In light of earlier studies’ results, the present study aimed to design and conduct
an experimental program to examine the potential production of one-part AASCCs
mixtures against the backdrop of the identical OPC mortar characteristics. Also, it
aims to explore the effect of the nature, concentration, and combination of various
sourcematerials and dry-powder activators onAASCC fresh and hardened properties
cured under ambient curing conditions.

2 Experimental Program

2.1 Materials

The main precursor material used to produce single and binary AASCC precursor
blends was ground granulated blast furnace slag (GGBFS). Its basicity coefficient
Kb was 1.07, and Blain fineness was 585 m2/kg. Fly ash (Class-F FA) and silica
fumes (SF) with different weight percentages were also used in this study to replace
GGBFS. Table 1 shows the chemical and physical properties of all used binders.
For all AASCC mixtures, a combination of two dry-powder activators was used
to activate the source materials, namely, anhydrous sodium metasilicate (Na2SiO3)
and Sodium carbonate (Na2CO3). The used Na2SiO3 had a molar ratio of 1.0 and a
density of 1.09 g/cm3. The Na2CO3 powder was ≥99.5% purity and had a density
of 2.53 g/cm3. Natural siliceous sand with a fineness modulus of 2.5, a specific
gravity value of 2.68, and water absorption of 1.5% was used as an inert material.
Furthermore, coarse aggregates with a maximum nominal size of 19 mm, a specific
gravity value of 2.71, and water absorption of 0.4% was also used. Their volumetric
contents were set to 60% and 40%, respectively.

The X-RayDiffraction (XRD) patterns for the unreacted three precursor materials
are shown in Fig. 1. It can be seen that slag is mainly amorphous, without signifi-
cant crystalline phases, and shows a peak hump between 2θ of 25° and 35° due to
the amorphous components. The ultra-fine SF shows an amorphous state pattern as
well. The unreacted FA includes crystalline phases such as quartz (SiO2), mullite

Table 1 Chemical compositions of source materials

Oxide (%) SiO2 CaO Al2O3 Fe2O3 MgO K2O SO3

GGBFS 36.5 37.6 10.2 0.5 11.8 0.4 1.0

FA 48.9 3.8 23.3 14.9 0.7 1.7 0.2

SF 94.0 0.4 0.1 0.1 0.4 0.9 1.3
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Fig. 1 XRD patterns of
source materials a slag, b SF
and c FA

(Al6Si2O13), and anorthic (CaSi2O5) with a broad, amorphous hump between 2θ of
15° and 35°.

2.2 Mixtures’ Proportions and Designations

In this study, various combination levels of precursormaterials, i.e., single and binary,
were used to produce different AASCC systems. The total binder content was kept
constant at 525 kg/m3, providing a relatively high-volume of fine content (paste
volume of 381–448 l/m3), complying with the SCC design guidelines [23]. The
dry-powder activator was added at three levels (i.e., 16, 20, and 25% by mass of
the precursor material) for all AASCC mixtures. The levels were chosen based on
several trial-and-error tests until reaching those levels that provide sufficient alka-
linitywithout efflorescence. Thewater-to-binder (w/b) ratiowas fixed at 0.40 bymass
of the binder. Detailed information on the proportions for all mixtures are presented
in Table 2.

Themixtureswere divided into twogroups: single-precursor andbinary-precursor.
The main varying parameter between concrete mixtures in the same group is the
activator’s content (i.e., 16, 20, and 25%) MetaNa2SiO3 + Na2CO3 activators ratio.
SingleAASCCmixtures are composed of 100% slag designated code S-16%, S-20%,
and S-25%. On the other hand. two binary-precursor groups were tested: (i) Binary-1
mixtures with 90% slag and 10% SF, with a designated code B1-16%, B1-20% and
B1-25%; and (ii) Binary-2 with 70% slag and 30% FA coded as B2-16%, B2-20%
and B2-25%
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Table 2 AASCC mixtures’ compositions

Class Mix I.D Slag
(kg/m3)

FA
(kg/m3)

SF
(kg/m3)

Sand
(kg/m3)

CA
(kg/m3)

Paste vol
(L/m3)

Single S-16 525 0 0 661 830 438

S-20 525 0 0 654 830 441

S-25 525 0 0 646 830 444

Binary-1 B1-16 472.5 0 52.5 652 835 440

B1-20 472.5 0 52.5 652 830 442

B1-25 472.5 0 52.5 652 825 443

Binary-2 B2-16 367.5 157.5 0 641 845 440

B2-20 367.5 157.5 0 637 845 442

B2-25 367.5 157.5 0 637 840 443

2.3 Mixtures’ Preparation

AASCC mixtures were prepared by blending all solid materials (i.e., aggregates,
binders, and activators) for about 2 min before adding water to the mixtures. Then,
water was added to the mixture, and all the ingredients were mixed for around 5 min
until having a homogenous mixture.

All mixtures were evaluated based on their fresh behavior relative to the EFNARC
specification by maintaining the filling ability, passing ability, and segregation resis-
tance at the recommended range. For hardened AASCC mixtures, compressive
strength development at the ages of 7, and 28 days were measured using 100 mm ×
200 mm cylindrical samples according to ASTM-C 39 [24]. All samples were sealed
and cured using plastic bags to prevent moisture loss from mixtures and eliminate
efflorescence evolution.

3 Results and Discussions

3.1 Slump Flow

The results of the slumpflow test are reported inTable 3 for single-precursormixtures.
As the dosage of the dry-powder activators increased in the mixture, i.e., 16%, 20%,
and 25%, the obtained slump flow diameter increased substantially. Except for S-
16% and S-20%mixtures where the EFNARC-2005 requirements were not met. The
slump flow test can also be used to determine the AASCC mixtures’ viscosity by
reporting the time in seconds required to reach 500 mm flow diameter (T500). S-25%
AASCC is the only single-precursor mixture that showed satisfactory results based
on the EFNARC-2005 guideline. For mixtures of similar precursor combination
(single), the increase in activator dosage from 16% up to 20% had limited effect
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Table 3 Slump flow test results for AASCC mixtures

Mixture
I.D

S-16% S-20% S-25% B1-16% B1-20% B1-25% B2-16% B2-20% B2-25%

Slump
flow
(mm)

30 510 690 443 448 583 698 795 833

T500 (s) – 4.60 2.02 13.6 8.82 3.05 2.44 1.41 1.13

on the shift of mixtures to the SCC class, yet resulted in a considerable increase of
30 mm and 510 mm, respectively.

The slump flow test was also conducted for the two sets of binary mixtures
replacing slag with either 10% SF or 30% FA and activated with up to 25% acti-
vator dosage. It is clear that as 10% SF replaced the slag, the slump flow diameter
decreased, keeping B1-16% and B1-20% beyond the EFNARC-2005 specification
range. However, the highest slump flow diameter was reported 583 mm in 3.05 s
for B1-25%mixture, as the dosage of MetaNa2SiO3 + Na2CO3 increased up to 25%.
A drop in the slump flow diameter of 15.5% was measured as the amount of SF
increased from 0 to 53 kg/m3 in the mixtures relative to the single slag mixture (S-
25%). For B2 binary-precursor mixtures, it can be concluded that the replacement
of the slag revealed an increase in the slump flow diameter values. For example,
high activator dosage from 16 to 25% resulted in about 19% and 5% increase in the
achieved flowability in <3 s.

Figure 2 shows the effect of incorporating a combination of two dry-powder
activators on the workability of AASCCmixtures. It can be noticed that as the dosage
of the activators increased in AASCCmixtures, the slump flow increased within each
mixture group. The single-precursor slump flow for S-25% was limited to 690 mm,
which was obtained after increasing the activator dosage by approximately 1.5 times
compared to the S-16% mixture dosage. A similar trend was observed in binary-
precursor mixtures while replacing slag with 10% SF. For example, in the B1 group,
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Fig. 2 Slump flow test results for AASCC mixtures
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the addition of 16, 20, and 25% activator dosage increased the slump flow values
from 443 to 448 mm and 583 mm, respectively. However, as the activator dosage
increased, all other B2 mixtures’ filling capacity using 30% FA were >700 mm in
<1.0 s. It can be concluded that replacing slag with 10% SF at the highest activator
dosage in B1mixtures decreased the slump flow values and shifted the mixture to the
slump flow class 1. (SF1, as per Fig. 2). In the case of extremely congested reinforced
structures, using a B1 mixture is critical. Conversely, as FA ratio increased by up
to 30% using a higher activator dosage of about 20%, the mixtures tended to move
from the slump flow class of SF2 to SF3. This means that better surface finishing
characteristics would be obtained from a set of mixtures containing less slag, but it
would harder to overcome the segregation.

3.2 Passing Ability

The passing ability test results for single-precursor mixtures are shown in Table 4.
Extreme blocking was exhibited in mixtures containing 100% slag with the lowest
activator dosage of about 16%. The passing ability values showed a significant
improvement as the activator dosage increased by up to 25%. On the other hand, an
improvement in the passing ability was observed as the activator dosage increased
in binary-precursor mixtures. AASCC mixtures replacing slag with 10% SF and
activated with up to 20% activator dosage, i.e., B1-16% and B1-20%, revealed a
noticeable blocking at 0.55. However, B1-25% reported better performance, with
a 36% increase in the measured blocking ratio. A better passing ability value of
AASCC mixtures flowing through reinforcement bars was seen in the second set of
binary mixtures using 30% FA. The blocking ratio of B2 AASCC mixtures is shown
in Table 4, with results ranging from 0.88 to 1 as the activator dosage increased. The
blocking ratio must be between 0.8 and 1 as per the EFNARC guidelines, and thus
all B2 mixtures have met the fresh behavior requirements for the test performed.

The L-box test was used to evaluate the dynamic stability of AASCC mixtures.
Generally speaking, all AASCCmixtures prepared with a high dry-powder activator
dosage, i.e., 25%, exhibited better passing ability than thosemadewith lower content.
It is clear from Fig. 3 that single-precursor mixtures with the minimum difference
between activator dosages 16% and 20% (4%) exhibited the minimum ratio in the L-
box test (≤0.65). Single-precursor mixtures’ passing ability increased by up to 85%

Table 4 Passing ability test results for AASCC mixtures

Mixture
I.D

S-16% S-20% S-25% B1-16% B1-20% B1-25% B2-16% B2-20% B2-25%

L-box
ratio,
h2/h1

0.55 0.65 0.85 0.55 0.55 0.75 0.88 0.94 1.00
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while using up to 25% activator dosage. Similarly, the binary-1 mixtures, i.e., B1-
16, B1-20, and B1-25, the maximum with the lowest slump flow values (<590 mm),
had the minimum ratio in the L-box test (≤0.75). In contrast, as the activator dosage
increased from 16 to 25%, the passing ability varied between 0.88 and 1.0 in binary-2
mixtures.

3.3 Segregation Resistance

Table 5 presents the segregation resistance test results for 100% slag single-precursor
mixtures activated with up to 25% activators dosages. It was evident that the segrega-
tion potential increased marginally by about 5% as the activators’ dosages increased
in the single-precursor mixtures. However, for binary-precursor mixtures, all B1
mixtures were found viscous, as slag was replaced with 10%SF, and the SI was about
7% even when the activator dosage increased from 20 to 25%. In B2 mixtures where
slag was replaced with 30% FA, relatively high percentages of segregation were
determined. B2-16%, for instance, resulted in 15% segregation, which is less than
12% provided by B2-20%. However, B2-25% reported higher segregation potential,
with about an 80% increase in the measured stability ratio compared to B2-16%.

The segregation resistance ratio must be below 15% as per the EFNARC guide-
lines. Generally speaking, all mixtures exhibited good passing ability with a segrega-
tion potential as the activator dosage increases. However, an exception was observed

Table 5 SI% test results for AASCC mixtures

Mixture
I.D

S-16% S-20% S-25% B1-16% B1-20% B1-25% B2-16% B2-20% B2-25%

SI (%) 0 2 5 2 7 7 15 17 27
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in single-slag mixtures with 16% and 20% activator dosages and binary B1 (slag-SF)
mixtures. On the contrary, B2 mixtures containing 367.5 kg/m3 of FA tended to be
segregated (SI ~ 15 to 30%), particularly mixtures containing 25% of dry-powder
activators.

3.4 Effect of Activator Dosage

When determining the fresh characteristics of AASCCmixtures, the type and dosage
of alkaline activators and their combination play a fundamental role. The most
commonly used activators for the alkali activation process are sodium hydroxide and
sodium silicate (water glass) due to their high alkalinity potential [25]. Compared
with other activators, sodium carbonate (Na2CO3) yields a lower early age strength
due to its lower pH potential. Therefore, the activation with Na2CO3 would delay the
formation of early age strength-giving products [26]. This can be due to the fast reac-
tions between the dissolved calcium ions (Ca2+) from slagwith sodium and carbonate
ions from the activator before the formation of C-A(N)-S-H gels [27]. On the other
hand, the use of synthetic silica chemicals such as anhydrous sodium metasilicate
(Na2SiO3) resulted in better workability and high strength values of slag and FA one-
part mixtures [22]. This could be attributed to the fact that the anhydrous metasilicate
particles were not fully dissolved at an early age, which resulted in an improved level
of workability. Overall, the enhancement in AASCC workability could be attributed
to the combination of sodium metasilicate and Na2CO3 and their contents.

3.5 Effect of Precursor Combination

The lack of effective chemical admixtures to enhance the flowability of one-part
AASCC mixtures necessitates the use of proper precursor materials. In binary
systems, slag replacement with different silica fume (SF) ratios or fly ash (FA) class
F can adjust the distribution of the particle size of the binder materials. The initial
porosity of the systems would also be adjusted and reduced, which can improve the
fresh concrete’s workability. The use of binary-precursor blends in AASCCs showed
significantly better workability than slag-precursor mixtures with an activator dosage
of at least 16%. However, binary-precursor blends with 30% FA tended to segregate
due to their particle size, morphology, and bulk density variations compared with
slag-based mixtures.
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Fig. 4 Compressive strength results for the AASCC single-precursor mixtures

3.6 Compressive Strength

The compressive strength results of single-precursor AASCC mixtures using 100%
slag and activated with up to 25% activator dosage are shown in Fig. 4. At 7 days of
age, the highest measured compressive strength value was 35 MPa in S-25% relative
toS-16%andS-20%, respectively. It is apparent that, as the activator dosage increased
to 25%, the strength value increased by about 121% compared with 16%. This can be
attributed to the fact that alkali-activated slag mixtures’ strength progression is very
fast due to the spontaneous reaction at the very early stage of hydration. In single-
precursor mixtures, as the activator dosage increases, the pore solution retains higher
Si and Na concentrations, accelerating the C-S-H precipitation process [28, 29]. A
similar trend was obtained at 28 days of age. For example, the highest compressive
strength value was achieved by S-25% with about 40 MPa higher than S-20% and
S-16% with 58% and 123% increase, respectively. This can be due to the continued
microstructural growth of 100% slag AASCC mixtures that contributed to strength
development until later ages. A mixture achieved the highest 90-day strength with
a 25% activator dose of approximately 46.3 MPa compared to S-20% (26 MPa)
and a 16% activator dose (22 MPa), respectively. Generally speaking, the higher
the activator dosage is responsible for the higher pH, silicate, and carbonate ions in
the system resulting in continuous reactions with Ca2+ ions from the slag leading
to precipitation of C-(A)-S-H. The results obtained are in good agreement with
[30], where the main factor affecting the alkali-activated slag mixture’s mechanical
characteristics is the type of anion accompanying the activators after the high pH
value. This would lead to the formation of stable hydration products.

Figure 5 shows the compressive strength values for the binary-precursor mixtures
activated with a combination of two dry-powder activators. In both sets of binary
AASCC mixtures, slag was replaced by either 10% SF (B1 mixtures) or 30% FA as
B2mixtures. The highest strength was achieved for both binary sets using the highest
activator dosage of 25% compared to the remaining two mixtures with about 16 and
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Fig. 5 Compressive strength results for the AASCC binary-precursor mixtures

20% activator dosages. For instance, at 7 days of age, B1-25% achieved the highest
strength at 36 MPa, which is 98% higher than that of the binary mixture with the
lowest activator dosage of 16% at the same age.

At 28 days, both the B1-16% and B1-20% revealed almost similar strength values
at 33 and 34 MPa, respectively, compared to 49.5 MPa at B1-25%. It is noteworthy
that the mechanical performance of AASCC binary mixtures was improved by
replacing slag with SF. This is in line with the previous studies [31, 32], which
reported an improvement in the compressive strength of alkali-activated concrete
using SF. This can be due to the slag activation reaction and the SF micro-filling and
nucleation effect that led to a dense matrix.

As for the binary set of mixtures using 30% FA, the increase in strength was
gradual as the activator dosage increased at different ages. At later ages, the highest
activator dosage mixtures (with about 25%) continued to achieve higher strength
values than that of the lower to moderate dosages. At 28 days of age, mixtures B2-
16% and B2-20% appeared to achieve relative strength values of 22.4 and 24.5 MPa
than 34.3 MPa in B2-25%. This implies that the optimum activator dosage for
obtaining the highest compressive strength was 25%. It should be noted that the
difference in chemical composition between slag and FA significantly affected the
alkali-activation mechanisms. The single-precursor blend of AASCC, i.e., S-25%,
achieved the highest strength than B2-25%. This can be attributed to the high reac-
tion rate of slag-based mixtures due to their nature than to the crystalline pozzolanic
nature of FA-basedmixtures. During the second cycle of the reaction process, FAwas
partially dissolved and participated [33]. A compact and denser matrix was obtained
for the binary-precursor 70% slag and 30%FAmixture as the slag content was higher
than FA in the AASCC matrix.
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4 Conclusions

This study aimed to investigate the potential production of dry-powder Alkali-
activated SCC using GGBFS as the main source material and multi-dry powder
activators i.e., Na2SO3 and Na2CO3 as an alternative to cement in concrete mixtures.
The study focused on identifying the main parameters affecting the performance
of different AASCC mixtures, including the type and fineness of source materials,
nature and concentration of activators. The following conclusions can be drawn from
the results of this study:

• The combination ofmulti dry-powder activators and precursors not only increased
the workability of AASCC mixtures but also enhanced the microstructure and
compressive strength.

• As the activator dosage was increased, all mixtures showed substantial filing and
passing abilities with potential for segregation.

• The substitution of the slag by 30% FA in the binary-precursor set resulted in a
decrease in friction between aggregates and paste and better flowability relative
to the 10% SF replacement of the slag, which had an adverse effect. This can be
due to the distinct nature and morphology of the used precursor materials.

• The compressive strength findings in the binary-precursor set were significantly
improved when slag was replaced with 10% SF due to the slag activation reaction
as well as the SF micro-filling and nucleation effect, which resulted in a dense
matrix.
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A Review on Bond Performance
and Splice Behavior of FRP Bars
to Concrete

Bahareh Nader Tehrani, Ahmed S. Farghaly, Alireza Asadian,
and Brahim Benmokrane

1 Introduction

Corrosion is a severe problem associated with steel-reinforced concrete (RC) struc-
tures, especially those exposed to a harsh environment. Replacing steel rebars with
fiber-reinforced polymer (FRP) reinforcing bars is a viable solution to this problem.
Different properties of FRP bars and steel bars should be considered in the design
FRP-RC structures. FRP reinforcing bars show linear elastic behavior up to failure;
in contrast, steel bars exhibit plastic behavior [1]. Moreover, there are differences
in their bond behavior that should be taken into consideration. One of the primary
concerns associated with FRP-RC structures is the lap splicing of reinforcements.
In order to avoid bond failure and excessive slippage, the splice length should be
designed carefully [2]. Extensive research endeavors focused on tensile splicing
of FRP bars under static loading [3–9]. There are limited studies investigating lap
splicing of FRP reinforcements in RC columns [10–13]. Also, the seismic response
of RC members with lap spliced FRP bars is not well investigated in the literature.
Consequently, there is no recommendation for lap splicing of FRP bars subjected to
seismic loading in available codes and standards. Therefore, it is vital to investigate
the bond performance of FRP bars under cyclic loading. In the current study, the
knowledge of existing research studies on lap splicing of GFRP bars is summarized,
including the primary factors affecting the bond performance of FRP bars.Moreover,
a comparison between available provisions on development length and bond strength
in three north American standards is presented. Previous research studies were also
used to compare the available provisions in design standards and guidelines.
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2 A Review of Existing Code Provisions on Bond Strength
and Development Length

Development length refers to the length needed to be embedded into the concrete
to develop the required tensile stress in the bar. A review of three north American
design standards and guidelines on bond strength and development/splice length of
FRP bars is presented in this section. The equations proposed by these codes to
calculate the FRP bar development length and bond strength are presented.

2.1 CSA S806-12

CSA S806-12 [14] suggests the following equation for the development length of
bars in tension:

ld=1.15
k1k2k3k4k5

dcs

fF√
f

′
c

Ab (1)

In which the terms dcs ≤ 2.5db, and
√
f ′
c ≤ 5MPa.

In Eq. (1), ld is development length of the deformed bar in tension; fF and f
′
c are

design stress in FRP tension reinforcement at the ultimate limit state and concrete
compressive strength, respectively; dcs is the smaller of the distance from the center
of the bar being developed to the closest concrete surface or two-thirds of the center-
to-center spacing of bars being developed;db is the nominal diameter of a bar;Ab is
the area of a bar; k1 is bar location factor; k2 is concrete density factor; k3 is bar size
factor;k4 is bar fiber factor; k5 is bar surface profile factor.

Based on CSA S806-12 [14], 1.3ld is recommended to calculate the splice length
in tension. CSA S806-12 has no equation to calculate the bond strength of FRP bars;
however, in the literature, the equilibrium of forces was used to calculate the average
bond strength over the splice length (u) as follows [4, 10]:

uπdb1b = f f Ab (2)

u = dcs
√
f′c

1.15(k1k2k3k4k5)πdb
(3)

As can be seen, bond strength based on this equation is independent of the
embedded length of FRP bars in concrete. As this equation obtained by ld equal
to the development length, it can only be used when the embedded length is equal
to the development length. In other words, this equation yields the maximum bond
strength. However, in the literature, it is used to calculate the bond strength for any
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embedded length, so the obtained bond strength is constant even by changing the
embedded length.

2.2 CSA S6-19

CSA S6-19 [15] proposes the following equation for the development length of bars
in tension which is derived by modifying its expression for the steel bars:

1d = 0.45
k1k4

dcs + Ktr
EFRP
Es

(
fFRPu
fcr

)
Ab (4)

In which the terms dcs + Ktr
EFRP
ES

≤ 2.5db, and

Ktr=
Atrfy
10.5sn

(5)

where ld refers to tension development length of deformed bar; fFRPu, fcr, and fy are
specified tensile strength of an FRP bar, concrete cracking strength, and specified
yield strength of steel reinforcement, respectively; EFRP and ES denote modulus of
elasticity of FRP bar and steel bar, respectively; dcs is the smaller of the distance from
the center of the bar being developed to the closest concrete surface or two-thirds of
the center-to-center spacing of bars being developed; Ktr is transverse reinforcement
index representing the contribution of confining reinforcement; Atr refers to rein-
forcement area within ld crossing the potential bond-splitting crack; db and Ab are
diameter and area of a bar, respectively; s is maximum center to center spacing of
transverse reinforcementwithin a distance ld; n is the number of bars being developed
along the potential plane of splitting; k1 and k4 are is bar location and bar surface
factor, respectively. CSA S6-19 recommends 1.3ld is for the splice length in tension.

Like CSA S806-12 [14], there is no equation in CSA S6-19 [15] to calculate the
bond strength. The following equation is derived based on the equilibrium of forces
which can be used to calculate the maximum bond strength (u):

u = fcr(dcs + Ktr
EFRP
Es

)

0.45k1k4πdb
(6)

2.3 ACI 440.1R-15

ACI 440.1R-15 recommends the following equation for FRP bar development length
in tension:
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ld=
α ffr

0.083
√

f
′
c

− 340

13.6+ C
db

db (7)

In which the terms C
db

≤ 3.5, and

ffr = min(ffu, [
√

(Efεcu)
2

4
+ 085β1f′c

ρf
Efεcu − 0.5Efεcu]) (8)

In Eq. (7), ld is deformed bar development length in tension;ffr, f
′
c, and ffu are

required bar stress in FRP, concrete compressive strength, and FRP bar design tensile
strength, respectively;C is the lesser of the cover to center of the bar being developed
or one-half of the center-to-center spacing of bars being developed; db is the diameter
of a bar; α is bar location factor; Ef is design modulus of elasticity of FRP bar; εcu
denotes concrete ultimate strain; β1 is a factor that depends on concrete compressive
strength, which varies between 0.65 to 0.85; ρf refers to FRP reinforcement ratio.

ACI 440.1R-15 considers no classification for splice length because the FRP bar
full tensile strength is not required to be developed. Accordingly, 1.3ld is proposed
for all lap splices in tension. According to ACI 440.1R-15 the bond strength of FRP
reinforcing bars (u) is calculated based on the following equation:

u

0.083
√
f

′
c

=4.0+0.3
C

db
+ 100

db
ld

(9)

where ld is an FRP bar embedded length in concrete.

2.4 Comparison of Existing Code Provisions

The design provisions of three North American codes on FRP bond strength and
development length were discussed in previous sections. The factors affecting the
development length considered in the code provisions are summarized in Table 1 to
illustrate their differences.

As shown in Table 1, some factors such as concrete strength, concrete cover,
space between bars, bar location, bar diameter, and bar stress are considered for all
these standards. Concrete density and fiber type are taken into account only in CSA
S806-12 [14]. Transverse reinforcement and the number of bars being developed are
considered only in CSA S6-19 [15]. Unlike Canadian design standards, the effect of
bar surface on development length is ignored in ACI 440.1R-15. It is important to
note that in the ACI 440.1R-15 equation, the nonlinearity of bond over development
length is considered while CSA S806-12 and CSA S6-19 consider linear relation
between bond and development length.
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Table 2 Selected database for comparing the provisions of different codes

Design standards Specimens Test parameters

Naqvi [10] 9 columns Reinforcement type, splice length, confinement, the
spacing of lateral reinforcement, axial load level,
concrete type

Aly et al. [2] 2 beams Splice length

Asadian et al. [3] 1 beam Splice length

Choi et al. [16] 24 beams, 9 slabs Splice length, concrete cover, bar spacing, surface
condition

Esfahani et al. [4] 13 beams Transverse reinforcement, surface condition, bar
diameter, concrete compressive strength

Tighiouart et al. [7] 16 beams Bar diameter, splice length

In the current study, to examine the capability of different code provisions to
predict splice length under static and seismic loading, test results of 9 concrete
columns, 56 beams, and 9 slabs reinforced with lap spliced bars were collected from
the existing literature (Table 2). Due to the space limitation, these specimens’ full
details, including their geometric and material properties, could not be presented in
this paper. However, theywere fully presented in the literature. The selectedmembers
include two different materials: carbon FRP (CFRP) and glass FRP (GFRP) with
different surface conditions. The concrete compressive strength varies from 23 to
70 MPa. Also, the database represents a wide range of reinforcement ratios.

The required splice length of selected specimens was calculated according to
three North American standards to compare the experimental results with analytical
ones. Figure 1 displays the provided splice to the required splice length ratio based
on codes versus the observed experimental failure mode. As can be seen, for 20 out
of 74 cases, the splitting failure mode was observed despite providing more splice
length than the required one based on CSA S806-12 [14]. It means that predicted
splice length of 27% of specimens was unconservative based on CSA S806-12 [14].
This ratio was 28% and 8% based on CSA S6-19 and ACI 440.1R-15, respectively.
It seems that ACI 440.1R-15 provides more conservative splice length than two
Canadian standards.

3 Critical Factors for Bond Strength of FRP Bars
to Concrete

3.1 Embedment Length

As observed in the literature, the bond strength decreases by increasing the embed-
ment length [7, 9, 16, 17]. The bond strength equation provided by ACI 440.1R-15
confirms this conclusion. Naqvi [10] evaluated the behavior of spliced GFRP-RC
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Fig. 1 Comparison of design standards based on the results of existing experimental studies

columns under cyclic loading. Findings of [10] research study showed that while the
full bond force was not transferred by splice length of 40 and 50db due to splitting
cracks and bond slippage, a splice length of 60db was capable of transferring the full
bond stress along the splice length.

3.2 Transverse Reinforcement

There are two components for the bond forces acting on the interface between rein-
forcing bars and concrete: radial and longitudinal components. The former compo-
nent acting perpendicular to bar length can eventually result in splitting of the
surrounding concrete. The later component acting along the bar length prevents
the bar from pulling out of the concrete. When adequate confinement is provided,
the longitudinal component of the bond forces may go above the shear capacity
of concrete, increasing the possibility of pullout failure. However, when the radial
component exceeds the tensile resistance providing by the concrete, splitting failure
may occur. It is worth noting that the rib area is an essential factor for confinement
to be effective. While in steel bars with high rib area, transverse reinforcement can
effectively improve bearing force and the bond strength, low rib area in FRP bars
may decrease the effect of transverse reinforcement.
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As the effect of transverse reinforcement is highly dependent on the bar surface
configuration, different results were observed in the literature. Harajli and Abouniaj
[18] concluded that transverse reinforcement significantly increases the bond strength
of GFRP bars. Esfahani et al. [4] observed that confinement increases the bond
strength of ribbed bars, while it has no considerable effect on the bond strength of
sand-coated bars. Basaran and Kalkan [17] reported no effect or even, in some cases,
negative effect for confinement on the bond strength of FRP bars.

3.3 Concrete Cover and Space Between Bars

More concrete cover results in more confinement for GFRP bars. Therefore, a direct
effect is expected for the concrete cover and the transverse reinforcement. If the
concrete cover is insufficient to apply adequate confinement to FRP bars, splitting
failure occurs before pullout failure. Increasing concrete cover can switch the failure
mode from splitting failure to pullout failure.

It was showed in [5] and [18] research studies that the bond strength of steel bars
is more affected by increasing the concrete cover and space between bars than GFRP
bars. It may be due to the larger rib area of steel bars. The results of [18] study also
indicated that increasing the concrete cover affects the bond strength of ribbed bars
while it does not affect thread-wrapped bars. The findings of [16] and [17] showed
that increasing the concrete cover or bar spacing increases the FRP bar bond strength.
Also, the concrete cover of greater than 2.5db has no considerable effect on bond
behavior. In fact, for bars with a smaller bar diameter, a smaller concrete cover is
sufficient, while a larger bar diameter needs more concrete cover to prevent splitting
failure.

3.4 Surface Condition

There are different methods to manufacture FRP bars: sand coated, spiral pattern,
ribbed, indented surface, and braided surface. Based on surface conditions, different
mechanical interlocking and, as a result, different bond strength may be obtained.
References [4, 17, 18] reported that mechanical load-bearing bars exhibited better
bond performance in comparison to friction load-bearing bars. They observed that
the sand grain size of FRP bars could change the bond mechanism from friction to
mechanical interlocking so that coarse sand-coated CFRP bars experienced about
25% greater bond strength than that of fine sand-coated CFRP bars. Baena et al. [19]
concluded that surface condition has a significant effect on the bond strength. Based
on [20] findings, rib height and spacing have a considerable effect on bond behavior.
However, there are still some contradictions about the effects of surface conditions on
the bond strength basedondifferent research studies.References [16] and [6] reported
that the bond strength of the FRP reinforcing bars is not considerably affected by
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the surface condition. This was in agreement with [21] and [5], who confirmed no
bar surface effect on the bond strength. CSA S806-12 is the only North American
standard that considers the effect of bar surface condition on the bond strength.

3.5 Concrete Compressive Strength and Concrete Type

Concrete compressive strength is a factor that is considered in all design standards
for calculating the development length. Davalos et al. [22] study indicated that the
bond strength obtained based on ACI 440.1R is unconservative for the low concrete
compressive strength, while CSA S806 yields conservative results. However, for
high-strength concrete, ACI 440.1R is more conservative than other design stan-
dards. The findings of Esfahani et al. [4] and [17] showed that the effect of concrete
compressive strength on the bond strength is negligible. However, in some cases
increasing the concrete compressive strength improved the bond strength.

The effect of concrete type is also investigated in the literature. Harajli et al. [23]
reported that using fiber-reinforced concrete (FRC) improves the bond strength of
FRP bars to concrete. It was also agreed with the results of [10] research study. It
was showed that using steel FRC (SFRC) improves the performance of RC columns
reinforced with spliced GFRP bars. It prevents spalling of concrete and increases
the confinement level. Zemour et al. [9] investigated the effect of self-consolidating
concrete (SCC) on the bond strength of FRP bars. They concluded that the bond
strength of bars in the SCC specimens was slightly lower than that of their NC
counterparts, whereas a concrete-type factor of 1.2 was recommended to apply to
the SCC beams.

3.6 Diameter and Modulus of Elasticity of Bars

As reported in the literature, the bond strength decreases by increasing the bar diam-
eter. When the bar diameter increases, the void trapped at the interface of concrete
and bar increases. This weak interface can result in a decrease in bond strength.
Also, increasing the contact area of the bar with concrete may cause this decrement.
According to Esfahani et al. [4] and [17] findings, reducing the bond strength is
more in mechanical load-bearing bars. It is due to fixed rib depths of bars, leading
to changing the load transferring mechanism from mechanical to frictional.

The effect of modulus of elasticity was also well investigated in the literature.
Mosley et al. [5] concluded that the bar modulus of elasticity substantially influences
the bond strength. References [6] and [17] also reported that increasing the bar
modulus of elasticity results in increased bond strength.
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3.7 Bar Casting Position

The top casting position of horizontal FRP bars may result in a decrease in bond
strength. This reduction in bond strength is considered as a modification factor in
different design standards. An average reduction in the bond strength due to the
top-casting position of FRP reinforcing bars was reported about 7% by [6]. A top
bar factor of 1.3 was recommended by [6], while [24] recommended 1.08 to 1.38
modification factor for NC concrete and 1.11 to 1.22 for high-strength concrete.
Zemour et al. [25] reported less than 9% reduction due to the casting position effect
in 10 beam specimens. They concluded that the effect of casting position on the bond
performance depends on the splice length, concrete type, and the depth of concrete
cast beneath the bar. The SCC beams showed lower bond strength reduction than the
NC beams due to the casting position effect. Specimens with 400 mm beam height
experience no reduction in bond strength due to the casting position of bars, while
the 600 mm high specimens reported lower bond strength due to the casting position
of bars. Comparing the results of two beam-end test specimens, [26] observed that
the bond strength of top-cast bars is 66% of bottom-cast bars.

4 Conclusion

In this paper, a review of the bond behavior of FRP bar to concrete is presented. The
following conclusions can be drawn:

1. Development length and bond strength of FRP bar to concrete based on three
NorthAmerican codes is summarized. To better understand their differences, the
factors which are considered in each design code were compared. The equation
proposed byCSAS6-19 is derived bymodifying its expression for the steel bars.
Generally, the two Canadian standards consider more factors affecting the bond
strength. In contrast, limited parameters (embedment length, concrete strength,
concrete cover, bar spacing, bar location, bar diameter, and bar stress) are taken
into account in ACI 440.1R-15.

2. Investigation of 74 specimens from the literature showed that the splice length
prediction was unconservative in 27, 28, and 8% of specimens based on CSA
S806-12, CSA S6-19, and ACI 440.1R-15, respectively. The splitting failure
mode was observed in these specimens despite providing the splice length more
than the code recommendations. It is important to note that the database selected
for code evaluation does not include all available data on GFRP and CFRP
rebars which may influence the ratios mentioned above. Moreover, the database
includes the test results on the old generations of GFRP and CFRP rebars. The
FRP industry has evolved over the past decades, resulting in the new generation
of GFRP and CFRP rebars with the superior bond strength and mechanical
properties. This emphasizes that future research should investigate the bond
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strength of the new generation of GFRP and CFRP rebars and revisit available
design equations.

3. According to previous research studies, factors affecting FRP bar’s bond
strength to the concrete are comprehensively discussed. Embedment length,
transverse reinforcement, concrete cover, bar spacing, surface condition,
concrete strength and type, and bar diameter and modulus of elasticity were
the factors investigated in this paper. While the effect of some factors was iden-
tical in different research studies, there are still contradictory opinions about the
effects of some factors, including transverse reinforcement, surface condition,
and concrete compressive strength, which should be more investigated in future
studies.
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A Novel Productivity Measure for Steel
Fabrication Fitting Process

L. Marshall, A. Suliman, and Z. Lei

1 Introduction

The steel industry has been an important long-time contributor to Canadian economy.
Pairing this with the growing interest in off-site construction and off-site construc-
tion research over the past decade [1], and the difficulty of measuring and control-
ling productivity in the construction industry [2] makes for an ideal opportunity for
improvement within the steel fabrication process. As the construction and manufac-
turing industries continue to change with new technology, and the use of off-site
construction becomes more common it will be necessary for manufacturers to keep
up with these new trends. To do this, understanding productivity and productivity
metrics are critical elements of the improvement process [3].

Productivity concerns are always at the forefront in a construction or manufac-
turing setting, as this is an area where constant improvement can be desired. In
areas of fabrication where a manual process is required, the concerns of productivity
increase. You can no longer rely on the consistent output of a programmed machine
and must rely on the fluctuating capacity of individual workers. The fitting process in
industrial steel fabrication is not exempt from this lag in productivity. It is apparent
that within the entire process of steel fabrication, the stations that involve a manual
process instead of amachine process are areaswhere productivity is harder to control.
Often these stations will experience backups and bottlenecks if they cannot keep up
with production coming upstream of the station. Pairing these manual processes with
the inherent nature of steel fabrication, which is an area with low repetitiveness in
production and a diverse range of products [4], adds an extra degree of difficulty in
tracking and controlling the productivity.
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Understanding the process at the fitting station was necessary moving forward in
the study. Unlike other stations where the same process is followed every time, the
fitting station could be subject to different actions and processes with each different
assembly. A general description of what is expected at the fitting station is as follows:
(1) Beam and column assemblies are moved to the fitting station via conveyor belt
from the Computerized Numerical Control (CNC) coping machines, (2) The beams
and columns are then separated onto four distinct fitting benches, generally separated
by complexity (3) When the beams and columns are at the fitting bench, a ‘fitter
helper’ will go retrieve the other pieces making up the assembly (stiffeners, end
plates, etc.), (4) When all pieces of the assembly are available to the fitter, they then
complete the process of attaching the pieces through either bolting, or tack welding
(tacking) onto the larger structural member, (5) The fitted assembly is moved to the
welding station (if welding is required).

Like any station, a reliable productivity metric is imperative in understanding and
quantifying the productivity of the fitting station. Process and productivity improve-
ments are imperative to ensure products continue to meet industry standards for
quality and productivity and as noted by [3]. For areas such as the manual process of
the steel fitting station in this case, a reliable productivity metric system is a critical
element in productivity performance evaluation and improving the process. Due to
the nature of themanual process at the fitting station, where each assembly that enters
the station could be subject to a different procedure than the one before, developing
this productivity metric becomes more complex. The variation in the work being
done with each entering assembly means that the current metric being trialed of
“parts fit per man hour” fails to capture much of what is being done at the fitting
station.

The objective of this current study is to determine an appropriate measure for the
productivity at the fitting station. The measure being trialed for the productivity is
the number of parts fit on an assembly per man hour; this metric does not provide
an understanding of the different processes that happen at the fitting station and
does not help management to understand the actual productivity of the station, and
individual workers. This study will provide the industry partner with a newmetric for
the productivity that encompasses all the processes that happen at the fitting station,
giving an accurate and fair way of measuring the productivity.

With the findings of this study, management at the fabrication shop will be able
to understand the process and productivity at a higher level than previously. The new
metric will help provide an accurate representation of the station performance, and
will provide additional benefits including plant scheduling, predictive modelling,
and a starting point for automatic data collection. These changes will look to help
the industry partner keep up with the productivity growth many off-site construction
sectors are seeing [5].

This paper is outlined as follows: (1) a background and brief literature review
(2) a description of the study and the steps taken to ensure accurate and efficient
time study, (3) the results of the study in the form of normalized values of the data
collected and the calculated results, (4) a discussion of the results and what they
mean in terms of the productivity metric and the next steps for the plant, and (5) a



A Novel Productivity Measure for Steel … 45

summary of the challenges and limitations of the study and importance of this study
to the facility.

2 Background and Literature Review

This literature review focuses on past research relating to the topic of productivity
measurement and tracking, as well as productivity modelling and prediction in the
steel manufacturing industry. The topic of productivity measurement in the construc-
tion industry is a popular and well studied topic. As previously mentioned with the
current trends in construction and the need to understand performance, the study of
productivity metrics is becoming increasingly popular.

Traditional measures of labour productivity in the steel industry focus on non-
distinctive measures such as hours per metric tonne produced, or even value-added
per tonne even more recently [6, 7]. While comparing the performance of steel
manufacturers in Japan and the US in their studies, the two metrics mentioned above
were used to assess performance. Their work recognized the limitations of using
a metric like hours per metric tonne produced, stating “tonnage-based measures
make no adjustment for differences in steel ‘quality’ and the extent of finishing
operations” recognizing that there are differences in steel pieces being fabricated
[7]. While it was argued that value-added per tonne was a more accurate measure,
it can be difficult to apply and track as a labour productivity metric and was used
primarily as a comparison between two separate companies.

The research andmethodology completed for this project follows a similar frame-
work to that proposed by [8]. Their research identified a 3-phase approach consisting
of (1) Productivity measurement, (2) Data Acquisition, and (3) Productivity Model
Development [8]. The research performed for this study focuses on mainly the first
phase which lays the groundwork to build off for the remaining two phases. In terms
of productivity measurement, [8] defined three essential criteria for the metric as
follows “(1) The output measurement should have high correlation with the labor
hours and must be quantifiable. (2) The output measurement should be independent
from productivity-influencing factors, such as site conditions and labor skills, and (3)
The output measurement should be easy to track and cost effective to implement”.
For steel fabrication in particular, Song and AbourRizk [8] noted a potential obstacle
in defining a productivity metric; “Fabricated pieces are unique… a simple count of
steel piece without considering its uniqueness and complexity does not truly reflect
the amount of work”. Their research illustrates similar thoughts and experiences as
our current study did in terms of a productivity metric.

In a thesis study on regression-based analytics for steel fabrication produc-
tivity modeling [9] noted that when measuring productivity in steel fabrication “an
approach needs to account for sufficient project details such as product uniqueness
in design, complexity, and uncertainty involved in steel fabrication processes”. The
methodology in their research confirms that for the modelling of steel fabrication,
appropriate dependent and independent variables must be selected for an accurate
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model. Correlation coefficients are calculated between several variables to determine
which shall be used for the multiple linear regression model. This process ensures
that the metrics being used to model the productivity of the fabrication adequately
capture the uniqueness and complexity with each different steel piece.

The novelty of the proposed research lies within its data driven productivity
measure, with a simple methodology that can be applied to any station in the process.
Traditional metrics such as hours per metric tonne, or parts fit per man hour fail to
capture the differences in steel pieces being fabricated. Previous research on this
topic relies on more complex models generated from historically available data to
generate productivity measurements. This left a gap where an accurate and repre-
sentative metric was desired without the need for advanced modelling and need of
historical data. Our methodology presents an alternative that can easily be imple-
mented to any station within the steel fabrication process, building off previous
research on a productivity measurement framework such as that proposed by Song
and AbourRizk [8].

3 Proposed Method

The study design consisted of six steps performed over the course of four months at a
combinationof the research centre and the industry partner location.Theplanning and
analysis of the data was performed at the University of NewBrunswick, with the time
study being performed at the fitting station at the industry partner location in Saint
John, New Brunswick. The different components of the study include initial data
review to confirm a need for the study, initial observations to draft a data collection
sheet, testing of the data collection sheet, and a time study / data collection. Figure 1
provides a visualization of the study design.

The first step of the process was an initial review of data from the fitting station
in the form of timecards that the manufacturer historically collected. The timecard
data was entered in by the fitters themselves and included information on the just
the number of pieces fit per unit of time. A basic analysis of the data was completed
but the results did not provide the expected value from management. The results
were valuable for baselining, but the data being collected was not detailed enough
to determine areas of improvement for specific actions at the station. The lack of

Fig. 1 Flowchart of the complete study process
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useful data provided by the timecards presented an opportunity for a time study.
The proposed time study involved the observation of the process and development
of a data collection sheet, collection of the data, as well as analysis of the results to
determine productivity levels and establish a new productivity metric.

The first step at the industry partner location was an initial observation of the
station to determine how it worked. During this phase there was no observations
recorded, but the processwas observed to determine all the activities beingperformed.
As previously mentioned, the fitting process as a wide range of processes and not
every assembly is the same. It was therefore necessary that an adequate number of
assemblies at several different benches were observed to capture every process at the
station.

After observing the process, a data collection sheet was drafted to be used for
the time study. Due to the multiple different processes, the data sheet was separated
into five sections (due to the five distinct processes), which included the loading of
the assembly, preparing the assembly, fitting pieces, inspection, and unloading. Each
of these processes was then broken into sub-actions to provide the most accurate
representation of the process. The initial draft of the data collection sheet was then
taken back to the plant where it was tested and modified to ensure its validity to be
used for the time study. An example of the designed data sheet for the time entry
section is presented in Fig. 2.

The first-time study was performed over the course of seven business days. Each
day one fitting bench was chosen to observe, and the different processes and actions
were documented to the minute. This provided consistent daily data and over the
course of the study all different benches and operators had the chance to be observed.
Due to the nature of the very specific observation and only one station observed per

Fig. 2 Sample fitting station time collection sheet
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day, the study was only able to provide a limited amount of data points, however data
that was gathered was very accurate.

After collection of the data, a statistical analysis was performed. The analysis
included calculations with the data to determine value added, non-value added, and
cycle times. These times along with work measures that were collected were used in
a correlation analysis, and subsequent linear regression modelling. The results of the
analysis were able to provide a good understanding of station productivity, however
due to the lack of data points a second time study was proposed to collect more data.

The second time study was performed over a similar 1.5 weeks. The difference
between the second study and the first was that several of the facility’s staff were
used for the study. This was done to speed up the data collection process, and as
well to limit travel between different health districts due to COVID-19 restrictions.
The staff members were given a presentation about how the data collection process
should be completed and how data should be entered into the sheet.

With both the studies completed, result validation tests were performed to ensure
a statistically sufficient sample size had been collected. After each of the studies,
a sample size calculation (elaboration in the following section) was performed to
ensure the proper sample size had been calculated. After both studies the sample size
was considered accurate to a 90% confidence level. The next step in the validation
included looking through the data to ensure all outliers were removed before the
analysis, this consisted of manually removing clear outliers, as well as meetings
with industry partners to review data. The studies performed were able to provide
sufficient data to ensure an accurate analysis could be performed.

4 Study Results and Discussion

Each assembly that entered the fitting benchwas observed start to finish. The observa-
tions recorded included the loading times, the time spent reviewing the shop drawings
and the time spent marking outlines on the structural member (these are all consid-
ered loading and preparation times). When the fitting of the pieces started, the times
for tack welding, bolting, cutting, and grinding were recorded, and along with these
times, the number of actions was also recorded (number of tacks, number of bolts,
number of cuts, etc.). Table 1 shows an example of 10 data points that include some
of the important information recorded in the time study.

The data in Table 1 provides an example of how different the work done at the
fitting bench can be with each different assembly that enters the station. All data
in Table 1 has a normalization factor applied to it to ensure confidentiality with the
industry partner. A statistical description of the entire dataset can be found in Table
2.

Table 2 describes the collected dataset in whole based on statistical measures. It
also presents themajor differences that canbe expected for each assembly entering the
station. The difference in the work being done to each different assembly highlights
the need for a more in-depth way to measure the productivity.
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Table 1 Example of collected data

Assembly
number

# Pieces
fit

# Tack
welds

# Bolts
used

# Coping
cuts

VA time
(min)

Non-VA
time (min)

Cycle
time
(min)

1 7 21 0 0 19 33 64

2 2 4 0 0 8 7 21

3 11 14 4 4 24 13 34

4 5 4 5 0 12 11 36

5 8 30 0 4 70 70 212

6 4 0 12 0 10 3 15

7 2 4 0 0 5 8 13

8 14 13 41 0 59 48 257

9 5 4 6 0 12 30 59

10 2 0 6 2 30 21 82

Table 2 Statistical results of the collected data

Value # Pieces
fit

# Tack
welds

# Bolts
used

# Coping
cuts

VA time
(min)

Non-VA
time (min)

Cycle
time
(min)

Maximum 14 30 41 8 76 70 257

Minimum 0 0 0 0 4 3 11

Mean 4 7.6 2.8 0.64 18.43 18.03 57.98

Median 3 6 0 0 14.5 14.5 45

Standard
deviation

2.90 6.60 5.91 1.42 12.75 11.95 47.43

With the results of the preliminary study, a standard lean manufacturing formula
was used to calculate how many additional cycles would be required. Equation (1)
shows the empirical formula used from [10].

n = [40
√
n ′ ∑ x2 − (

∑
x)2∑

x
]
2

(1)

where n’ is the preliminary study size, x is the amount of value-added timemeasured,
and n is the number of cycles need to observe. The first round of tests resulted in the
following: n’ = 20,

∑
x = 239, and

∑
x2 = 3033.

The results of this indicated that 99.2 data points (approximately 80 more) would
need to be performed in the second round of the study.

With the second study complete, a second statistical test was performed to ensure
a sufficient sample size. Based on the standard deviation of the value-added time, a
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sample size calculation was performed based on formula 2 below [11].

SampleSi ze = z2σ 2

E2
(2)

where z is the z-score based on a 90% confidence interval (1.645), σ is the standard
deviation of the Value-Added time (12.747 min), and E was the error rate (2). The
results of this test determined a sample size of 109.92 data points was necessary for
90% accuracy.

With both the time studies completed, a total of 90 complete and usable data
points were obtained with all outliers removed, meaning we can be just less than
90% confident (86.34%) in our sample size. With these data points, a Microsoft
Excel correlation analysis was performed between different measures of the work
(i.e., number of tacks, bolts, cuts, number of pieces, weight of pieces, etc.), and
different measure of the time (tacking, bolting & cutting times, cycle time, value
added time, etc.). The values in the time measurement column include the following:

• Tacking Process time, which is the complete process to tackweld a piece onto the
assembly including reviewing the drawing, measuring and marking the location,
grinding the piece, and tacking it on.

• Tacking and Grinding time, which is similar to the previous but without the
reviewing and marking (this was done to distinguish between Value added and
non-Value added).

• BoltingTime, which is the complete time it takes to bolt a piece onto the assembly.
• Coping Time, which is the time it takes to cut out a piece of the assembly.

The results in Table 3 indicate which work measure is correlated to the time for
each different process. In the initial study, the tacking process time, and tacking and
grinding timesweremost closely correlatedwith the number of pieces tackedon to the

Table 3 Correlation analysis results

Time
measurement

Initial study (~30 data points) Second study (~100 data points)

Highest
correlation

Correlation value Highest
correlation

Correlation value

Tacking
process time

Number of parts
tacked on

0.960 Number of parts
tacked on

0.708

Tacking and
grinding time

Number of parts
tacked on

0.960 Number of parts
tacked on

0.640

Bolting time *(Number of
bolts) x (number
of parts bolted)

0.977 *Number of bolts
used

0.907

Coping time Number of
coping cuts

0.932 Number of
coping cuts

0.514

*Means a change in the highest correlated variable
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assembly, the bolting was most closely correlated with the product of the number of
bolts used and the number of parts being bolted, and the coping time with the number
of coping cuts made. In the second round of observations, all the highest correlations
remained the same apart from the bolting timewhich can be better represented by just
the number of bolts being used. An important note about the metrics chosen is that
they are all measures that are possible to be known before the fitting process begins.
This is important when considering future models to predict the time at the fitting
station, for example because all the inputs used in the proposed cycle time equation
are known before the work starts, a spreadsheet with this equation implemented can
be easily used to track performance.

The lower correlation values in the second round of observations are expected
to be as a result of having multiple people performing observations, unlike the one
person performing observations in the first round of the study, as well as a greater
number of fitters being observed (increasing the differences presented by a fitter’s
individual style of work). While the values are lower it is important to highlight that
the correlations presented in the table remain the highest of all the different measures
tested and provide the best description of the time expected for each process at the
station. The following are a detailed description of the correlations.

• Tacking Process Time: This was most closely correlated with the number of parts
tacked. This is because each part that is tacked on requires a similar amount of
work to be done before it can be put on the assembly. This process starts with the
review of the shop drawings to determine where the piece fits on to the assembly.
The next step is the measuring and marking, which is done by marking the beam
or column with chalk where the part will be tacked on. The part is then grinded
to smooth out rough or sharp edges caused by the CNC saw or plate processor.
Finally, the parts are tackwelded on to the assembly. This entire process is repeated
for each piece that must be tacked on to the assembly.

• Tacking and Grinding Time: This time is again most closely correlated with the
number of parts tacked on to the assembly. This time is like the previous however
it leaves out the reviewing and marking times. This was done to present a way
to determine the non-value-added time of the process (i.e., Tacking Process Time
subtract Tacking and Grinding Time).

• Bolting Time: This time is most closely correlated with the number of bolts being
used. The number of pieces being bolted on can be left out of the correlation,
because the time required to complete the process lies within the actual bolting
time. For example, one piece being bolted on with 10 bolts will take longer than
three pieces being bolted on with two bolts each (6 bolts total). The bolting time
is the time the worker spends positioning the pieces on the assembly, manually
the bolts, and then fully fastening them with the impact gun. This time does not
include reviewing or marking because the holes are already drilled, and it is clear
where the pieces must go (unlike the tacked pieces as there is no indication where
the pieces must go apart from the shop drawings).

• Coping Time: This time is most closely correlated with the number of coping cuts
to be made on the assembly. Some of the cuts required on the sections are too
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small or are positioned in a way that the CNC coping machine can not fully cut
them out. If this is the case the fitters must cut out the pieces with a cutting torch,
and then grind the rough edges left. The total number of these cuts is the measure
correlating to the time.

Using the results of the correlation analysis, Microsoft Excel data analysis was used
to make a linear regression model for each of these process times. Equations (3)–(6)
show the equations developed that can model the times for the fitting station work.
Each equation produces a normalized value (in minutes) for confidentiality.

TackingProcessT ime = 4.32(#PartsT acked) + 7.62 (3)

Tacking&GrindingT ime = 2.35(#PartsT acked) + 3.68 (4)

Boltingtime = 0.82(#Bolts) + 0.46 (5)

CopingT ime = 1.18(#CopingCuts) + 0.77 (6)

The four equations above make it possible to calculate the cycle time for each
assembly based on the expected work to be done. Because all the measure being
used are values available before work is done on the assembly, it makes it possible
to predict and compare the actual cycle time (which is something the fitters record
in the timecards) between the expected cycle time for a given assembly. This makes
it possible to gauge productivity based on historical values and provides an accurate
way to track employee and station performance.

The results of this study prove that measuring the productivity of the industrial
steel fitting station by just counting the number of parts fits is an inaccurate description
of the work being done at the station. By only considering the number of pieces fit,
all the actual work done on the piece is not considered, and the number of just the
pieces will not give an indication on the complexity of work nor the different aspects
of the process.

To determine the accuracy of the new metric compared to the old metric, the
root mean square error (RMSE) of the two metrics was calculated. RMSE formula
applied in this study is simply the square root of the mean of the squared difference
between the actual and estimated data points of the fitting work time. For each data
point, the cycle time was estimated using the new metric (containing the separate
components), and the old metric (using just the total number of pieces fit). These
estimations were then compared with the actual cycle time of each point to determine
the RMSE. Table 4 shows the input values for the RMSE test.

The result of this test showed the new metric, which considered the separate
components, to be 42.4% more accurate than the currently used metric. With this
we can confidently say that considering each part of the process separately and
combining them to set a benchmark cycle time based on the expected work to be
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Table 4 RMSE test Old metric (total parts
fit)

New metric (separate
components)

Measurement Value Value

# Data points 90 90

Sum R2 93,368.15 39,477.62

RMSE 32.21 20.94

Difference 42.4%

done allows for a more accurate way to measure the productivity as it considers all
aspects of a wide range of work seen at the fitting station.

While the study was capable of producing accurate and meaningful results, there
were some limitations to the design of the study. These limitations started with the
station itself. Because the fitting station is four separate benches and four separate
workers, there is a factor of the fitter skillset that was not captured. While it can be
assumed for the most part that the workers produce at a similar level, there is a gap in
the skill and the speed at which a senior experienced fitter can perform work than a
new and less experienced employee. The next limitation was in the second round of
the time study. Because only one station could be observed at a time by one person, it
would take a significant amount of time to produce an adequate number of data points
for the analysis. To account for this, five staff members from the industry partner
performed the time study and recorded results. This was an efficient way of recording
data however the potential for mistakes in data recording or having different people
measure in a different way was a potential. Given this limitation the data produced
by the second round of observations presented the same trends as seen in the first
round of the study. The final limitation was in the analysis phase of the study. When
looking at correlations and regressions only a linear regressionmodelwas considered.
It is possible that considering additional data points and performing a more in-depth
analysis with a multivariable regression model may refine the conclusion presented
even more. Regardless of these limitations the results of this study still prove the
necessity of considering additional factors when tracking the productivity at the
fitting station.

5 Conclusion

Productivity will always be important metric to track in a setting such as that of
the industrial steel fabrication process. For many machines that are programed for a
certain job it is easy to track and predict their productivity and output. For a station
such as the fitting station, which is a completely done by the fitters, it becomes more
difficult to track and predict productivity. This problem becomes increasingly harder
when there are different workers at the station, and different work being done on each
assembly. Tracking the productivity by just the number of parts fit per man hour can
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be unfair for workers fitting more complex assemblies and can be misleading when
estimating station productivity. To account for this, a productivity metric accounting
for these different processes is proposed in this study.

The productivity measure proposed was found based on a time study to observe
the process and determine how to quantify the productivity. The results of the time
study were used to perform a correlation analysis to determine which work measures
affected the process time the greatest.With these measures, a linear regressionmodel
was produced capable of predicting/estimating the cycle time (output) based on given
work measure for each assembly (input). With this estimation it is possible to set a
benchmark cycle time based on the expected work, and productivity can be tracked
in a more accurate way considering the different process being performed, rather
than just counting the number of parts.

The results obtained in this study and correlation analysis showed that the cycle
time can be estimated by a combination of the number of parts being tacked, the
number of bolts being used, and the number of coping cuts. This was determined
because the tacking process time was closely correlated with the number of parts
tacked, the bolting time was closely correlated with the number of bolts used, and
the coping time was closely correlated with the number of coping cuts made. These
results prove that the productivity cannot be measured by just the number of parts
alone, and that the entire process time must be broken up into individual processes
to more accurately represent the station.

The time study was able to produce accurate results, however the study design
still had some limitations. The fitter skill and the different people performing the
study causes concerns for some of the accuracy of the data. In the analysis phase of
the study, performing just a linear regression of the data points suggests there is a
possibility for amore accuratemodel usingmultiple variables.With all the limitations
considered, the results are considered accurate and prove the need for the study and
why additional measure need to be considered in the metric.

Overall, this study proves that the fitting station cannot be modelled by just the
number of parts that are being fit on each assembly. The 42% increase in accuracy
between the new metric and the old metric show there is a need to consider the
individual components not just the number of pieces fit, and this new proposed
productivity metric meets that goal.With the results of this study, the industry partner
will be able to implement amore accurateway of basing the performance of the fitting
station based off historical values. The drawbacks from this metric from the industry
partner standpoint is that is not as intuitive as the metric being trialed. Although the
new metric results in a more accurate estimation, it is harder to visualize than parts
per hour. This is something that has the potential to be mitigated through automatic
data collection and productivity visualization tools (such as Power BI for example),
or spreadsheet tracking of the data. The benefits of having an equation capable of
estimating cycle times will be to help with production scheduling, job estimates, and
employee performance tracking. This study also opens the door for future work at the
fitting station and the fabrication plant. Some of this included setting up an automated
data collection procedure and linking this to a spreadsheet and automatically tracking
productivity.
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Iqaluit, Nunavut—Sewer Main
Replacement in Permafrost

I. Crawford, K. Johnson, S. Plourde, S. Turner, J. Harasimo, R. Sithole,
M. Lafleur, and C. Keung

1 Background

The construction of the accommodation and sealift area of the Crystal II Air Base,
now known as the City of Iqaluit, was completed in 1941 as part of the original series
of airfields used for ferrying aircraft from North America to Europe along what was
called the Crimson Route. The original level of service of this area, referred to as
Lower Base, was trucked water and sewage until 1985, when piped services were
constructed,which included the piped services fromAccessVault (AV) 205 toAccess
Vault (AV) 211.

Shallow buried sewers are a common practice for the construction of piped sewers
in Iqaluit and Nunavut. At the time of the installation of the original buried sewer
and water system, placing buried services within the active layer was thought to
be an appropriate construction approach. However, with time, it was discovered
that shallow buried services could significantly deteriorate from freeze-thaw forces
experienced within the dynamic active layer, and in several cases destroying the pipe
by crushing it and ultimately constricting the flow (Fig. 1).

A replacement project was advanced in 1996, and the replacement of segments
AV207 to AV208 was completed. The observations made during the 1996 replace-
ment suggested that the ground conditions in the active layer were poor, and special
design provisions were needed for future construction in the neighbourhood. These
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Fig. 1 Project limits of sewer replacement access vault 205 to access vault 211 in lower base

provisions included attention to the dewatering of the construction trench, and supple-
mentary insulation in the trench to make sure that the installed pipe stayed indepen-
dent from the active layer and was not prone to freeze thaw dynamics of the active
layer.

2 Geotechnical Considerations

Although there does not appear to be any large areas where bedrock or large boulders
are present, the terrain of Iqaluit is highly variable and encountering bedrock or large
boulders during construction is not uncommon. This is particularly significant in
areas of new construction where excavation and blasting of rock may be required to
achieve the appropriate depth of installation of the pipe and the AVs. However, no
rock was encountered during the installation of the 1985 sewer or the replacement
work in 1996.

It is also very possible that the soil in the construction area is contaminated with
hydrocarbons. This is a characteristic of the entire Lower Base area, as a legacy of the
military fuel storage activity in this area associatedwith the airfield operations almost
80 years ago. Provisions should be made for construction in fuel-contaminated soils
to control risks associated with potential removal and remediation work.
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3 Sewage Flow Estimates

The design sewage flow is one of the most important calculations incorporated into
the design criteria. The appropriate sewer pipe sizing is based upon current esti-
mated sewage flows from the upstream neighborhoods of Iqaluit and includes recent
developments, as well as the anticipated development within the service area. A
conservative approach was applied by estimating a maximum potential loading from
anticipated future developments, as well as the addition of existing buildings to the
piped service.

Future flows were estimated using growth projections, which applied a conserva-
tive estimate of future flows based on background information and current knowl-
edge of the City’s development plans. Based on the City of Iqaluit General Plan,
three population projections were used in the design criteria (low= 2.04%, medium
= 2.87%, high = 3.38%).

4 Sewer Depth, Alignment and Pipe Strength

Iqaluit’s municipal guideline recommends a minimum cover of at least 3.0 m from
the finished grade to the top of pipe. This is intended to reduce the influence of active
layer thawing dynamics acting on the pipe, which can cause pipe deformation and
complete collapse due to external pressures developing during freeze back of the
active layer. Climate change and the associated impacts within the active layer may
further influence the stability of buried services in Iqaluit in the future.

The existing sewer profile provides only between 2.0 and 2.5 m of cover from
the finished grade to the top of the pipe. One major constraint to the possibility
of deepening the sewer profile is the downstream connection near AV211, which
requires crossing over a 2300 mm diameter culvert. Going under the existing culvert
is also not an option for gravity conveyance because there is insufficient grade to
connect to AV 211. Therefore, to maintain minimum grades and hydraulic flow, the
invert elevation at AV 211 will dictate the upstream profile of the new sewer.

The existing water and sewer mains occupy the south edge of Mivvik Street.
Replacement of the sewer along this existing alignment conveys a multitude of
constructability issues since this would require working within a very wet area with
existing water supply, water recirculation, and sewer mains, as well as multiple water
and sewer service connections to the adjacent buildings. An opportunity exists to
reduce these construction issues, achieve a significant savings in construction costs
and reduce the risk of cross contamination by constructing the new sewer main in its
own separate trench on the north edge of the street.

The municipal guidelines require the use of DR11 (ratio of pipe outer diameter
divided by the wall thickness) polyethylene pipe with a minimum pressure rating
of 1100 kPa (160 psi). However, since the depth of burial may be under the recom-
mended 3.0 m, to provide adequate pipe strength, and freeze protection, additional



60 I. Crawford et al.

design considerations are necessary which include: installation of DR9 polyethylene
pipe with a minimum pressure rating of 1380 kPa (200 psi) complete with 50 mm
applied polyurethane insulation and FRP jacket, and; the installation of additional
board insulation over the pipe to maintain the permafrost within the pipe zone.

5 Pipe Zone and General Backfill

In situations where ice-rich or silty soils are encountered within 0.5 m below the
specified pipe base, over excavation of at least 450 mm may be necessary to remove
ice-rich soil that could thaw and contribute to pipemovement. The pipe zonematerial
for dry trench conditions should consist of well-graded, natural sand and/or fine
gravel. For wet trench conditions, a coarser material such as a well-graded, rounded
to sub-rounded, natural gravel is preferred to stabilize the trench.

As the new sewer lines require a pipe diameter of at least 450mm, theremay not be
sufficient space in the existing trench to maintain the spacing requirements between
the proposed sewer and the existing watermains. In addition, in the situations where
there are 3 pipes in a trench, namely water supply main, water recirculation main,
and sewer main, it is desirable to align the sewer on the outside portion of the trench
to further reduce the risk of cross contamination.

6 Access Vault Considerations

Access Vaults (AVs) are prefabricated, double walled, insulatedmetal units, installed
at least 0.5 m below the base of the pipes. The typical temperature within the of the
AVs will be between 5 and 10 °C, which is the result of the heat radiated from the
sewer main going through the AV. Although the base of the AVs are insulated to
provide a thermal break, the above freezing ambient temperature with the AV may
cause some long term thaw below the AV. If thawing occurs, the stability of the AV
may be compromised because of differential movement and can cause additional
stresses on the pipe connections at the outside of the vaults. Breaks in the piping
connected to the AVs have been observed in the past. To counter this effect, the thaw
stability of the soils underlying the AVs must be considered.

Two additional considerations relating to potential differential movement of the
AVs structures, are the insulation beneath the steel base of the AV, which protects
the permafrost below the AV from thawing, and the use of flexible couplings in the
piping connect to the AVs to accommodate the differential movement.

Access Vaults are essential structures that may cost more than $125,000 each.
Therefore, opportunities to maintain the existing AVs could provide potential
substantial savings. However, considering hydraulic performance, existing condi-
tions of the AVs, construction factors and realignment of existing flows, the
installation of new AVs in conjunction with the work may be necessary.
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7 Construction Considerations

As the site is in the downtown core of Iqaluit, this project becomes significantly more
challenging froma construction execution standpoint. The contractorwill be required
to safely contend with maintaining access and service to existing businesses, over-
head electrical wires, excavation adjacent to and across existing roadways, managing
heavy vehicular and pedestrian traffic, and limited workspace within the Right of
Way.

If the desired alignment of the new sewer is along the existing sewer alignment,
this will require removal and replacement of the existing sewer and likely the water-
main piping. Thus, the project challenges, anticipated construction duration, and
project/construction costs will be significantly increased due to the necessity of
designing and maintaining a continuous sewer bypass and temporary water supply.

Alternatively, constructing a separate trench for the sewer main on the north site
of the Mivvik Street would significantly reduce the project complexity, construc-
tion duration, service disturbances, and costs. As an order of magnitude estimate,
installing the sewer main in the north side of Mivvik Street may generate a savings
of up to 50 percent of the project costs.

8 Recommendations

The following design criteria are recommended for the capacity upgrades to the sewer
main between AV 205 to AV211. The specific criteria include.

1. To estimate the future sewage flows in 2050, the current flows should apply a
high growth rate scenario of 3.38%.

2. To address anticipated future sewer flows, sewer pipe diameters are recom-
mended to be at least 450–500 mm.

3. To reduce the complexity, risk, schedule and cost of the sewer replacement, the
new sewer main alignment should be constructed along the north side ofMivvik
Street.

4. To provide adequate pipe strength, and freeze protection, it is recommended that
DR9 insulated polyethylene pipe be installed, with a minimum pressure rating
of 1380 kPa (200 psi) complete with 50 mm applied polyurethane insulation
and FRP jacket.

5. To address the anticipated shallow installation depth of the pipe and the antici-
pated dynamics of the active layer along the pipe alignment, it is recommended
that dewatering and over excavation in the pipe zone be undertaken, along with
the installation of additional board insulation over the pipe-zone to maintain the
permafrost.
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6. To improve hydraulic performance and to address the deterioration of the
existing Access Vaults, it is recommended that new AVs be installed in
conjunction with the replacement of the sewer main from AV205 to AV211.

7. To manage the anticipated legacy soil and subsurface water contamination
within the project, it is recommended that a contaminant management plan
be developed which will include a provision for no terrestrial discharges.



Numerical Simulations of 15-Degree
Inclined Dense Jets in Stagnate Water
Over a Sloped Bottom

Xinyun Wang and Abdolmajid Mohammadian

1 Introduction

Inclined dense jets, or negatively buoyant jets are often discharged from desalina-
tion plants or wastewater treatment industrial outfall systems. This is required to
obtain proper discharge specifications to make sure the brine has adequate mixing
to minimize the risk to the marine creatures.

A sketch of inclined dense jet in stagnant water is shown in Fig. 1. The jet is
discharged from the a round diffuser with initial velocity. It will reach the highest
height and then falls back to the bottom and is then developed as a density current.

The experimental study on inclined dense jets has started and improved in the past
50 years. Zeitoun and Mcllhennry [1] firstly carried out a laboratory experimental
study with various inclinations. Roberts et al. [2] presented an experimental study
of 60° jet inclination with PIV and LIF technology and defined parameters related
to the jet mixing and developments. Lane-Serff et al. [3] conducted an experimental
study on the dense jets with a wide range from 15° to 75°, the instability on the inner
side of the jet was observed in their study. Shao and Law carried out an experimental
study with inclination of 30 and 45 with LIF and PIV technology [4], they found the
elevation of the discharge nozzle height, where the Coanda effect will influence the
jet mixing, hence the boundary influence can not be ignored. Besides these, more
and more experimental studies were carried out [5–9]. These experimental studies
provided useful information of the inclined dense jet both in terms of geometrical
and dilution information.

With the development of CFD (computational fluid dynamics), the numerical
modeling has started to play an important role on prediction of the outfall systems.
Vafeiadou et al. [10] were the first researchers to perform the numerical study of the
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Fig. 1 Side view of inclined dense jet on a sloped bottom (slope angle θ) in stagnant water with
inclination angle(α) (modified after [14]

Fig. 2 a The experimental tank with sloped bottom; b Computational domain with mesh system;
c x-y plane view
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inclined dense jets. Their results had a good agreement with experimental studies.
Oliver et al. [11] used the k-εmodel for the simulation of the inclined dense jet. They
initially calibrated the model with an experimental study on the vertical buoyant jets
then applied it to the negatively buoyant jets. KheirkhahGildeh et al. [12] applied four
different turbulence models to discover the performance of the models in prediction
of the inclined dense jet with 45° and 60° in stagnant water. The Realizable k-ε and
LRR turbulence model showed a better agreement with previous studies. Ardalan
and Vafaei [13] also carried out a CFD study with the k-ε model with thermal-saline
buoyant jets with a discharge angle of 45° in stationary water.

In many cases, the 60° discharge angle is considered as the design standard,
however, with a shallow water depth, the jet will have a surface interaction which
may cause a large area of brine pollution, so for a larger discharge angle, a largerwater
depth is needed. Considering that there is very limited research on the small discharge
angle and with a sloped bottom, how the sloped bottom affects the development of
the inclined dense jet with small inclination, is the main research topic in this study.

2 Methodology

2.1 Dimensional Analysis of Inclined Dense Jet

The side view of a typical inclined dense jet in stagnant water on a slopped bottom
is shows in Fig. 1. The jet is discharged through a round nozzle of diameter (D) with
velocity (U0) and an initial angle α to the horizontal bottom (dash line), the slopped
bottom with an inclination angle of θ , the ρ0 and ρa are the density of the jet and
receiving water respectively.

Return point and impact point can usually be treated as the same point in the
horizontal situation. They should be addressed separately when there is a slopped
bottom, or with a larger elevation.

All the flow properties can be represented related to three fluxes:
Flux of mass (Q0), flux of momentum M and flux of buoyancy B0,which can be

defined as Q = πd2U0
4 ; M = πd2H 2

0
4 ; B = g′Q. From these fluxes, there are two

important length scales that are commonly used in jet analysis: Lm = M3/4

B1/2 andLq =
Q

M1/2

An important parameter related to jet study is densemetric Froude number, which
can be presented as Fr = U0√

g
′
0D

; g
′
0 = g(ρ0−ρa)

ρa
orLm = M3/4

B1/2 = ( π
4 )1/4DFr

All the geometrical properties such as jet highest location (Xt ,Yt ), return point
(Xr ) and impact point Xi can be a function of Fr number and discharge angle.
Similarly, this can be applied to the dilution properties [2], the dilution at yt and return
point or impact point Sm , Sr Si can be presented as Sm

Fr = C1, Sr
Fr = C2, Si

Fr = C3.
C1,C2 andC3 are the parameters which can be obtained from experimental studies.
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2.2 Computational Setup

This study adopted the multi-fluid solver “twoLiquidMixingFoam” within the open
source framework of OpenFoam to solve the Navier–stokes governing equations.
A domain of 0.8 m width, 2 m length and 0.25 m height was considered for the
numerical modeling setup. This flow problem is symmetric and a grid of 404,800
structured cells was found to be adequate in resolving the flow features for the given
domain.

The nozzle diameter (D) for the inlet was 0.0108 m with 15° inclination. For
the inlet, the boundary conditions were U = 0.72m

s , u = U × cos(θ), v = U ×
sin(θ), w = 0, k = 0.006u2, ε = 0.06u3

D , T = 20◦C. The surrounding water density
was set to 998.2063 kg/m3. The initial conditions are listed in Table 1.

The flow was assumed to be incompressible in this study, the density for both jet
and ambient water was calculated by Eq. (1) propose by Millero and Poisson [15]:

ρ = ρt + AS + BS2/3 + CS (1)

where

A =8.24493 × 10−1 − 4.0899 × 10−3T + 7.6438 × 10−5T 2

− 8.2467 × 10−7T 3 + 5.3875 × 10−9T 4

B = −5.72466 × 10−3 + 1.0227 × 10−4T − 1.6546 × 10−6T 2

C = 4.8314 × 10−4

ρt is the density of water, which varies with the temperature as follows:

ρt =999.842594 + 6.793952 × 10−2T − 9.095290 × 10−3T 2 + 1.001685 × 10−4T 3

− 1.120083 × 10−6T 4 + 6.536336 × 10−9T 5 (2)

Table 1 Initial conditions of the simulation

Diameter (m) Velocity (m/s) Froude number Density
deference
(kg/m3)

Jet
density(kg/m3)

Lm

0.0108 0.72 10 21.77179 1019.9781 0.101

0.0108 0.72 15 12.27659 1010.483 0152

0.0108 0.72 20 7.864012 1006.070 0.202

0.0108 0.72 25 5.45867 1003.665 0.253
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3 Results and Discussion

3.1 Jet Trajectory and Flow Characteristics

The trajectory is the main geometrical characteristic of the jet. It can be derived from
the maximum concentration or velocity contour map. Many studies stated that the
concentration and velocity trajectory almost coincide with each other, [4, 16] while
some studies argued that the concentration trajectory often descended faster than the
velocity one [4, 12], this phenomenon can be found in this study (Fig. 3).For brevity,
we only present the concentration trajectory. Figure 4 shows the trajectory of the
jet on the horizontal bottom where the results have a good agreement with previous
studies.

The trajectory of other sloped angle with different Froude number are also
presented in Fig. 5. The dotted line presents the nominal horizontal bottom. The
trajectory gets longer with a larger slope.

Fig. 3 a The concentration contour along the jet. b The velocity contour along the jet

Fig. 4 Normalized
centerline trajectories (θ =
0°)
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Fig. 5 Normalized centerline trajectories (θ =3°and θ =6°)

3.2 Location of Terminal Rise Height

There are two method to derive the terminal rise height, the first one obtains the 3%
cut-off level of concentration from the jet centerplate [4] (Fig. 6a). Another method
applies the 25% concentration contour of Cmax (Cmax = cross-section maximum
concentration) [17] (Fig. 6b). In this study the first method based on C = 3%C0 is
applied. The horizontal location of terminal rise height (Xt) can be easily obtained.

Kikkert et al. pointed out that the upper half of the jet is sharper than the lower
part and it is closer to the jet centerline, which means the upper half of the jet is less
affected by detrainment [18, 4]. Although this conclusion is carried out under the
inclination of 30°, 45°or 60°, a similar trend can be found in this study (Fig. 7); the
black contour line presents each 10% concentration difference. It is obvious that the
lower half of the jet has more detrainment compared with the upper half.

The location where the jet touches the boundary is called return point or impact
point or impingement point. Typically, the return point and impact point are not the
same, because the return point is where the jet falls back to the same height as the
discharge height, while, the impact point is where the jet touches the bed. When the
discharge height is relatively small, these two points are treated as the same point.

Fig. 6 Two methods for deriving the terminal rise height
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Fig. 7 Concentration
contour of vertical profile at
the terminal rise height

Mixing is significantly reduced after the impingement takes place since the jet will
move along the bottom with less detrainments. However, when the jet discharge
height is higher or there is a slope at the bottom, these two points will show quite
different properties.

3.3 The Location of the Return Point

The return point can be derived from the trajectory [4]. In this study, a slice (red line)
at the same height as the discharge port are obtained (Fig. 8), the concentration is
plotted against the horizontal location. The highest point represents the location of
the return point and concentration. The horizontal location normalized by D and F
is plotted in the Fig. 9. It shows that the jet will move further with a higher Froud
number.

Fig. 8 Illustration of the method for return point
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Fig. 9 Horizontal location of the return point (Xr) normalized by diameter (D) versus Froude
number (Fr)

Fig. 10 Illustration of the method for finding the impact point

3.4 The Location of the Impact Point

The similar method of deriving the return point location is also applied here to find
out the location of the impact point (Fig. 10).

The horizontal and vertical locations of the impact point are normalized with the
Lm, as shown in Fig. 11. The jet moves further compared with the horizontal bottom.

3.5 Dilution at the Minimum Dilution Point, Return Point
and Impact Point

The dilution at the terminal rise height, return point (impact point on a horizontal
bottom) are also highly important in design applications. The impact point location
and dilution are slope-related, so with different slope angles, the dilution is different.
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Fig. 11 Location of impact point for different Froude numbers and different slopes (Yi is absolute
value)

With a larger slope, the dilution at the impact point gets higher. All the geometric
and dilution parameters are listed in Table 2.

3.6 The Dilution Variation on the Slope After the Impact
Point

The jet eventually falls back to the bottom and as it moves along the bottom boundary,
it will continue affecting the creatures growing on the sea bed.

Due to the limitation of the paper length, only Fr = 10 is presented here. Linear
relations between the dilution (S/Fr ) and horizontal location (X/DFr ) are shown
in Fig. 12. Compared with the horizontal bottom, the mixing can be increased by
10% with a slopped bottom.

4 Conclusion

The results from a numerical investigation on the behaviour of the inclined dense jet
over a sloped bottom by CFD have been presented. A discharge angle of 15° with 4
different initial conditions on three different slope angles (0◦ 3◦ and 6◦) are applied
in OpenFOAM with a RANS turbulence model. This study aims to find out the jet
development with a small discharge angle on a sloped bottom.

Geometrical and dilution properties were compared with the limited previous
experimental data. The numerical and experimental results showed a good agreement
and the slope affected the jet trajectory and dilution especially after the return point.
The dilution on the slope showed a linear relation with the location on the slope.
The jet not only moved downward, but it also spread out to both sides. The effect
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Table 2 Geometric and dilution parameters from this study compared with previous studies

Parameter This study Lai
and
Lee
[19]

Visjet
[19]

Kikkert
[18]

Crowe [20] Corjet
[21]

Oliver
[22]

Vertical
location of
terminal
right
height

Yt/Lm 0.50 0.44 0.44 0.52 0.57 0.55 0.63

Horizontal
location of
terminal
right
height

Xt/Lm 1.30 1.22 1.19 1.47/1.22 1.45 1.4

Horizontal
location of
return
point

Xr/Lm 1.64 2.41 2.15 2.53/2.13 2.51 1.9 2.39

Centerline
Minimum
dilution

Sm/Fr 0.29 0.27 0.24 0.2(corjet)
0.23(visual
plumes)

0.25

Return
point
dilution

Sr/Fr 0.36 0.43 0.41 0.39 0.48

Impact
point

Si/Fr 0.364(θ=
0°)
0.421(θ =
3°)
0.483(θ =
6°)

Fig. 12 Variation of jet dilution along the slope after the impact point (Fr = 10)
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of boundary conditions on the inclined dense jet development will be addressed in a
future study.
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Optimal Design of Truss Structures
with Natural Frequency Constraints
Utilizing IWSA Algorithm

Mohammad Farhadmanesh, Arash Asadi Abadi, and Amirhossein Cheraghi

1 Introduction

Optimum design of structures is a significant issue among engineers and researchers
since the material consumption amount directly impacts the total cost of construc-
tion projects and the sustainability of the structure. When it comes to structural
optimization problems, gradient-based solution becomes inviable to a large extent
since acquiring the gradient information of the problems is difficult or even impos-
sible. Besides, having a well-chosen starting point for these techniques is crucial;
otherwise, it could lead to divergence. An alternative method for structural optimiza-
tion problems is using stochastic optimization techniques or metaheuristics that has
received much attention especially in the last decade. In structural optimization, the
ultimate purpose is to build a structure with the least possible cost while meeting
some code-specified constraints.

Among these constraints, avoiding detrimental dynamic responses of structures
by keeping the natural frequencies in a desirable range is an essential one. Natural
frequencies of structures contain useful information as they can determine the
dynamic responses of structures. In other words, the response of most low-frequency
vibration problems is a function of their natural frequencies and modal shapes, and
hence if subject to frequency constraints, unwanted dynamic responses due to the
resonance phenomenon could be avoided. Resonance phenomenon occurs when the
external excitation frequency is equivalent or near to the natural frequency of the
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structure. This phenomenon can increase the amplitude of the structures during exci-
tation and could escalate the damage level of the structure or may even be the under-
lying reason for its collapse, such as the Angers Bridge collapse in 1850. Although
various control measures have been introduced to effectively mitigate the unwanted
effects of resonance effect, for some structures, a more convenient approach could be
to design under frequency constraints. This way, an optimal design could be achieved
that obviates the need for costly damage measures while ensuring that the structure
avoids the undesired frequencies.

Structural optimization with frequency constraints is highly non-linear and non-
convexwithmany local optimums, which calls for a powerful optimization algorithm
to handle the problem. Weight reduction has a conflict with natural frequencies,
especially if they are lower bounded. In recent years, researchers have employed
many metaheuristics to address these optimization problems [1–4].

Water strider algorithm (WSA) is a newly developed metaheuristic introduced by
[5] in which the life cycle of water strider bugs are the inspiration for devising an
efficient metaheuristic algorithm, which has been shown to be superior to classical
optimization methods and competitive with many state-of-the-art ones. The inter-
esting aspect of this algorithm is its efficiency despite using simple mathematical
equations, unlike many modern metaheuristics. Improved water strider algorithm
(IWSA) was later developed by [6] in which an opposition-based learning (OBL)
technique and a mutation method for the best-so-far solution have been added to
the standard WSA, making it a more robust algorithm. This paper is concerned with
conducting research for assessing the computational performance of the newly devel-
oped metaheuristic algorithms WSA and IWSA for size or size-layout optimization
of trusses subject to natural frequency constraints and comparing their performance
with each other and other methods available in the literature.

2 Statement of the Optimization Problem

Structural optimizationwithmultiple frequency constraints aims atminimizing struc-
tural weight by choosing the best possible design variables. The design variables in
this framework consist of nodal coordinates (layout variables) and cross-sectional
areas of the elements (sizing variables). Themathematical formulation of the problem
can be stated as follows:

Find X = [x1, x2, . . . , x2]; To minimize W (X) =
nm∑

i=1

ρi Ai Li

Subject to :
⎧
⎨

⎩

ω j ≤ ω∗
j

ωk ≥ ω∗
k

xi min ≤ xi ≤ xi max

. (1)
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where X is a vector containing the design variables, W(X) is the weight of the
structure, ρi,Ai,Li and nm represent the density, cross-sectional area, length of the
member, and the number of members, respectively. ω j is the j th natural frequency,
and ω∗

j is its upper bound; likewise, ωk is the k th natural frequency of the structure,
andω∗

k is its lower bound. xi is the i th component of the design vector, ximin and ximax

are its minimum and maximum allowable values, respectively. In order to handle the
constraints, the well-known penalty function is used. Hence, the cost function (target
function) is defined as:

P(X) = W(X) × (1 + ε1υ)ε2;υ =
q∑

i=1

υi;υi =
{
0 if the ith constraint satisfied∣∣∣1 − ωi

ω∗
i

∣∣∣ else

(2)

where P(X) signifies the cost function. υ is the sum of the violation from the design
constraints, and q is the number of constraints. ε1 is set as 2 for the 1st and 2nd
problem, and it is set equal to unit for the 2nd problem. In order to balance the
intensification and diversification capabilities of the algorithms, ε2 is set as linearly
increasing. For the 1st and 3rd problem, it is started from 1.5 and reaches 6 at the
end of the optimization process. For the 2nd problem, however, it starts with 1.5 and
ends up with 3 at the end of the optimization. This strategy penalizes the unfeasible
candidate solutions more severely as the optimization algorithms proceeds, but lets
the algorithm explore more regions in the initial steps.

3 Metaheuristic Algorithms

In this study, WSA and IWSA algorithms are applied for the optimal design of
truss structures with frequency constraints. In the following subsections, these two
algorithms are briefly explained:

3.1 Water Strider Algorithm

Nature, as the oldest and most knowledgeable teacher, has been the inspiration for
developing many successful optimization algorithms; from the genetic algorithm
(GA) [7], as a classical optimization method, to krill herd (KH) [8] as a state-of-the-
art one. If one looks carefully into the nature, they can find a behavior or mechanism
that has been optimized for a very long time. Researchers, knowing this fact, have
tried to formulate these phenomena mathematically so as to develop optimization
algorithms.
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Insects utilize complicated and smart behaviors like intelligent communica-
tion, navigation, foraging, and avoiding predators. Water strider algorithm (WSA)
mimics territorial behavior, intelligent ripple communication, mating methods,
feeding mechanism, and succession of water strider bugs to devise a metaheuristic
optimization algorithm. The steps of the algorithm are as follows:

3.1.1 Birth

The search space in the WSA algorithm is considered to be the lake in which all the
water striders (WSs) or candidate solutions live in. TheWSs are randomly generated
in the search space in the first step:

WS0i = Lb + rand.(Ub − Lb); i = 1, 2, . . . , nws (3)

where WS0i is the initial position of the ith water strider in the lake. Lb and Ub
represent the lower and upper bound of variables, respectively. rand is a random
number between [0, 1], and nws is the number of WSs. The initial positions of WSs
are evaluated by the target function to obtain their fitness.

3.1.2 Territory Establishment

Water striders set up territories to defend their properties, i.e., foods and mating
resources. In order to form nt number of territories, the WSs are sorted according to
their fitness, and nws

nt number of groups are orderly created. The jth member of each
group is assigned to the jth territory, such that j = 1, 2, . . . , nt. Thus, the number of
WSs living in each territory is equal to nws

nt . The WS in each territory with the best
and worst fitness is considered to be female and male, respectively.

3.1.3 Mating

In every territory, mating is demanded by the male WS (keystone), while the food
resources are required by the femaleWS. Utilizing the ripple communication system,
the keystone sends ripples to the femaleWS to mate. The probability of either attrac-
tion or repulsion from the female WS is assumed to be p = 50%. The next position
of the keystone is updated based on the reaction of the female as:

{
WSt+1

i = WSti + R.rand; if mating happens (with probability of p)
WSt+1

i = WSti + R.(1 + rand); otherwise
(4)

The length of R is equal to the distance between the male and female WS:
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R = WSt−1
F − WSt−1

i (5)

where WSt−1
i and WSt−1

F denote the male and female WS in the (t − 1)th cycle,
respectively.

3.1.4 Feeding

Since the keystone consumes a great deal of energy during the mating process, it
has to forage for food resources in the new position. The fitness of the keystone is
evaluated in the new position. In case the fitness reduces, themaleWSmoves towards
the best WS of the lake (WSBL) to find food according to the following formula:

3.1.5 Death and Succession

WSt+1
i = WSti + 2rand.(WStBL − WSti) (6)

The keystone’s fitness is calculated in the new position. If it is worse than the
previous fitness, it will die, and a new WS will replace it:

WSt+1
i = Lbtj + rand.

(
Ubtj − Lbtj

)
(7)

where Ubtj and Lb
t
j represent themaximum andminimum values of theWS’s position

in the jth territory.

3.1.6 WSA Termination

If the termination condition is not met, the algorithmwill return to themating step for
a new loop. Since the structural analysis is costly, the maximum number of function
evaluations (MaxNFE) is considered as the termination condition herein, same as
the literature for a fair comparison.

3.2 Improved Water Strider Algorithm (IWSA)

Many metaheuristic algorithms have been enhanced to make them more efficient,
especially for engineering objectives. Two ideas based on OBL, initially proposed by
[9] for machine learning, and a kind of mutation operator adopted from the genetic
algorithm were incorporated in WSA to make it a more suitable global optimization
algorithm.
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3.2.1 Opposition-Based Learning (OBL)

For optimization purposes, OBL was utilized to calculate the candidate solution and
the opposite candidate simultaneously and to keep the fitter one and omit the other.
The opposite of a number x ∈ [l, u] is defined as:

∼
x= l + u − x (8)

In which l and u are the lower bound and the upper bound of the arbitrary number
x.

Zhang and Jin [10] introduced a more generalized form of OBL, and it was named
generalized space transformation search (GSTS). GSTS was defined as follows:

Let P = (x1, x2, . . . , xD) and Q = (x
∧

1, x
∧

2, . . . , x
∧

D) represent two different points
distributed in a D-dimensional space, where x1, x2, . . . , xD ∈R and x

∧

1, x
∧

2, . . . , x
∧

D ∈
R. Assume l = (l1, l2, . . . , lD) and u = (u1, u2, . . . , uD) are the lower and
the upper bounds of the D-dimensional space, respectively. The opposite point
�

P =
(

�
x1,

�
x2, . . . ,

�
xD

)
of the point P is determined as:

�
xi = λ(li + ui) − (

xi − x̂i
); i = 1, 2, . . . ,D (9)

where λ named elastic factor is a random number drawn from interval [0,1]. It should
be mentioned that the transformation made by GSTS may fall outside the allowable
range of variables, in which case a random solution in the search space is produced
to replace the violated solution:

x∗
0 = Lb + κ.(Ub − Lb); if x∗

0 < xmin or x
∗
0 > xmax (10)

where κ is a random number in [0,1], and xmin, xmax indicate the minimum and
maximum allowable values of variables, respectively.

Utilizing OBL increases the capability of the optimization algorithms in terms of
diversification and intensification of the search space. In the IWSA algorithm, the
GSTS is applied to the initial random population (Sect. 3.1.1). The initial population
in themetaheuristic algorithms plays a significant role in capability of the algorithms.
In fact, random initialization might increase the probability of searching fruitless
regions of the search space. In order to enhance the convergence speed, employing
randomnumbers and their opposites ismore beneficial than using pure randomness to
generate initial estimates in the absence of prior knowledge about the solutions. After
a random population is generated, the opposite population is calculated accordingly.
In case the opposite population fitness is improved, it will replace the initial random
population; otherwise, the initial population remains unchanged.
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3.2.2 Mutation

To improve the exploration ability of the standard WSA algorithm, a mutation oper-
ator inspired by the genetic algorithm, is employed to enrich the algorithm to search
more promising regions of the search space and help it escape local optimums. This
operator is applied on the best-so-far solution achieved (WSBL). One of the compo-
nents of WSBL is selected randomly, and it is regenerated with the variables’ range
in the best territory:

xj = xj,min + rand.(xj,max − xj,min) (11)

where xj is the chosen component, and xj,min and xj,max are the minimum and the
maximum values of all the components in the best water strider’s territory, respec-
tively. A probability named “pro” is herein defined for mutation application. After
a number of experimental studies and by a wise decision, the pro was set equal to
30%. The regenerated WS is evaluated by the target function, and if the mutated WS
is fitter than the WSBL, it will replace the best WS of the lake, and otherwise, the
WSBL will be unaltered.

4 Test Problems

In this section, the performance of the WSA and IWSA algorithms is compared
by optimizing three different trusses. For a more comprehensive comparison, some
other results reported in the literature are also provided here. The population size
of the algorithms (nws) has been set to be 50, and the number of territories was
set equal to 25. The termination condition is 4000, 9000, and 20,000 structural
analyses for the first, second, and third examples, respectively. The three benchmark
trusses characteristics are provided in Table 1. The two algorithms were run 30 times
independently for the first two problems, and 20 independent runs were carried out
for the last one to provide reasonable statistical results.

4.1 The 52-Bar Dome Truss Structure

The first example is a spatial dome-shaped truss structure which is considered for
simultaneous sizing and layout optimization subject to two frequency constraints.
For the sake of symmetry, the dome’s members are grouped into 8 variables as seen
in Fig. 1a, and 5 independent nodal coordinates are taken into account as layout
variables during the optimization process.

Figure 1b and c illustrate the initial layout of the structure and the final layout of
the dome after optimization, respectively. The obtained design is provided in Table 2,
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Table 1 Characteristics of the three problems

Benchmark
problem

52-bar dome truss Spatial 72-bar truss 600-bar dome
truss

Young’s
modulus
(GPa)

210 69.8 200

Density

(kg/m3)

7800 2770 7850

Lumped
masses (kg)

M = 50 M = 2270 M = 100

Size variables
(cm2)

1 ≤ Ai ≤ 10 0.645 ≤ Ai ≤ 50 1 ≤ Ai ≤ 100

Layout
variables (m)

−2 ≤ dzA, dzB , dzF , dx B , dx F ≤ 2 - -

Frequency
constraints
(Hz)

f1 ≤ 15.916, f2 ≥ 28.648 f1 = 4, f3 ≥ 6 f1 ≥ 5, f3 ≥ 7

Fig. 1 Schematic of the 52-bar truss structure

Table 2 The best design of IWSA for the 52-bar truss (coord. (m), A (cmˆ2), f (Hz), weight (kg))

z1 x4 z4 x10 z10 A1 A2 A3

5.7813 2.1796 3.7015 3.8970 2.5000 1.0000 1.2056 1.2476

A4 A5 A6 A7 A8 f1 f2 weight

1.4579 1.3441 1.0000 1.7311 1.3481 11.3224 28.6482 195.39

which shows that it has satisfied the frequency constraints. Considering the statistical
results of the different algorithms given in Table 3, it can be stated that the IWSA
algorithm was the most successful metaheuristic among all the methods. The accept-
able mean value and standard deviation also prove the robustness of the proposed
method. Besides, the performance of Enhanced Charged System Search (ECSS) and
the standard Water Strider Algorithm (WSA) demonstrate their competence in the
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Table 3 Comparison of the statistical results for the 52-bar

Algorithm IWSA WSA NHGA
[11]

PSO [12] CSS
[13]

ECSS [13] HS [14] FA [14]

Best 195.39 196.79 236.05 228.38 205.24 197.34 214.94 197.53

Mean 213.00 215.31 274.16 234.3 213.10 205.62 229.88 212.80

Std 12.08 21.08 37.46 5.22 7.39 6.92 12.44 17.98

NFE 4000 4000 - 11,270 4000 4000 20,000 10,000

Fig. 2 Convergence curves for the best run of the three problems

best result of Table 3. Figure 2a illustrates the higher convergence rate of the IWSA
algorithm than that of its standard version.

4.2 The Spatial 72-Bar Truss Structure

The second test problem is a 72-bar spatial truss structure, as shown in Fig. 2. The
truss elements are grouped into 16 cross-sectional areas as shown in Table 4 for the
first floor (similar for other floors). Therefore, this is a size optimization with 16
design variables (Table 5).

By carefully observing the results given in Table 6, it can be said that the IWSA
algorithm produces the best performance among all the methods considered here.
The standard WSA also performs well in terms of the best result obtained; however,
the mean result and the standard deviation clearly show that the IWSA algorithm is
more robust than its standard version. This is mainly due to the OBL method which

Table 4 First floor elements groupings for the 72-bar truss

A1 A2 A3 A4

(1, 5) (2, 6) (4, 8) (3, 7) (8, 3) (7, 4) (7, 2) (6, 3) (8,
1) (5, 4) (5, 2) (6, 1)

(5, 6) (8, 7) (8–5) (7, 6) (5, 7) (6, 8)
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Table 5 The best design of IWSA for the 72-bar truss (A (cm2), f (Hz), weight (kg))

A1 A2 A3 A4 A5 A6 A7 A8 A9 A10

16.8156 7.8804 0.6450 0.6450 13.1912 8.1183 0.6450 0.6450 7.9022 7.9241

A11 A12 A13 A14 A15 A16 f1 f3 weight

0.6450 0.6450 3.3238 7.8450 0.6450 0.6450 4.0000 6.0000 324.40

Table 6 Comparison of the statistical results for the 72-bar truss

Algorithms IWSA WSA CSS [13] ECSS [13] TLBO [15] MCTLBO
[15]

FA [4]

Best 324.34 324.41 328.81 328.39 327.568 327.575 324.36

Mean 327.59 336.74 337.70 335.77 328.684 327.693 325.1738

Std 10.71 38.44 5.42 7.20 0.73 0.125 0.6785

NFE 9000 9000 4000 4000 15,000 15,000 11,920

Table 7 The best design of IWSA for the 600-bar truss (A (cm2), f (Hz), weight (kg))

A1(1,2) A2(1,3) A3(1,10) A4(1,11) A5(2,3) A6(2,11) A7(3,4)

1.2153 1.3493 4.7198 1.5369 17.8329 38.8172 12.7846

A8(3,11) A9(3,12) A10(4,5) A11(4,12) A12(4,13) A13(5,6) A14(5,13)

15.8123 11.0541 9.1679 8.9563 9.1549 7.2735 4.6992

A15(5,14) A16(6,7) A17(6,14) A18(6,15) A19(7,8) A20(7,15) A21(7,16)

7.2002 5.2763 3.6494 7.8112 3.9146 2.1961 4.6208

A22(8,9) A23(8,16) A24(8,17) A25(9,17) f1 f3 weight

3.8837 1.7489 4.6599 1.8228 5.00089 7.00005 6130.55

provides a more promising search space for IWSA and makes it less sensitive to
the initial random population. The Firefly Algorithm (FA) shows good results, too;
nonetheless, the number of function evaluations that are needed to reach this result is
much more than that for the IWSA and WSA algorithms. The best design achieved
by IWSA and the natural frequency associated with this design is provided in Table
6. The higher convergence speed of IWSA in comparison to WSA for this problem
is seen in Fig. 2b (Table 7).

4.3 The 600-Bar Dome Truss Structure

The last problem is the 600-bar spatial dome-shaped truss structure consisting of 216
nodes shown in Fig. 3. The lumpedmasses are attached to all free nodes. The structure
is radially symmetric and could be generated by 15° rotations of a substructure
having 9 nodes and 25 elements, as depicted in Fig. 4. The nodes coordinate of the
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Fig. 3 Schematic of the 72-bar space truss

Fig. 4 Schematic of the 600-bar dome truss structure

substructure is provided in Table 8. The substructure’s elements are considered as
the design variables, while the topology of the structure is assumed to be constant
during the optimization. Thus, this is a size-optimization with 25 decision variables.

The statistical results of the 600-bar truss provided in Table 9 show that the
IWSA, WSA, ECBO, and cascade algorithms clearly outperform the other methods.
Enhanced Colliding Bodies Optimization (ECBO) has shown a great performance
in many engineering problems such as [16]; in addition, the cascade optimization
procedure is a powerful state-of-the-art optimization method. These two algorithms
are chosen to assess the viability of the proposed metaheuristics. As for the best
and mean results in the 20 independent runs, the IWSA algorithm outperforms its

Table 8 Coordinates of the nodes for the 600-bar dome truss

Nodes 1 2 3 4 5 6 7 8 9

Coord.

∣∣∣∣∣∣∣∣

1

0

7

∣∣∣∣∣∣∣∣

1

0

7.5

∣∣∣∣∣∣∣∣

3

0

7.25

∣∣∣∣∣∣∣∣

5

0

6.75

∣∣∣∣∣∣∣∣

7

0

6

∣∣∣∣∣∣∣∣

9

0

5

∣∣∣∣∣∣∣∣

11

0

3.5

∣∣∣∣∣∣∣∣

13

0

1.5

∣∣∣∣∣∣∣∣

14

0

0
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Table 9 Comparison of the statistical results for the 600-bar truss

Algorithms IWSA WSA DPSO
[17]

ECBO
[2]

Cascade
[2]

CPA [3] HS [3] BB-BC
[3]

Best 6130.55 6138.62 6344.55 6171.51 6140.51 6336.85 6357.59 6394.64

Mean 6341.78 6723.38 6674.71 6191.50 6175.33 6376.01 6631.48 6704.11

Std 456.07 941.39 473.21 39.08 34.08 90.39 304.09 551.65

NFE 20,000 20,000 - 20,000 20,000 40,000 40,000 40,000

standard version. This problem is rather a complex real-world problem which not
only calls for a more promising search space, but also requires a mechanism to help
it avoid local optimums in its way towards the global optimum. IWSA, thanks to the
OBL method, features a promising search mechanism and also exploits a mutation
technique to avoid the local minimums. These are the features that the standard
version of the algorithm lacks. The convergence history of the algorithms in Fig. 2c
also shows the higher speed of the improved version. Nonetheless, considering the
mean results and the standard deviation, it can be seen that the ECBO and cascade
optimization algorithms have slightly better results than the IWSA algorithms, which
shows their competence to solve a real-world optimization problem as well.

5 Conclusion

In order to construct a more resilient structure in the face of future excitations, the
resonance phenomenon cannot be ignored. While many studies consider weight
minimization of the structure subject to stress and displacement constraints, in
this study, two recently developed metaheuristic algorithms called water strider
algorithm (WSA) and improved water strider algorithm (IWSA) were selected to
conduct research in weight minimization of three benchmark truss structures subject
to multiple frequency constraints. The results of the IWSA algorithmwere compared
with its standard version and some of the well-known, state-of-the-art optimization
methods. The results clearly demonstrated the superiority of the improved version
over its standard version and showed its competence compared to the other methods
reported in the literature. This also demonstrates that the mechanisms used in the
IWSA algorithm worked successfully and could be utilized in other methods to
enhance their performance as well.
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Evaluation of Shear Transfer Strength
in FRP Concrete Composite Using
Nonlinear Finite Element Analysis

Moataz Mahmoud, Mohamed Eladawy, and Brahim Benmokrane

1 Introduction

Over the past two decades, Glass Fiber Reinforced Polymer (GFRP) has been proved
to be an effective alternative to conventional steel as a flexural and shear rein-
forcement in several reinforced concrete (RC) structure elements under different
load conditions. Moreover, reinforcing the concrete elements with FRP bars has
been recommended to improve the durability and extend the RC structures’ service-
ability. Consequently, the design and construction requirements of FRP-RC structure
elements were provided in distinct and specially prepared design codes and guide-
lines such as; ACI440-15, CAN/CSA S806-12, and AASHTO-LRFD-19. There are
several ongoing challenges related to internal FRP reinforcement performance, such
as the bond, dowel-action, and excessive deflection. It worthmentioning that there are
many different types of FRP reinforcing bars and various types of surface treatment,
resulting in changes in the bond and cohesion strength. Limited research has been
conducted to investigate the shear transfer strength of concrete-to-concrete interfaces
reinforced by FRP reinforcement [4, 5, 11].

The push-off tests are usually adopted for studying shear transfer mechanisms.
Push-off specimens have been employed to overcome the direct shear transfer mech-
anism. It was developed by (Anderson 1960) to study the shear-slip behavior of
concrete joints connecting precast concrete girders and cast-in-place slabs. These
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specimens allow a better understanding of the behavior on the interface through an
experimental test. These small specimens provide an accurate understanding of the
load transfermechanism and allow amore effective experimental campaign than full-
scale specimens. Although the push-off test is nonstandard, it is a widely recognized
experimental test used to study shear transfer mechanisms accurately.

Alkatan [4], and ALRuwaili [5] investigated the use of GFRP reinforcement as
a shear transfer reinforcement at the cold-joint concrete joints with as-cast rough
interfaces. Large-scale double L-shaped push-off specimens with cold-joint condi-
tions at their interfaces were constructed and tested. The studied parameters were
the reinforcement stiffness, concrete compressive strength, and the shape of the rein-
forcement (stirrups and headed bars). The test results revealed that specimens with
GFRP reinforcement showed a remarkable shear transfer capacity at higher slipped
values compared to steel reinforced interfaces. In addition, the reinforcement stiff-
ness was found to be the main parameter in the shear transfer mechanism. Moreover,
InterfaceswithGFRPheaded bars and stirrupswith similar stiffness exhibited similar
behavior and strength. In addition, GFRP reinforced interfaces with headed bars and
stirrups showed remarkable ductility and post-ultimate load-carrying capacity when
GFRP headed bars were used.

Several ongoing challenges are related to internal FRP reinforcement perfor-
mance, such as the bond, dowel-action, excessive deflection, and shear (CSA
Committee S6.1-19). The dowel action of FRP is considered negligible compared to
steel reinforcement due to the lower transverse strength of FRP. More specifically,
the strength of GFRP is approximately two to three times that of steel, allowing for
bridge deck strength requirements to be met, but has a much lower elastic modulus,
reducing overall stiffness. Reduced stiffness leads to increased deflection and severe
cracking (that is, larger crack widths). However, more research data, especially about
means of connecting the panels to the supporting beams, is needed to formulate defini-
tive design provisions for these deck slabs. Therefore, this study a step forward to
investigate the shear-friction behavior of GFRP-reinforced concrete elements.

2 Finite Element Model of Push-Off Test

2.1 Methodology

The finite element (FE) method has become a powerful gadget for the numerical
analysis of a wide range of engineering problems. An accurate finite element model
permits a considerable reduction in the number of experiments needed for the predic-
tion of structural behavior. This study aims to investigate the feasibility of using
the GFRP as a shear transfer reinforcement across interfaces between concretes
employing a refined three-dimensional (3D) finite element (FE) model implemented
in the programABAQUS. The proposed model was validated using the experimental
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results by Alkatan [6], and ALRuwaili [5]. The test specimen consists of two L-
shaped concrete blocks. The shear plane, part of the L-shape web, is 250 mm wide
and 500 mm long [6]. While the web dimensions for [5] specimens were 250 mm
in wide and 469 and 419 mm in long. The flange of the L-shape is 250 mm wide,
500 mm long, and 250 mm thick. A small gap was provided between the connected
parts in the direction of the applied load to allow free slip between these parts.

The concrete body was modeled with two identical “L” -shaped parts, combined
as one part through surface-to-surface contact. The concrete was considered solid
homogenous. A 3D stress element was used to simulate the concrete behavior and
FRP reinforcement. A truss element was used to simulate the steel reinforcement
behavior in the concrete blocks. A constant-mesh element of 25 mm size was applied
in themodel. Thewhole geometric model of the push-off specimen presents in Fig. 1.
Appropriate constraints were used to describe the interaction between components.
Surface to surface contact between the two concrete blocks was employed. The
penalty contactmethod ofABAQUSwas used for tangential behavior. The coefficient
of friction was also set. The left concrete block was assumed to be the master surface.
The traction–separation model was used to simulate the cohesion between concrete
interfaces.

The primary lawof traction–separation behaviors -linearly and elastically increase
until up to the maximum traction or separation and decrease after initiation of
damage- was considered. Embedded regions were used for the simulation of rebar
inside the concrete block. Rigid steel plates were used at the top and bottom of
the push-off specimens to prevent local concrete crushing. The bottom boundary
was fixed. The displacement control method was used for loading. The load was
applied to the top of steel plate as shown in Fig. 2. At the beginning of the analysis,
the applied displacement was set to zero and then the displacement was increased
linearly according to amplitude function.

GFRP 
reinforcement

L-shaped concrete blocks

L-shaped concrete blocks

Shear 
Plan

Gap

Gap

Mesh element 

Fig. 1 Model of push-off specimen and finite element mesh
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Surface to 
surface contact 

Load

Supports (Uz=0)

Fig. 2 Interaction and boundary conditions

2.2 Material Modeling

Concrete: The damaged plasticitymodel (CDP) available inABAQUSwas employed
to model the concrete damage. This material model is based upon two main failure
mechanisms of concrete, which are tensile cracking and compressive crushing. In
this investigation, the dilation angle for concrete plasticity and is assumed 31 degrees,
as recommended by (Esfahani 2017). Other plasticity parameters such as; K, eccen-
tricity, the ratio of biaxial compressive strength to uniaxial compressive strength
were assumed as 0.67, 0.1, and 1.16, respectively.

GFRP Bars: FRP bars were modeled assuming an orthotropic material with a
linear and elastic constitutive behavior. Defining orthotropic material like GFRP
was accomplished by specifying the engineering constants for bars from previous
research ([2, 10], and Slimani 2013). Linear elasticity in an orthotropic material is
most easily defined by giving the “engineering constants” the three moduli E1, E2,
E3, Poisson’s ratios v12, v13, v23, and the shear Modulus G12, G13, G23, associated
with the material’s principal directions.

3 Calibration of the Model and Investigation on Material
Parameters

In this section, the previously presented push-off specimens [5, 6] were examined
considering theGFRP stiffness and geometry. Five push-off specimensweremodeled
and analyzed. Two specimensC-30 andC-35, aremodeledwithout any reinforcement
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across the interface, and the shear plane areas are different. The third specimen, FH3-
30, is reinforced with three GFRP headed bars across the shear plane area. While
the specimens, FH5-30 and FH5-A2, the shear plane areas are different, and the
reinforcement is increased to five GFRP headed bars. Figure 3 shows reinforcement
details of simulated push-off specimens. Table 1 provides the summary of details of
the simulated specimen and Test and FEA results.

Comparing the FEA results and experimental results in terms of ultimate shear
load Vu and slip displays a good agreement. The maximum discrepancy between the
test results and FEA simulations is about 2% in terms of ultimate shear load, while
about 25% for the slip. Consequently, the model was able to predict, with reasonable
accuracy, the shear load–slip behavior.

C-30 / C-35 FH3-30 FH5-30 / FH5-A2

Fig. 3 Reinforcement details of simulated push-off specimens

Table 1 Details of the simulated specimen and test and FEA results

Specimen
ID

Acv
(mm2)

f c’

(MPa)
Eρv
(N/mm2)

Experimental
results

FEA Results FEA./Exp

Vu
(KN)

Slip
(mm)

Vu
(KN)

Slip
(mm)

Load
(%)

Slip
(%)

C-30 125,000
(250 ×
500)

0 332 0.34 330 0.41 0.99 1.20

FH3-30 30 182 362 0.44 362 0.51 1.00 1.16

FH5-30 304 433 0.94 423 0.84 0.98 0.89

C-35 75,000
(250 ×
300)

35 304 216 0.28 215 0.35 0.99 1.25

FH5-A2 507 264 1.00 258 0.91 0.98 0.91
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4 Parametric Study

Effects of parameters on ultimate shear load Vu and slip are investigated based on the
above-calibrated FEAmodel. The parameters include the shear plane area and GFRP
reinforcement stiffness. The shear plane areas for specimens C0-A and C0-B are 300
× 500 mm2 and 300 × 600 mm2 without any reinforcement across the interface.
Model FH3-4A, FH3-4B are reinforced with three GFRP headed bars #4 across the
different shear plane areas.While the specimens, FH3-5A and FH5-B, are reinforced
with three GFRP bars #5. Similarly, FH5-4A, FH5-4B, FH5-5A, FH5-5B, FH8-
4A, FH8-4B are reinforced with various numbers and diameters of GFRP headed
bars across the different shear plane areas. Figure 4 displays reinforcement details
of simulated specimens. Table 2 provides the summary of details of the simulated
specimen and FEA results.

The FEA results indicate that using GFRP reinforcement across concrete joint
increases its shear transfer resistance by 6% to 19%. This observation coincides with
[4, 5] findings, GFRP shear reinforcement provides additional shear frictional resis-
tance to the interface’s cracking. Moreover, the FEA results revealed that increasing
the shear plane area from 150,000 mm2 to 180,000 mm2 enhanced the shear transfer
capacity for all models with an average of 18%. Further, raising the GFRP rein-
forcement stiffness (diameter or numbers) has marginal increases of shear transfer
capacity for all models with an average of 3%. The ultimate shear capacity of all
the GFRP bars reinforcement models was attained at a slip value in the range of
0.53 to 0.72 mm. Figure 5 illustrates typical maximum tensile principal stresses of
all models. The tensile principal stresses can be used in FEA in order to show the
cracking patterns.

C0-A / C0-B FH3-4A / FH3-4B FH5-4A / FH5-5B FH8-5A / FH8-5B

Fig. 4 Reinforcement details of simulated specimens in the parametric study
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Table 2 Results of the finite-element parametric study

Specimen
ID

Acv
(mm2)

f c’

(MPa)
Eρv
(N/mm2)

FEA results Strength increase
(%)Vu

(KN)
Slip
(mm)

C0-A 150,000
(300 × 500)

30 0 396 0.47 0

FH3-4A 152 423 0.53 7.1

FH5-4A 253 436 0.58 10.4

FH3-5A 238 432 0.57 9.4

FH5-5A 396 450 0.61 14

FH8-5A 632 472 0.66 19.5

C0-B 180,000
(300 × 600)

30 0 479 0.57 0

FH3-4B 127 509 0.59 6.0

FH5-4B 212 520 0.63 8.5

FH3-5B 198 516 0.61 7.7

FH5-5B 330 529 0.67 10.5

FH8-5B 528 547 0.72 14.2

FH3-4A / FH3-4B FH5-4A / FH5-5B FH8-5A / FH8-5B

Fig. 5 Typical maximum tensile principal stresses in concrete at the failure

5 Summary and Conclusion

In this paper, the finite element analysis was used for predicting the shear transfer
response of push-off test specimens reinforced with GFRP bars across their shear
plane. Five different push-off specimens were simulated and analyzed in terms of
ultimate shear load and slip. The results of the analyses compared to the test results
showed good agreement. A parametric investigationwas performed to study the shear
plane area’s influence and GFRP reinforcement stiffness on the ultimate shear load
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and slip. Based on the work presented in this paper, the following conclusions can
be drawn:

1. The FEA adequately predicted the experimental response of the tested GFRP
push-off specimens. The FEmodel can be an effective tool for providing insight
into the behavior and the various aspects affecting shear transfer mechanism in
FRP-RC precast girders supporting cast-in-place slabs.

2. The push-off models reinforced with GFRP shear reinforcement demonstrated
a remarkable shear transfer mechanism strength at the cold-joint concrete joints
with as-cast rough interfaces.

3. Increasing theGFRP reinforcement stiffens had an insignificant influence on the
shear transfer strength. Raising the shear plane area improved the shear transfer
strength by 18%.

Additional research targeting connecting the cast-in-place slabs to the supporting
FRP-RC beams still needed to formulate definitive design provisions for these deck
slabs.
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Numerical Modeling of Microplastics
Fate and Transport in a Stretch
of the Fraser River

G. Babajamaaty, A. Mohammadian, and A. Pilechi

1 Introduction

Plastics with less than 5 mm in size are called microplastics [6]. In addition to
economic importance of rivers for humans, they are primary elements of ecosystem
[1]. Microplastic pollution of aquatic environments such, as oceans and rivers, is
an increasing global concern. Production of 280 million tons a year of plastics and
their after use waste intensify this anxiety [5]. Durability, widespread occurrence and
harmful health effects havemademicroplastics a serious threat to aquatic ecosystems.
Human activities and surrounding industries have close relation with the amount of
microplastics in water resources. Fraser River is one of the most important water
resources in British Columbia, Canada that its basin covers nearly one-quarter (more
than 220,000 km2) of British Columbia province [4]. It rises at Fraser Pass and
flows more than 1375 kms to its mouth at Strait of Georgia at the city of Vancouver.
Although because of low crowd and industrial sites near Fraser River and no dams
on its main pathway, it’s one of the most virgin rivers [7], but around there industrial
activities have been increased recently that contribute to release of Microplastics
in this area. The objective of this study is to numerically investigate transport of
microplastics in a highly urbanized and industrialized stretch of the Fraser River
located between Douglas Island and the Strait of Georgia.
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2 Methodology

Thenumericalmodel used in this study consists of a three-dimensional hydrodynamic
model and a three-dimensional Particle Tracking Model (PTM). The hydrodynamic
model is based on the TELEMAC modeling system. The PTM simulate movement
of the microplastic particles within the system using the hydrodynamic information
(i.e. velocities and water level) calculated by the hydrodynamic model at each time
step of the simulation.

3 Domain of Study

The selected area in this study is a 35-km stretch of the Fraser River extended from
Douglas Island to the mouth of Fraser River in the Strait of Georgia. The upstream
extent of the model was selected based on the observation provided in [9] which
showed salinity values near zero at light green point (see Fig. 1) located in the upper
region of the region of interest. The model domain starts from right at downstream
end of the Douglas Island assuming negligible salt water intrusion effect from the
ocean at the upstream boundary of the domain.

Fig. 1 Study Area (base map from Google Earth) and the salinity station
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Fig. 2 Computational Mesh and a zoomed region (Vertical Datum reference to MSL)

4 Computatinal Mesh

The base mesh of the model was created using BlueKenue 3.3.4. The mesh consists
of 116,408 triangular prism elements with uniform edge length of 100 m (Fig. 2).
The mesh has four sigma layers [8] in the vertical direction.

High resolution bathymetry data with the resolution varying of 10 m to 50 m
obtained from the Public Works and Government Services Canada - Pacific Region
(Geomatic Services Division), and was used to setup the model. All of the elevation
data in this study (bathymetry and water level) are referenced to the mean sea level
(MSL) vertical datum.

5 Simulation

The friction coefficient of the bottom is constant which is set to 0.04 everywhere.
Horizontal turbulence model is a constant model and vertical turbulence model is
a mixing length model. The duration of simulation in this study was 41 days from
01 June 2020 to 11 July 2020 consisting of two full spring-neap tidal cycles (i.e.
30 days) and 11 days for the model spin-up. Based on previous studies upstream
flow canbe considered as fresh water so the salinity is approximately zero and the
salinity of downstream is 30 ppt. Time step of this model is 4 s.
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Fig. 3 Model boundaries and water level and discharge stations

6 Boundary Conditions

Two boundaries have been assigned for this model (Fig. 3). Freshwater discharge
was prescribed at the upstream boundary just near Douglas Island. The downstream
open boundary of the model in the straight of Georgia was forced by tidal elevation.

The discharge data were downloaded from the website of Government of
Canada. The historical discharge data of PORTMANN PUMPING (08MH126) and
MISSION(08MH024) stations were used. The PORT MANN PUMPING station is
located closer to the upstream boundary of the model. However, its available data is
only until 1992. In order to derive time series of discharge information for the simu-
lation period in 2020, the data from the MISSION station (available up to 2020), and
MANN PUMPING station were processed together using a multilayer perceptron
artificial neural network (MLP) algorithm.

The water level records at Sand Heads, B.C. station 7594 were downloaded from
the website of Government of Canada, fisheries and oceans Canada part, and used
at Boundary2 (Fig. 3).

7 Particle Tracking Model

The movement of microplastics in the river was simulated using a three-dimensional
Particle Tracking Model (PTM) developed at the National Research Council Canada
in collaboration with University of Ottawa. The model uses hydrodynamic infor-
mation calculated by the hydrodynamic model at each time step of the simulation,
and solve a three-dimensional advection–diffusion equation (Eq. 1) in a Lagrangian
system to determine particle position at the each time step of the simulation [2].
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X(t + �t) = X(t) + Adv + Di f f (1)

In order to determine position of the particles in the model solve Eq. 1 in the hori-
zontal (x,y) and vertical (z). The model uses first-order Euler method for calculating
advective transport (Adv) of the particle,

Adv = Up�t (2)

where Up is the water velocity applied on the particle, and �t is the time step.
Contribution of turbulence to particles motion was represented by the diffusion term
(Diff ) in Eq. 1, and was calculation using Random Walk Particle Tracking (RWPT)
model [3],

Di f f = R
√
2K�t (3)

where K is a diffusion coefficient, and R is a random number between −1 and 1
with a normal distribution. The PTM simulation as conducted at time step of Δ =
15 min and using a constant diffusion coefficient K = 1e−3 (m2/s).The particles
were uniformly realised on every 10 m along Boundary1 at each time step of the
simulation. Reflecting boundary condition was applied along the shoreline to avoid
particles escape from tom the domain.

8 Result and Discussion

30-day water level, velocity and salinity time series of the model were extracted.
Time series of salinity and velocity are shown below (Figs. 4 and 5) to demonstrate
that the results of the model are reasonable. Water level datasets of the Deas Island
Tunnel station (08MH053) (Fig. 3) (show on the figure where this station is located)
from the website of the Government of Canada were downloaded. Data of the model
at the location of station number 08MH053 and downloaded data were compared
and the result was shown on a graph (Fig. 6) which shows a reasonable agreement
between the measured and modeled results.

The PTM model provides spatial distribution of the particles realised at the
upstream boundary of the model (Boundary 1 in Fig. 3). The three-dimensional
nature of the PTM model also enables determining vertical position of the particles
within the water columns at each time step. Figure 7 illustrated distribution of the
particles at last time step of the 30-day simulation which shows relative abundance of
particles in difference regions of the model stretch. This information can be used in
post-processing clustering algorithms to identify the zone with higher potentials for
microplastics accumulation based on hydrodynamic and topographic characteristics.
In the modeled case in this study, the fresh water from the upstream flows over and
mixes with denser seawater driven by tides in lower depths. This in addition to the



104 G. Babajamaaty et al.

Fig. 4 Modeled free surface velocity magnitude at station 08MH053

Fig. 5 Model free surface salinity at station 08MH053

fact that particles were uniformly released close to the water surface at the upstream
boundary, have caused insignificant transport of particles in the water column in
most regions in this example. However, the vertical circulations/eddies generated in
some regions of the model have caused abrupt changes in particle positions within
the water columns, as showed in Fig. 7, which also confirms capability of the PTM
in simulating vertical transport of the particles.

The result of the PTM can also inform residence time of themicroplastic pollution
in different regions of the system. From the total number of 60,000 particles realised
into the domain during the simulation, less than 13,500 particles reached to the ocean.
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Fig. 6 Comparison of water level data of the station and results of model

Fig. 7 Snap shot of modeled particles distribution by the PTM at time step 150. Note: Particle
elevations are referenced to the mean sea level (MSL)

This mean that more than 77% of the released particles accumulated in the system.
It is acknowledged that this value is influenced by boundary treatment method and
the time step used in the PTM. However, it also signifies the importance of more
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detail investigation of microplastics, and other contaminants transport supported by
high-resolution numerical simulations and field measurement in this area.

9 Summary and Conclusion

A numerical analysis was conducted in a highly urbanised and industrialised stretch
of the Fraser River extended between Douglas Island and the Strait of Georgia to
better understand fate and transport of microplastics within the system. A three-
dimensional numerical model was developed coupling an Eulerian hydrodynamic
model and a Lagrangian Particle Tracking Model (PTM) for the stretch of interest.
Hydrodynamic condition and transport of neutral particles carried by water particle
within the system was simulated for 30 days. Reasonable agreement was observed
between the hydrodynamic model results the measured data. The PTM simulation
provided information of the spatio-temporal distribution of the particles and indicated
likelihood of particles accumulation in some regions of the stretch, and value of using
this tool for improving understanding of microplastics fate and transport in coastal
and riverine environment.

From the simulation conducted in this study, it was found that the hydrody-
namic mesh solution in both horizontal and vertical direction, the discharge rate
at the upstream, time step size of the simulation, boundary treatment method used in
the PTM, and quality of the bathymetry data are the main factors which can influ-
ence behaviour of the particles. Future studies will be focused on improving perfor-
mance of this tool through adjusting different influencing parameter, and using more
complex boundary treatment methods for modeling particles interaction with bed
and the shoreline.
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Preliminary Analysis of Permafrost
Degradation in Ingraham Trail,
Northwest Territories

Danrong Wang, Susan L. Tighe, and Shunde Yin

1 Introduction

Permafrost represents the ground including bedrock, sediments, and soil that is below
or at 0 °C in two consecutive years or longer. Permafrost usually underlies the
active layer of the ground which thaws in summer and freezes in cold weather [14].
Due to global warming, the ground temperature increases, which induces thawing
permafrost that is sensitive to the temperature change [2]. The permafrost terrain has
experienced different levels of degradation and the permafrost layer is subjected to
freeze–thaw cycles and turns into an active layer. As a result, impacts and potential
risks caused by permafrost degradation are brought upon vegetation, biochemical
processes, hydrology system, and engineering infrastructures [15]. Thus, as a result
of climate change, not only the temperature changes, the hydrologic impacts are also
induced, where the water table is deemed to decline with boosting baseflow with
thawing permafrost [11, 19].

Design of infrastructures such as pavements built in the permafrost should
consider the impact of climate change such as the frost heave and thaw settle-
ment associated pavement damages [16, 17]. It has been noted that thaw settlement
and frost heave can be the major cause of damage to infrastructures located in the
permafrost area. For instance, it was investigated in 1990 that about 83.5% of the
damage of Qinghai-Tibet Highway was caused by thaw settlement, while 16.5% of
the damage was caused by frost heave [18].

On the other hand, the number of frozen days decreases most significantly in
the areas where the permafrost is distributed discontinuously, islandly, or in the
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Fig. 1 Differential Settlements of the road structure along Ingraham Trail [13]

transitional areas. The significant changes in beginning dates of freeze and thaw
have also been observed in these areas [12]. These areas are considered to be more
sensitive to temperature change as the ground has a higher temperature and the soil
has higher ice content [3].

Ingraham Trail, also known as Highway 4 (Hwy 4) in NWT, extends 69.2 km east
fromYellowknife toTibbitt Lake. IngrahamTrail connects three great territorial parks
and provides access to Yellowknife. The extensive discontinuous permafrost within
the entire Ingraham Trail is not treated, so the existing Highway 4 is experiencing
a high level of uncertainty due to climate change [7]. The deformation of the road
structure can be observed along Ingraham Trail as shown in Fig. 1.

2 Numerical Modeling of Frost Heave and Thaw
Settlement in Pavements

In pavement engineering particularly, [9] uses the finite element method to discretize
the pavement into one-dimension elements and nodes vertically, where the ground
is treated as a continuous medium and is evaluated linearly throughout the space
domain. A finite element model predicting thaw settlement with the incorporation of
surface roughness was developed [9]. In this paper, a one-dimensional Galerkin finite
element model has been developed in MATLAB, following the approach described
in [9] and [8], for simplicity and relevance to pavement engineering practice. The
following sections provide the mathematical basis of the THM coupling processes
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involved in the determination of frost heave and thaw settlement in pavements on
IngrahamTrail. This includes the theory regarding the hydraulic and thermal fields, as
well as the implementation of the phase change effect between freezing and thawing
processes. The overburden effect and ice segregation are also introduced in themodel.

2.1 Fluid Flow in Porous Media

The model is assumed on a one-dimensional basis with the fluid flowing vertically.
The soil deformation in the unfrozen soil is assumed to be negligible, where the
consolidation is not considered. The fluid is assumed to flows in the unfrozen zone
only. Also, the fluid movement is considered to happen only by the means of liquid
water migration, and the ice cannot move. The vapor movement is not considered
in this case either. Based on these assumptions, the unsaturated fluid flow can be
described by Darcy’s Law as shown in Eq. 1.

v = − k

μ
∇p (1)

where v is the fluid flux; k is the permeability; μ is the viscosity; ∇p is the pressure
gradient.

The fluid flow follows the law of mass conservation, which can be achieved by
using the Richards equation as shown in Eq. 2.

∂θ

∂t
= ∂

∂z

[
K(θ)

(
∂h
∂z

+ 1

)]
(2)

where θ is the volumetric content; t is the time; z is the vertical coordinate; K is
the hydraulic conductivity and K = (kρwg)/μ; ρw is the density of water; g is the
gravitational acceleration; h is the total pressure head and in this case p = ρwgh.

By implementing the phase change effect to the above two equations, the
governing one-dimensional equations for the unsaturated fluid flow can be obtained
as the Eq. 3.

∂θw

∂t
= K

∂2h

∂z2
− ρi

ρw

∂θi

∂t
(3)

where θw and θi are the volumetric content for unfrozen water and ice respectively;
ρi is the density of ice.

To solve Eqs. 3, 4 is adopted by extending the relationship between the pres-
sure head h and the volumetric water content θw, in which the relationship can be
determined by Eq. 5, using laboratory data [5, 8].
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∂θw

∂t
= ∂θw

∂hp

∂h

∂t
(4)

θw = φ

Aw

∣∣hp∣∣a + 1
(5)

where hp represents the pore water pressure head; φ is the porosity of the soil; Aw

and a are both the best fit soil parameters.
Correspondingly, the relationship between the hydraulic conductivity K and the

pressure head h can be described by Eq. 6 [5, 8].

K = Ks

Ak

∣∣hp∣∣b + 1
(6)

where Ks is the saturated hydraulic conductivity; Ak and b are both the best fit soil
parameters.

Besides, the fluid may not be able to move through all the pores when ice exists.
The resultant reduction of the hydraulic conductivity can be described using an
empirical relationship in Eq. 7 as follows [8].

Kf = Khp × 10−Eθi ,Eθi ≥ 0 (7)

where Kf is the reduced hydraulic conductivity by considering the ice effect; E is a
factor related to the saturated hydraulic conductivity Ks as shown in Eq. 8 [8]. The
E factor can also be specified with a value when utilizing the model.

E = 5

4
(Ks − 3)2 + 6 (8)

2.2 Heat Transfer

Similar to the fluid flow, the heat conduction is considered to be one-dimensional by
utilizing Fourier’s law as shown in Eq. 9 and obtaining Eq. 10.

qT = −λT∇T (9)

λT
∂2T

∂z2
= C

∂T

∂z
(10)
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where qT is the heat flux; λT is thermal conductivity; ∇T is temperature gradient; C
is the volumetric heat capacity.

When the fluid flow exists, the heat convection as well as the phase change effect
is also taken into consideration by assuming thermal equilibrium between the soil
and fluid, as per the law of energy conservation as shown in Eq. 11.

[λwθw + λiθi + λs(1 − φ)]
∂2T

∂z2
+ Cwv

∂T

∂z

= [Cwθw + Ciθi + Cs(1 − φ)]
∂T

∂t
− L

ρi

ρw

∂θ

∂t

. (11)

where λw, λi and λs are the thermal conductivity for water, ice, and soil; Cw, Ci

and Cs are the volumetric heat capacity for water, ice, and soil; L is the latent heat
coefficient, where latent heat is the “hidden” heat energy change when the phase
changes, without the temperature changes, which is supposed to be a constant value
equal to that of the bulk water [8].

2.3 Phase Change Effect

Both Eqs. 3 and 11 introduce a term representing the phase change effect, which is
approached through the isothermal process. Equations 12 and 13 are compared with
each other during a computation time step.

�Q1 = Cm(Tt+�t − Tf) (12)

�Q2 = L(θu − θn) (13)

where �Q1 is the amount of heat extracted during �t in a unit volume of soil; Tf

is the freezing-point depression; �Q2 is the required amount of heat to be extracted
from the unit volume of the soil so that the soil can be frozen; θn is the minimum
volumetric water content for ice.

When �Q1 is greater than �Q2, the temperature is set to Tf for the freezing
process, while the computed temperature is set to Tf when �Q1 is less than �Q2 for
the thawing process. The phase change term in Eqs. 3 and 11 can be computed by
Eq. 14 as follows [8].

ρi

ρw

∂θi

∂t
= 1

L

�Q

�t
(14)
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2.4 Ice Segregation Process with the Overburden Effect

The overburden includes the sum of the weight of the materials (i.e., soil, water,
ice) as well as the surcharge stresses. When the segregated ice does not exist (i.e.,
θi < φ − θn), the available pores can accommodate the ice volume. The overburden
is assumed to be upheld by the soil. When the ice segregation exists, the overburden
weight is held by the ice lenses, and the minimum volumetric water content for ice
θn can be computed in Eq. 15 as follows [8].

θn = φ

Aw

∣∣hp(θn) + ho
∣∣a + 1

(15)

where ho is the hydraulic head representing the total overburden weight.
In these regards, Eq. 16 can represent the one-dimensional displacement (i.e.,

thaw settlement and frost heave).

θs = θi − (φ − θn) (16)

where θs is the amount of the segregated ice, which represents frost heave when it is
greater than zero and represents thaw settlement when it is negative.

3 Numerical Investigation of Frost Heave and Thaw
Settlement in Yellowknife Pavements

Based on the frost heave and thaw settlement model, the resultant displacements
caused by permafrost degradation on Ingraham Trail, Yellowknife, is investigated,
without engineering intervention.

3.1 Basic Frost Heave and Thaw Settlement Analysis

For simplicity, a uniform soil column profile is assumed for the pavement structure at
IngrahamTrail, Yellowknife as perAASHTORecommendedMinimumThickness of
Highway Layers. Based on the low volume nature of the roads in NWT, the thickness
of 30 mm of the surface treatment layer is adopted with the lowest Equivalent Single
Axle Loading (ESAL) traffic assumed from the guide [1]. The location of the water
table is assumed to be 50 cm below the road surface as it is close to the lake. The
subgrade material is assumed to be the same as the aggregate base in this case. The
soil column can be divided into two layers with the water table exists below the
subgrade. The constant element length is set to be 1 cm each. The discretization of
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Fig. 2 Upper-temperature boundary conditions from November 1st to November 10th, 2020

the finite element model includes 51 nodes and two elements, where the second layer
is located at 3 cm deep from the surface (i.e., node 4).

In the finite elementmodel, the fully implicit method is used formoisture transport
while the Crank-Nicolson method is used for heat transport for time integration. The
time step increment is set to be 1 h, with the update of every time step. The whole
simulation duration is 29 days, with 1st as Day 1 and 30th as Day 30. The simulation
period is every November from 2013 to 2020.

The upper pore pressure and the lower temperature boundary condition is assumed
to be natural. The lower pore pressure is set to be zero constantly. The surface
temperature can be specified to be the mean daily air temperature [6]. Figure 2
illustrates the temperature boundary conditions from November 1st to November
10th, 2019 as an example. The initial condition of the surface pore pressure head is
assumed to be −50 cm of the water. The initial volumetric ice content is also set to
be constant as 0 for all the nodes.

The overburden is assumed to be 10 psi as the road is covered by packed snow
for at least one-third of a year, due to the local climate condition. Table 1 lists the
soil parameters for each layer of the material based on the empirical assumption.

3.2 Impact of Climate Change in Terms of Global Warming

Based on the climate change in terms of global warming, the temperature at the
surface is adjusted from the year 2020 to the year 2050, with an assumed 2% temper-
ature increase each year. The results of projected frost heave and thaw settlement
are shown in Fig. 3. The figure demonstrates the impact of the warming temperature
on the permafrost degradation, causing the decreased frost heaves, which implies
increased thaw settlements. The resultant cumulative settlements were computed as
shown in Fig. 4, with the base year as 2020, where the negative value indicated thaw
settlements. The results are only based on the simulation of one month (November)
each year. More representative cumulative settlements can be obtained by simulating
the entire year.
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Table 1 Soil parameters for
each layer of the pavement
structure

Soil layer parameter Layer 1—Asphalt
surface

Layer 2—Granular
base & subgrade

Physical properties

Soil density ρs 2.2 g/cm3 1.5 g/cm3

Soil porosity φ 0.2 0.45

Thermal Properties

Freezing point
depression T f

0 °C 0 °C

Volumetric heat
capacity of soil Cs

0.5 cal/cm3 °C
(2.09 ×
106 J/m3·K)

0.2 cal/cm3 °C
(8.37 × 105 J/m3·K)

Thermal
conductivity of the
soil λs

10 cal/cm3 hr °C
(1.51 ×
1011 J/m3·s·K)

3 cal/cm3 hr ºC
(4.52 ×
1010 J/m3·s·K)

Unfrozen water
content factor θn

0.3 0.1

Moisture characteristics for drying curve

Aw 0.0001 0.005

a 2 0.9

Unsaturated hydraulic conductivity function

Saturated hydraulic
conductivity ks

36 cm/hr
(1.00 × 10–4 m/s)

0.36
(1.00 × 10–6 m/s)

Ak 0.00005 0.004

b 4 2
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Fig. 3 Projected frost heaves for November (2020–2050) with the impact of global warming

3.3 Impact of Climate Change in Terms of the Water Table
Change

The water table is adjusted from 2020 to 2050 to reflect another impact of climate
change, with an assumed 1 cm increase in the water table for each decade. This
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Fig. 4 Cumulative thaw settlements for November (2020–2050) with the impact of global warming
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Fig. 5 Projected frost heaves for November (2020–2050) with the impact of water table change

represents the decline of the water table elevation, where the lowered water table
is expected as a result of permafrost degradation [10]. The water table adjustment
was performed by increasing the node number of the model. The results of frost
heave are shown in Fig. 5, which shows the significant decrease of the frost heave
for November in each year individually. This indicates increasing thaw settlements,
and the cumulative settlements are shown in Fig. 6, with the base year as 2020. This
implies the thawing permafrost with the declining water table has a great impact on
the worsening settlement.

3.4 Impact of Intervention by Thermal Insulation

The simulation is also performed with the potential permafrost protection tech-
nique such as thermal insulation, with insulation materials (such as polystyrene and
polyurethane) installedwithin the embankment to prevent the heat flow [4]. Themain
characteristic of these materials is the low thermal conductivity, which provides high
heat resistance to prevent heat transfer to the permafrost. In this simulation case, the
thermal conductivity is adjusted to be the same for the two layers of materials as 3
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Fig. 6 Cumulative thaw settlements for November (2020–2050) with the impact of water table
change

Cal/cm3hr °C (4.52 × 1010 J/m3·s·K). The other parameters and conditions are kept
the same.

The frost heave for each November from 2013 to 2020 simulated by the model
is illustrated in Fig. 7. The frost heaves vary from each year with great uncertainty,
where the greatest difference can be up to 22.15 cm between 2016 and 2017. This
demonstrates that the varied thaw settlement is caused due to permafrost degradation
with the changing climate in recent years. With different frost heaves caused in the
same season each year, it is difficult to maintain the pavement structure’s resilience
unless some protections are applied to mitigate the permafrost degradation impact.

It can be seen from the figure that the frost heaves in November are changed
with a significant decrease after the protections are applied. This verifies insulation
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Fig. 7 Simulated frost heave for each November from 2013 to 2020
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materials play a critical role in reducing thaw settlement. Though the parameters are
assumed, a more accurate quantitative simulation can be performed with the exact
properties of the materials by conducting laboratory and field tests.

4 Conclusions

Climate change has caused various kinds of issues. Permafrost is affected by the
evolving active layer associated degradation. The differential settlement of the road
is one of the consequences affecting the safety and resilience of the infrastructure.
Ingraham Trail in Yellowknife, NWT, is investigated in this paper with its frost heave
and thaw settlement by a one-dimensional finite element model.

This model is based on the theory of fluid flow in porous media and heat transfer
with the application ofmass conservation law and energy conservation law. Although
the consolidation effect is neglected in this model, it can be incorporated in the mass
balance equation when necessary. The phase change effect is considered during the
isothermal process, while the overburden effect is also taken into the consideration
for the ice segregation process. The model is implemented in MATLAB using the
Galerkin finite elementmethod and the finite differencemethod.Although the numer-
ical oscillation is not obvious in the current study, it’s noted that a stabilized finite
element scheme [20] will be incorporated in solving the energy balance equation, to
avoid the numerical oscillation for potential heat convection dominated scenarios.

Numerical investigation on the frost heave and thaw settlement of pavement on
Ingraham Trail, Yellowknife, NWT has been carried out, in response to climate
change trends andhypothetical engineering interventions. EachNovember from2013
to 2020was simulated with assumed soil parameters and conditions, while the upper-
temperature boundary conditions are specified with the mean daily air temperature
data. The settlements were also projected for November from 2020 to 2050 with
the anticipated impacts of climate change. Another simulation was performed for
pavements on Ingraham Trail with potential insulation materials to provide heat
resistance, an emerging technique to mitigate thaw settlement for pavements built in
permafrost areas. The following are conclusions and recommendations based on the
numerical investigations:

1. With multiple freeze–thaw cycles for the same season in eight years from 2013
to 2020 that are simulated, the settlement of the pavement structure is affected
by climate change in recent years. The main reason is the freeze–thaw and
permafrost degradation caused by global warming. The temperature in the same
season does not remain stable from year to year which causes the varied frost
heaves.

2. With the adjustment of increased temperature and lowered water table as the
consequences of climate change, frost heave and thaw settlement in November
from 2020 to 2050 were projected. The cumulative settlements were also
computed with the base year 2020, which demonstrates the impact of climate
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change in terms of global warming and water table increase on the increased
thaw settlements of the pavement.

3. The effect of the potential remedy solution using insulation materials is inves-
tigated for each November from 2013 to 2020, and the simulated frost heaves
were compared with those without intervention. A significant decrease in frost
heave3.s can be seen in the scenario with insulation materials. This implies the
necessity of implementing some protections to mitigate permafrost degradation
impacts.

4. As the pavement structure is unknowndue to the lack of borehole logs, a geotech-
nical investigation is recommended in order to develop a more representative
finite element model.

5. The soil parameters of the local soils under freeze–thaw cycles should be inves-
tigated by conducting laboratory tests for better understanding the impact of
climate change on frost heave and thaw settlement via finite element simulations.
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What Modular and Offsite Construction
Contract Administration Can Learn
from Court Dispute Cases

E. Chan, S. Han, and M. Nik-Bakht

1 Introduction

The construction projects are increasingly complex, and the disputes it generates
are also increased [15]. Arcadis [2] reported that the number of disputes in North
America, the UK, Europe, and the Middle East had shown no sign of reduction over
the past five consecutive years.However, the time required to resolve the disputes, and
subsequently, the project delays, have had an increasing trend. Along with advance-
ments in technology and complexity in design and construction processes, construc-
tion contracts becomemore complicated. Construction disputes can occur for various
uncertainties and risks. Besides, the adaptation of modular and offsite construction
(MOC) has risen worldwide [11]. However, there are yet no standard contracts for
MOC (at least in Canada), so MOC projects usually adopt the standard contracts
structured for conventional and on-site construction (COC) and modify them to suit
project requirements.As such, higher potentials exist for contractual disputes inMOC
projects. Previous efforts in the area of contractual disputes have mainly focused on
the COC, which has different features fromMOC even though construction activities
are the same as standard code and material [18].

To provide effective preventive mechanisms to eliminate the contractual disputes
in MOC projects, first and foremost, a proper understanding of the risks and under-
lying causes in construction contracts is needed. This study has set three objectives:
(i) to develop a literature-based analysis framework with contract sources of ambi-
guity; (ii) to evaluate the causes of disputes by analyzing the selected Canadian
Superior court cases; and (iii) to analyze the relevant terms from Canadian standard
contracts that can address the significant causes of dispute resulted from the case
analysis.
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Fig. 1 The flow of research methodology

2 Literature Review

Increased competitiveness and complexity in the construction industry tend to create
more claims and disputes among contracting parties. In order to reduce the construc-
tion claims and disputes, it is essential to enhance the understanding of contracting
parties on the core reasons or problematic areas in the contract documents. Several
researchers have attempted to identify the common causes of disputes from different
perspectives. Many researchers, such as [5, 14, 16, 19], and Odeh and Battaineh
[17] conducted questionnaire surveys with construction professionals to identify the
common causes of disputes in the industry. Cakmak and Cakmak [8] defined the
causes of conflicts and disputes from the responsible parties’ perspective through
literature analysis. Moreover, some researchers [1, 12] among others) identified the
causes of construction litigation through the literature analysis. However, previous
studies have either taken a niche perspective in evaluating specific disputes or have
discussed the sources of contractual confusions qualitatively and subjectively. There
is not enough information that identifies the causes of disputes and litigation claims,
particularly for MOC projects. This study proposed a framework to evaluate the
causes of disputes systematically for both construction methods to address these
gaps.
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3 Research Methodology

The high-level methodology of this study and the steps are presented in Fig. 1, which
mainly comprises two phases. In phase 1, the qualitative approach is applied to extract
the sources of contractual disputes documented in the literature for both conven-
tional and on-site Construction (COC) and modular and offsite Construction (MOC)
methods. These extracted sources are used to develop an analysis framework that
can be classified and quantified. A previously developed conceptual framework was
structured as a four-level hierarchy: categories, subcategories, classes, and subclasses
[3]. We started with the same structure. The sources of ambiguities from literature
are clustered according to the similarity and relevance. This proposed model allows
us to quantify the weighted percent based on the overall frequency of indication that
provides the level of importance for clustered sources.

In phase 2, construction court cases during the past twenty years at the level of
Superior Courts of four selected Canadian provinces, i.e., Quebec, Alberta, Ontario,
and British Columbia, are gathered from the Canadian legal information institute
[7] through searching keywords. The collected cases are scanned manually (i.e., by
reviewing the case-specific set of keywords and legislation types) to filter contractual
dispute cases. Then, selected cases are analyzed in two aspects: project characteristics
for a better understanding of the case and comprehensive analysis to extract causes of
dispute. The proposed analysis framework from phase 1 was applied to the collected
data, to classify and quantify the causes of dispute. The results are discussed and
compared to identify commonalities and differences between the literature-based
and court case analysis. Also, relationships were extracted between the causes and
clauses fromgeneral conditions ofCanadian standard contracts that can address those
causes.

3.1 Literature Survey and Development of Analysis
Framework

The relevant articles are primarily collected using the keywords search from the
sources: google scholar, Concordia library, and research gate. The search-words used
are conventional construction, on-site construction, stick-built, modular construc-
tion, prefabricated construction, panelized construction, industrialized building
system (IBS), and heavy industrialized construction. This study aims to identify
contract sources of ambiguity and disputes; thus, construction contracts, construction
disputes, contract claims, contract ambiguity, contract administration, and manage-
ment are added as search-words. A total of 105 articles are selected, which comprise
57 COC articles and 48MOC articles. The selected articles are published in different
journals, proceedings, periodic articles, web pages, and dissertations during the past
34 years. A rising number of articles, particularlyMOC literature, can be seen during
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the past ten years. The selected articles are published in various sources such as jour-
nals, conference proceedings, review reports, thesis papers, books, periodic articles,
and websites.

The selected articles are then reviewed to extract contract sources of ambiguity.
A total of 396 sources of ambiguities are extracted by reviewing the selected litera-
ture (i.e., 57 COC articles and 48 MOC articles). These extracted sources are taken
as the subclasses, which is the lowest level of the proposed analysis framework.
The clustering procedure begins by classifying the subclasses into relevant classes
based on the similarity. These classified classes are then assigned to the subcategories
underneath five major categories. A new subcategory is added if the existing subcat-
egories are not enough to represent for classes. Quantitative analysis is performed
and re-assigned those that did not have enough support into another relevant subcat-
egory. The clustering process was done within several rounds, and Fig. 2 presents
the finalized model.

As a result, the proposed fishbone model consists of fifteen subcategories with
two to seven classes underneath. In Fig. 6, the categories that are the top-five level of
themodel (single-digit), subcategories that are subsidiaries of each category (double-
digit), and classes that are clustered under each subcategory (triple-digit) are intro-
duced. The issues related to the linguistic form of a construction contract are clus-
tered in the ’Language’ category, the ‘Contract’ category includes the contract form
and content related issues, and design-related confusions, project stakeholders as a
source of confusion, and effects of external factors are clustered under the ‘Design’,
‘Stakeholders’,’ External Factors’ categories respectively. A detailed explanation of
each category, subcategory, class, and subclass is introduced elsewhere. Once the
proposed classified fishbone model is finalized, quantify them to provide the level

Fig. 2 Proposed literature-based analysis framework (Fishbone Model) (subcategories and classes
identified in ˛ COC literature only and � MOC literature only)
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of importance of each subcategory. The weighted percentage of each subcategory is
computed with Eq. 1 based on the overall total frequency of sources of ambiguities
(i.e., 243 sources of ambiguities from COC literature and 153 sources of ambiguities
MOC literature). Each subcategory’s support level (weight) is the ratio between each
subcategory frequency, and the overall total frequency of sources of ambiguity is
expressed as a percentage.

support level(weight)% = the sum of frequency at each subcategory

Overall total frequency
× 100 (1)

The quantified model with support level (weight) % at subcategories and
categories can be seen in Fig. 3.

The literature-based model (Fig. 3) shows that ‘ambiguity in contract terms’
subcategory is the most critical issue for COC projects with 31%. In contrast, the
lack of local industry readiness subcategory is a major issue for MOC projects with
25%. Poor contract draftsmanship of the ‘Stakeholders’ category is relatively crit-
ical for both COC and MOC, with 16% and 9%, respectively. Not all subcategories
and classes are identified as sources of ambiguity in both COC and MOC literature.
Some subcategories: transportation and lifting limitation, lack of local industry readi-
ness, and design optimization problems are found as issues only in MOC literature.
Similarly, ‘confusion of legal language’ subcategory is only found in COC literature.

Fig. 3 Literature-based proposed fishbone model with support %
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3.2 Construction Contract Dispute Court Cases Analysis

In phase two, we analyze the construction dispute court cases to evaluate the impact
of each of the sources of ambiguity and disputes in action. The proposed analysis
framework from phase 1 (i.e., fishbone model) will be applied to evaluate each
source’s contribution level in court case analysis. In this respect, it is worth noting the
structure of the Canadian judicial system. The Canadian judicial system is structured
with a four-level hierarchy according to legal authority. Provincial and Territorial
(lower) courts are the starting point for most cases that come into the system. Then,
Provincial and Territorial Superior Courts are the backbone of the Canadian judicial
system.More severe cases and appeals from lower court decisions will be heard—the
Provincial and Territorial Court of Appeal that will hear the appeal from Superior
Court decisions. Finally, the Supreme Court of Canada (SCC), the highest level and
final court of appeal in the Canadian Judicial system, will hear the appeal from the
court of appeal decisions. In this study, we focus the cases at the Provincial and
Territorial Superior Courts for a broader number of COC and MOC cases.

3.3 Collection and Selection of Relevant Court Cases

The electronic version of court cases from all Canadian courts is accessible from
the Canadian Legal Information Institute [7]. We first used the keywords to retrieve
the construction-related court cases and then set the analysis period for twenty years
(from 2000 to 2019). The search words used to retrieve the construction-related cases
are construction, modular, offsite, panelized, prefabricated, and heavy industrial.
The resource page allows us to retrieve the documents/cases that include the search
words—a total of 6,152 cases from thirteen provinces. We narrow down to cases at
four provinces: British Columbia (BC), Ontario (ON), Alberta (AB), and Quebec
(QC). Build ForceCanada [6] forecasted that the construction industry in these four
provinces continues to have significant growth in the near future. Besides, BC, ON,
and AB provinces have the most significant number of cases. A total of 4708 court
cases, 2266 cases in BC, 1335 cases in ON, 925 cases in AB, and 182 cases in
QC based on MOC and COC’s consideration. The next step is to eliminate the
non-contractual dispute cases by scanning case-specific keywords and legislation
references. Some example sets of keywords used to eliminate the cases are: ‘software,
data, copyright, hospitals, evidence’, ‘children, spousal support, income, friends,
horse,’. Examples of legislation references used to eliminate the cases are ‘Divorce
Act,’ ‘Criminal Code,’ ‘Bankruptcy and Insolvency Act,’ ‘Family Relations Act’. As
a result, one hundred and seventy-eight contractual dispute court cases from four
provinces (i.e., BC: 40 cases, ON 108 cases, AB:15 cases, and QC: 15 cases) are
selected for further analysis.
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3.4 Analysis of Selected Superior Court Cases

The selected court cases are analyzed, and this section describes the results. These
selected cases include various projects from new construction such as commercial
buildings, residential buildings, healthcare services, heavy construction projects such
as bridges, highway construction projects, and renovation and rectification projects.
By reviewing the case text files, we found that twenty cases are the MOC projects,
and the remaining one hundred and fifty-eight (158) cases are COC projects and their
sub-trades. The plaintiff and defendant’s typology was analyzed to find out which
party is more likely to initiate the litigation filing, and the results are shown in Table
1.

The study found that the General Contractor (GC) is the major initiator, filing for
litigation against the client, regardless of the construction type (i.e., COC or MOC).
Subcontractor as plaintiff has the second-highest number of cases against general
contractor (GC) as defendant among COC cases. For MOC cases, the subcontractor
as plaintiff and the client as the defendant has the second-highest number of cases.
The third-highest number of cases found the client as plaintiff and general contractor
as the defendant for both MOC and COC cases. As a continuous effort to analyze the
project information: types of contracts and forms of agreement are used to formalize
the contractual relationships. Figures 4a, b illustrate the distribution of types of
contracts and forms of agreement used by the selected cases. The stipulated price
contract has the highest rank among the selected court cases, followed by unit price
contracts and cost-plus fees contracts. There is no MOC project with a standard
contract, while 25 COC cases with standard contracts seek judgment at the court.
Both MOC and COC Projects with non-standard written contracts have the highest
numbers of litigious disputes during the past twenty years.

In the next step,we analyzed the selected cases to extract the causes of disputes and
identify commonalities and differences between international literature-based causes
and those in the Canadian construction industry. The proposed analysis framework
developed in phase 1 was used to evaluate, classify, and quantify these causes. Forty-
three (43) causes of disputes are identified from the twenty (20)MOCcases, and four-
hundred-sixty-three causes (463) of disputes are found from one-hundred fifty-eight
(158) COC cases (refer to Table 2). The causes from these cases are classified into
the relevant classes of the proposed analysis framework. The weighted percentage
of each subcategory will be calculated with Eq. 1 from phase 1. The sum-frequency
of each subcategory from MOC cases is divided by the total identified frequency in
MOC cases (i.e., 43 refer to Table 2). The same scenario is complied for the weighted
percentage calculation of COC cases.

Figure 5 presents the support level of subcategories and categories based on
their frequency. Based on the case analysis, ‘ambiguity in contract terms’ is a
major concern for the Canadian construction industry, with more than 70% of the
total frequency. This, interestingly, applies to both MOC and COC projects. ‘Poor
contract draftsmanship’ is another relatively critical issue found among the court
cases, accounting for 18% of total MOC frequency and 12% of total COC frequency.
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(a) Type of Contract types used by selected cases (b) Forms of Agreements used by selected cases
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Fig. 4 Contractual typology between parties involved in selected court cases

The third-ranked subcategory is the ‘lack of common-sense among contract entities
accounting’ with 7% of total MOC frequency and 6.8% of total COC frequency.
Other subcategories which only found among COC project cases are ‘missing infor-
mation’ (2%) and ‘modification issues’ (3%) of contract formation and contents,
‘design deficiency’, ‘insufficient design output communication’, and ‘confusion of
legal language’ with 0.4% each. ‘Transportation and lifting limitations’ are cited
only in MOC projects with 2% of the total.

A comparison between the case-based (bottom-up) and literature-based (top-
down) analyses helps to find out their commonality and differences based on the
method of construction (i.e., COC and MOC). Not all literature-identified sources
are found in causes of litigation. Focusing on the top-most three ranks of COC (see
Fig. 6) shows a similar trend (i.e., rank) in the level of importance of subcategories
between literature and case-based ranking. However, discrepancies are found in the
comparison between MOCs (see Fig. 7). Unlike the MOC literature, ambiguities
related to external factors such as ‘lack of local industry readiness’, ‘transporta-
tion and lifting limitation’ could not be spotted in MOC court cases in Canada.
The MOC’s case analysis results showed that, just like the COC cases, ‘ambiguity in
contract terms’ is the most critical issue in the Canadian construction industry. At the
classes level (see Table 2), ‘unclear payment terms’ is a major issue for MOC cases,
while the ‘unclear terms for changes in contract’ is a major concern for COC cases.
After all, this comparison shows that MOC projects in the Canadian construction
industry call for improvement of clarity in contract terms, knowledge enforcement
for better contract management and administration practice.

3.5 Discussion

Based on the analysis outputs (Fig. 4a, b), stipulated price contracts andmodified non-
standard written contracts are the most common modes of agreement in both MOC
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Table 2 Causes of litigation claim from selected court cases

Classes from proposed analysis
framework

Causes of litigation claims Frequency

MOC COC

2.2.6 Unclear payment terms,
procedure, certify

Unpaid payments (final payments,
progress payments, holdback/withhold)

14 129

2.2.4 Unclear terms for changes in
work

Unpaid extras/changes, defective costs,
delay claims, back charge, reimburse
installment, claim for overpaid

12 168

2.2.2 Poorly defined general
provisions

Dispute in contract terms, ambiguous
terms, vague and uncertain contract
terms

4 32

2.2.7 Inadequate bonds &
insurance to cover parties’ failure

Insurance coverage 1 17

4.1.4 Unlawful and improper
termination of the contract

Termination performance 4 25

4.2.5 Performance risks Negligent performance 3 24

4.1.3 Ineffective contract
management & administration

Poor contract management &
administration, communication issues

4 16

5.2.1 Need to develop effective
supply chain management

Delay in delivery 1 0

4.1.5 Unlawful and improper stop
work

Stop Work/Suspension 0 11

2.3.2 Incomplete contract
documents

Missing information in contract
document

0 10

4.1.2 Inadequate knowledge in
governing regulations

Knowledge in applicable law, improper
inspection

0 6

2.4.4 Unreasonable clauses in
contract conditions

Contract modification issues 0 4

2.4.7 Redundant information Conflict/Contradict Terms 0 4

4.2.2 Misrepresentation of contract
documents

Misinterpretation of contract terms 0 4

2.4.3 Changes to standard contract
conditions & add non-standard
conditions

Amended the standard conditions 0 3

1.1.2 Contract wording issues Wording issue 0 2

4.2.1 Lack of mutual understanding
of contract terms

Lack of mutual understanding, lack of
common-sense

0 3

4.3.1 Inadequate design team
experience

Breach of rules of the art 0 2

3.1.1 Design error Design defect 0 1

3.1.3 Incomplete design Vague and incomplete design drawings 0 1

4.2.3 Unrealistic & illogical
expectations

Unrealistic expectations 0 1

Total Frequency 43 463
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Fig. 5 Case-based proposed fishbone diagram with support %

Fig. 6 Comparison of COC’s literature and court cases analyses

and COC project cases. Therefore, we then focused on evaluating the general condi-
tions of standard lump-sum contracts. CCDC 2 stipulated price contract is the most
popular and commonly used standard contract in the Canadian construction industry
[10]. CCDC 14 design-built stipulated price contract, on the other hand, is the most
suitable one for MOC [4, 18]. These contracts have twelve general conditions that
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Fig. 7 Comparison of MOC’s literature and court cases analyses

support developing construction contract documents depending on project require-
ments. Therefore, trial parties (i.e., clients and general contractors) often review
contract documents carefully to enhance their justification when claims and disputes
arise.

In accordancewith thenumber ofCanadian court cases inMOCprojects, ‘payment
issues’ (i.e., progress payment, final payment, withhold) are the primary concerns.
Causes of progress payment disputes include disputes in the certified progress
payment amount, late payments, withhold payments resulting from conflicts and
disputes in quantity take-off methods. Causes of final payment disputes are rejection
or withhold/unpaid of the final contract amount. Addressable general condition arti-
cles from CCDC 2 and CCDC 14 are the ‘5.2 Applications for Progress Payment’
and ‘5.3 Progress Payment’ that describe the progress payment timeline for project
participants following the dates of submission for the payment claims. Similarly, the
remaining conditions from 5.4 to 5.9 in CCDC 2 and CCDC 14 can be used to resolve
the final payment disputes. Although the standard contracts can eliminate payment
timeline issues, some payment-related terms from standard contracts require modi-
fying to suit the MOC method. For example, the general condition 5.2.3 in CCDC
14, described below, only allows the design-builder (i.e., general contractor/modular
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company) to claim the project costs when the contracted works are performed, and
products are delivered at the place of the works (final destination/construction site).

5.2.3 The amount claimed shall be for the value, proportionate to the amount of the Contract,
of the Design Services and of the Work performed and Products delivered to the Place of
the Work as of the last day of the payment period. [9]

This payment definition is only suitable for the COC method. The completed
works are measured and certified based on the on-site completion inspection but
not applicable for the MOC method. In MOC, most of the construction works (up
to 85–90%) are completed in the manufacturing factory, and the remaining works
(e.g., transportation and installation) are done on-site [13]. One more feasible study
is required to investigate ‘Products’ to establish a progress payment timeline for
MOC projects. According to the general condition 5.2.8, the design-builder can
claim proportionately to the products delivered on-site.

5.2.8 Applications for payment for Products delivered to the Place of the Work but not yet
incorporated into the Work shall be supported by such evidence as the Payment Certifier
may reasonably require to establish the value and delivery of the Products. [9]

In other words, the modular construction company can claim the project costs
once the modules are fabricated and before transporting them to the site (i.e., prior
to incorporating them into the place of work). However, the definition of ‘Products’
might not be interpreted as modules among the contractual parties since the standard
contracts express it as material, machinery, equipment, and fixtures incorporated
into the work. The unfavorable terms that do not allow to claim uninstalled create a
financial burden for modular contractors/ Design-Builder. Therefore, a contract for
the MOC project may need to add contract terms that allow claiming for modules
or components yet to deliver to the place of the work and delivered but not yet
incorporated into the work. Simultaneously, extend the insurance coverage for the
modules or components during transportation or stored elsewhere (i.e., not at the site
and not at the factory). In that way, themodular manufacturer can reduce the financial
burden, and the client can reduce the potential risks. Moreover, modular builders and
clients often dispute the completed project quality and defect issues that caused final
payment rejection or withheld the contract balance amount. This study has some
limitations, such as insufficient number of MOC court cases and the scale of the
project to be analyzed in the selected provinces. Therefore, wider coverage of MOC
court cases formore rounded analysis framework forMOCprojects is recommended.

4 Conclusion

Modular construction has gained attention recently around the globe. Hard and hassle
for broader adaptation of MOC in the construction industry have been spotlight;
however, fewer studies in identifying the causes of disputes in MOC projects and
court case analysis have been found. Accordingly, this study intends to provide
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the analysis framework that comprises a comprehensive list of causes of disputes
in both MOC and COC projects through literature and court case analysis. The
proposed analysis framework was applied to evaluate the causes of litigious claims
from Canadian court cases. The comparison result showed that ambiguous contract
terms and stakeholders-related confusions are the common causation of litigious
claims in the Canadian construction industry during the past twenty years. Payment
issues are the greatest concern for MOC contractors. Therefore, revised payment
terms were suggested as a primary step for forming the standard contract required
for MOC and resolving that issues. This study contributes to construction insiders
recognizing common causes of contractual disputes in MOC projects from literature
and real court cases. This will assist in taking preventative actions proactively to the
potential contractual losses and court cases.
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Conceptual Drainage Design of an Urban
Rail Transit Project

H. Minchau and A. Van Boven

1 Introduction

1.1 Background

TheproposedMetroLineLightRail Transit is an extensionof the existingMetroLine,
continuing from the Northern Alberta Institute of Technology (NAIT) in Edmonton,
Alberta, connecting the northwest end of the city to downtown. This paper focuses
on the conceptual stormwater management plan for Phase 2 of the extension, which
begins at the north end of the Blatchford neighbourhood with a bridge crossing the
Yellowhead Highway and CN Rail Yard, then continues north and then west where
the Metro Line will terminate at the Campbell Road Park and Ride. This Phase 2
extension, shown in Fig. 1, is 9.4 km long and will include 7 stations, 1 bridge, 2
transit centres, 1 Operations and Maintenance Facility (OMF), and 2 underpasses.

1.2 Problem Statement

The urban rail transit alignment passes through developed neighbourhoods as well
as open fields that have planned neighbourhood developments. The addition of a
trackway can change the drainage patterns which could result in increased flow rates,
elevated water levels, and changes to water quality [1]. These potential impacts will
have to be evaluated to ensure that the sewers have adequate capacity and potential
flooding is mitigated. As such, a hydrological specialist is necessary in urban rail
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Fig. 1 Proposed metro line LRT extension phasing plan and station locations [3]

designs to both protect rail systems from flooding and ensure that new railways will
not adversely affect the stormwater management system [8].

2 Approach to Urban Rail Stormwater Management

Stormwater management is required along the trackway to meet the local munic-
ipal standards and provincial standards. For the Metro Line LRT, the approach to
stormwater management was developed to meet the City of Edmonton LRT Design
Guidelines, the City of Edmonton Design and Construction Standards, the latest
storm IDF curves from EPCOR, and Alberta Environment’s Stormwater Manage-
ment Guidelines. The objectives of stormwater management as outlined in the
guidelines/standards are:
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• to provide runoff quantity and quality improvement to meet environmental
objectives,

• to maintain the existing level-of-service for major and minor storm systems,
• to mitigate the impacts of runoff on LRT operations,
• to relocate conflicting infrastructure out of the LRT right-of-way (ROW).

The stormwater management system for the trackway has been designed such
that existing issues are not worsened and, in some cases, are improved. The design
approach to meet these stormwater management objectives is outlined as follows:

• Water Quality Improvement Measures—Grit management and contaminant
removal are addressed by promoting sedimentation and filtration using LID
features and catch basins.

• Peak Flow Attenuation—Increased runoff will be mitigated by storing excess
runoff and controlling release rates.

• Flooding Control—Flooding will be mitigated through LRT trackway/road
grading, storage, and conveyance.

• Relocation and Abandonment of Existing Sewers—Sewers within the trackway
and/or station footprints will be abandoned and relocated with the existing level
of service to mitigate any adverse impacts to the stability of the trackway.

Stormwater from the trackway needs to be managed to ensure the existing sewer
systems can handle the changes. Edmonton’s overall drainage system uses the
major/minor system concept for managing stormwater. The minor system refers
to the sewer catch basins and underground pipes, where the capacity is designed for
the more frequent 1:5-year rainfall events. The major system refers to stormwater in
excess of theminor system that ponds on the surface and flows overland, generally for
rainfall events up to the 1:100-year. The track right of way (ROW) has its own level
of service design requirements depending on the type of track that is proposed. In
some instances, the track ROW level of service exceeds the existing drainage system
and stormwater management will be required. The level of service design criteria
summarized below is taken from the [7] LRT Design Guidelines, City of Edmonton
Design and Construction Standards Volume 3 Drainage [6], and recommendations
from the drainage team based on previous experience:

• Minor System

o Design to a 1:5-year rainfall event (outside of the track ROW)
o Design to a 1:5-year rainfall event within the ROW for direct fixation and

embedded track
o Design to a 1:25-year rainfall event within the ROW for ballasted track

• Major System

o Evaluate the drainage facility requirements up to the 1:100-year rainfall event

• Trackway Drainage
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o Trackway underpasses are to be designed for a peak run-off from a 1:100-year
rainfall event

o Trackway bridges/elevated guideways are to be designed for a peak run-off
from a 1:100-year rainfall event

There are additional best management practices that can reduce the impact of
hydrological hazards on urban rail system infrastructure and mitigate the effects of
rail urbanization on stormwater quantity and quality. For example, the Urban Rail
Development Handbook recognizes that it is difficult to adapt stormwater infras-
tructure during a project’s design life and precautionary designs should model the
design exceedance flood to evaluate inundation in tunnel passes [8]. Ultimately, each
urban rail system has its own unique hydraulic requirements, climate conditions and
construction limitations, which require effective and intelligent urban rail drainage
system solutions.

3 Existing Drainage Infrastructure

The section of the city that the proposed rail alignment runs through is serviced by
a mix of separated sewers (where water flows in separated storm and sanitary pipes)
as well as older developments serviced by a combined sewer area (where storm and
sanitary flows are carried within the same pipe). Drainage basins along the proposed
rail alignment were delineated and analyzed for the connecting sewer system so that
the existing capacity of the sewers could be determined and maintained.

Storm, sanitary and combined sewers within the proposed track right-of-way
alignment are required to be relocated and properly abandoned, unless they are
crossing the alignment or are deep enough that they will not pose problems with
construction and operation of the LRT (governed by the local standards). Sewer
infrastructure that needs to be abandoned will be replaced to maintain the existing
level of service, that is, relocated sewer infrastructure will be replaced with the same
size and carrying capacity.

For this project,many sewerswere identified for relocation.However, a few sewers
were evaluated based on depth, sewer diameter, relocation complexity, and approved
for guideline exemptions provided the sewer would not adversely affect the trackway
and LRT operation.

4 Proposed Drainage System

Mitigation is required where the proposed level of service for the trackway is greater
than what the existing sewer system can handle, or where runoff generation has
increased due to changes on the ground surface.
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4.1 Increase in Runoff and Storage Requirements

Drainage catchment areas were delineated for the pre- and post-development condi-
tions. These catchment areas were compared and the change in impervious area was
calculated. If a catchment area increased in impervious area, usually from paved
road widening and adding a concrete trackway, then the runoff generation would
be greater. Essentially, if the trackway was constructed within the existing roadway,
then there would be no increase in runoff and no storage required. If the trackway
was constructed in grass/field area, there would be an increase in runoff and would
require mitigation. Storage is required for this increase in stormwater runoff.

Stormwater management modelling software was used to perform a hydrologic
assessment for each catchment area and the runoff hydrograph was computed for
the pre- and post-development conditions for the 1:5-year and 1:100-year design
storm events. All flows greater than the 1:5-year pre-development peak runoff
require storage for the 1:5-year post-development conditions. For the 1:100-year
post-development condition, the minor system can accept all flows up to the 1:5-
year pre-development peak rate. All flows above this rate will either go to storage or
flow overland to the major system. The storage required for the 1:100-year event was
based on equating overland peak flow volumes for the post-development conditions
to those of the pre-development conditions. Figures 2 and 3 are general hydrographs
that illustrate how the required storage volume was determined for the 1:5-year and
1:100-year events.

Most of the catchments for the Metro Line LRT extension obtained an increase in
impervious area. The storage requirement for the 1:100-year event was greater than
for the 1:5-year event. Therefore, the 1:100-year event was used resulting in a total
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of 3,991 m3 of storage required to mitigate the increased runoff generation due to
increased impervious area.

4.2 Surface Ponding and Overland Flow Storage
Requirement

The track alignment was analyzed in terms of the larger picture of overland
stormwater flow (i.e., the major storm system concept). Flooding or large volume
ponding could occur if major storm flowwere cut off from existing overland drainage
paths due to the addition of the trackway.Additionally, stormwater that terminates at a
sag location along the trackway could cause issueswith operation and safety of the rail
vehicles. If strategic trackway and roadway grading does not work to reduce ponding
at the trackway, then storage would be required to bring down ponding/mitigate
overland flow paths to acceptable levels set by the local municipality and urban rail
standards.

Along the Metro Line LRT extension, no overland flow paths were cut off,
however, multiple flow routes terminate in sag locations along the trackway. Based
on preliminary investigations into the sag contours, allowable ponding limits were
exceeded at some locations. These locations, however, were flagged as existing
ponding nodes to be mitigated by a city-wide flood mitigation program that was
underway. Therefore, stormwater mitigation, due to surface ponding and overland
flow, was not required at this time and was noted to be evaluated again at the next
stage of design once many of the city-wide flood mitigation measures would be
implemented.
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4.3 Ballast Track Buffer Storage Requirement

The underdrain for ballasted track is recommended to be designed for a 1:25-year
rainfall event to keep the ballast dry. It is also crucial that the ballast structure
maintains the structural integrity to support anticipated rail loads [5]. The City’s
minor drainage system is generally sized to convey the 1:5-year rainfall event, while
stormwatermanagement facilities (SWMFs) are sized to a variety of different rainfall
events. Therefore, mitigation is required for all ballast track sections to buffer the
peak flows prior to discharging to the minor drainage system or SWMFs.

Of the 9.4 km Metro Line LRT extension, approximately 3.7 km are proposed to
be ballast track and would require 1,097 m3 of buffer storage via storage tanks/pipes,
or 3,470 m3 of buffer storage via SWMFs (different volumes were calculated based
on the pre-development level of service for the receiving infrastructure).

4.4 Underpass Storage Requirement

Grade separation options, where the track alignment is proposed to enter an under-
pass to cross an intersection or other rail lines, were analyzed at four locations, with
underpasses approved at 137 Avenue and 127 Street. These locations require addi-
tional sewer abandonments and replacements compared to the at-grade scenario due
to the depth and configurations of the underpasses.

The local LRT guidelines require stormwater storage to protect the below grade
section from flooding for events up to and including the 1:100 year 24-h event. This
level of service for underpasses is greater than what the existing drainage system
has capacity for, therefore, stormwater storage is required. The elevations of the
trench bottom relative to the nearest storm sewers will determine if a lift station is
required to release the stored stormwater into the minor system or if a gravity system
is achievable.

A total of 4,197 m3 of stormwater storage was required between the four analyzed
underpass locations for theMetro Line LRT extension. Due to the depth of the under-
passes and the inability to relocate some of the large diameter sewers, exemptions to
the standards were applied here to maintain the sewers in place with reduced clear-
ances. One underpass, however, was not recommended from a drainage perspective
due to the required relocation of a very large diameter sanitary trunk (approximately
425 m of 2,920 mm diameter) plus the relocation of the sanitary trunk extension
that was currently under construction. Other sewer relocations in this area became
quite complex, with interconnections between multiple sewers, and would require
a separate study with modelling on the interconnections and determination of the
impact on the overall drainage system. The underpass at the CN Rail crossing was
not approved at this time. With the elimination of the two underpasses, the required
stormwater storage for the two remaining underpasses was 2,723 m3.
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4.5 LRT Bridge/Elevated Guideway Storage Requirement

The bridgewas designed for rainfall events up to and including the 1:100-year rainfall
to prevent stormwater overtopping the bridge to private property below and to prevent
transporting additional stormwater to the connecting neighbourhoods on each end
of the bridge.

The proposed bridge for the Metro Line LRT extension contained a high point
near north third of the bridge, so stormwater was to be collected at each end of the
bridge. The north end of the bridge required approximately 650 m3 of stormwater
storage and the south end of the bridge required 1,200 m3 of stormwater storage.

4.6 Proposed Mitigation

Once the required stormwater storage volume is determined, mitigation measures
can be evaluated. Several mitigation opportunities were identified for the Metro Line
LRT extension, including:

• Low impact development (LID) measures

o Rain gardens

• Integration with existing and proposed regional flood mitigation measures,
including real-time control stormwater detention facilities and dry ponds

• Underground storage:

o Inline and offline oversized storage pipes
o Stormwater storage tanks

The proposed mitigation measure should be evaluated based on size, configura-
tion, operation andmaintenance, location constraints, and cost. There is not a one size
fits all solution. Due to the Metro Line LRT extension alignment traversing already
developed neighbourhoods, space was quite limited for above ground LID features
or new stormwater management facilities. However, a rain garden was proposed to
manage the stormwater from the bridge since the north end of the bridge was adja-
cent to an existing park with ample space. The south end of the bridge connected to
a proposed neighbourhood and stormwater storage was integrated into the planned
SWMF for that neighbourhood. The rest of the alignment was managed via under-
ground storage and conveyance to existing stormwater management facilities. The
total stormwater storage required for the Phase 2 track alignment was 9,661 m3

and the total storage proposed along the track alignment based on preliminary
construction feasibility was 10,428 m3.
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5 Track Drainage

Track drainage infrastructure is imperative because the negative impacts of
stormwater runoff directly degrade rail safety [9]. Trackway drainage selection
depends on the type of track, the track slope, and the allowable ponding limits set
by the local standards. Drainage inlet placement and spacing is designed based on
the track configuration and local trackway design criteria. The track drain pickups
would then need to be configured to connect directly into the existing minor drainage
system (from a track drain catch basin manhole) or tied into a storage/buffering unit
prior to entering the existing minor drainage system.

TheMetroLineLRTextension track drainage systemvaried between ballast track,
direct fixation track, embedded track, special trackwork, bridge track drainage, and
underpass track drainage. Depending on the track type, a grit management system
is configured to maintain the existing water quality. Edmonton, being a cold climate
city, uses a sand grit on the tracks to increase friction in winter. Therefore, track
drainage is collected in catch basins or is filtered through a geotextile to collect grit
prior to/prevent grit from entering the minor storm system or buffer storage units.

6 Conclusion

With the growth of cities and expansion of urban rail lines, many times we are faced
with adding a trackway to already developed neighbourhoods and areas where the
existing storm system is not adequate as is. Many times, there is existing infras-
tructure in place that will need to be relocated. If left unchecked, existing drainage
patterns can be altered through the addition of an urban trackway that can impact the
operation of the rail vehicles and/or the adjacent neighbourhoods. Increases in runoff
due to increases in impervious area, surface ponding, overland flow routes, level of
service requirements, and water quality need to be evaluated in the design of urban
track drainage. Additionally, the drainage of the track surface itself (slopes, inlet
placements, etc.) can impact the longevity of the trackway and impact maintenance.
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Indigenous Housing Practices
as Inspirations for Modern Green
Buildings

Z. Kelly and A. Iqbal

1 Introduction

Firstly, the land on which we live must be acknowledged as the unceded terri-
tory of the First Nations, Métis, and Inuit peoples. These Indigenous commu-
nities include the Haida people of Haida Gwaii and the Inuit people of Arctic
Canada including Nunavut, Northwest Territories, Nunavik (Northern Quebec), and
Nunatsiavut (Northern Labrador).

The modern western way of life is largely unsustainable. Innovations in clean
energy and sustainable building practices are developing continuously.While current
inventions that are helping Canada develop into a modern sustainable country are
promising, it is important to focus on historically successful methods. Indigenous
architecture involves knowledge passed down through generations and is rooted in
the connection between human and nature. This involves deep rooted knowledge of
elements such as the surrounding climate, topography, and vegetation. Sustainable
building must work with the natural environment rather than fight against it. This
method of green building is not new; it is thousands of years old and is proven
successful among the Indigenous people prior to European contact. Looking at case
studies of Indigenous architecture used thousands of years ago, the simplicity and
the synergy between these buildings and their surroundings are made clear. While
it is understood that modern society will not go back to a time of living without the
conveniences towhichwehavebecomeaccustomed,manyaspects of these traditional
structures can be meaningfully applied to modern green building to improve both
efficiency and sustainability.
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This paper will first review the importance of Indigenous environmental justice,
and the traditionalmethods of the igloo and cedar plank house outlining advantageous
technologies used in the history of Indigenous architecture. These methods are then
connected to the concepts of bioclimatic design and use of biomaterials, outlining
modern applications in green building technology.

2 Traditional Practices

2.1 Indigenous Environmental Justice and Philosophy

Traditional ecological knowledge (TEK) is learned by communities through their
interactions with the local environment. This knowledge is often dismissed as unre-
liable or unscientific, often resulting in the overwhelming favor of Western science.
While Western science plays a valuable role, traditional ecological knowledge has
in addition a moral compass which results in a more intimate relationship with the
environment and the people living within it. Upon European arrival at land so gener-
ously supplied with vegetation, meat, water, and other resources, they abandoned
the knowledge of the people who belonged to this land and supplies were exploited
rather than respected and sustained. This dismissal of resource management based
off TEK is what led to a steady decline in resources.

Indigenous communities experience the affects of climate change at a dispropor-
tionate level to the rest of the population. As Indigenous people rely more heavily
on local natural resources for food, medicine, shelter, and other purposes, they are
thereforemore affected by the loss of these resources as a result of climate change [3].
The sustainable lifestyle that Indigenous people were once able to adopt is exactly
what has left them so vulnerable to climate change. Downing and Cuerrier [3] state
that climate change in particular impacts those living in the arctic and subarctic,
largely populated by Indigenous people, as the changes in weather cause delayed
snow cover, early snow melt, and record lows of ice cover. As well, Downing and
Cuerrier [3] point to the increases in storm frequency and severity in warmer climates
which lead to flooding, drought, and loss of food security.

Indigenous knowledge and values are often considered inferior to Western scien-
tific knowledge; “Despite the recent adoption of the UN Declaration on the Rights
of Indigenous Peoples (UNDRIP) in 2007, Indigenous people continue to be denied
their rights and are subjected to climate injustice, remaining largely excluded from
the official UN climate negotiations.” [4].While global approaches to climate change
are dominated byWestern science and philosophy, Indigenous people have proposed
their own solutions through Indigenous environmental or climate change declarations
[1]. Nevertheless, Indigenous knowledge continues to be consistently discounted in
global research and policy [7].
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2.2 Case Studies: Haida Log House and Inuit Igloo

2.2.1 Haida Log House

The Indigenous groupknownas theHaida people live inHaidaGwaii inNorthwestern
British Columbia, previously known as the Queen Charlotte Islands. Haida houses
were primarily made of cedar sourced from the forest surrounding them [10]. The
Haida produced two variations of their cedar plank houses: the two-beam house and
the six-beam house.

The two-beam house as shown in Fig. 1 was made of two parallel round beams
placed upon two pairs of upright poles. Beneath the beams was a structure consisting
of rafters, sills, corner posts, and gables [10].

Macdonald and Huyda [10] describe how the six-beam house as shown in Fig. 2
was more intricately designed with additional tenon joints and other features. These
features helped distribute the stress more efficiently resulting in a simple frame able
to bear the weight of the six beams which established the roof.

Both structures consisted of a smoke hole in the center of the roof overlooking the
hearth in the center of the building. The smoke hole would be covered with planks
which could be constantly shifted using a rope or logging poles according to the
direction and strength of the wind [10].

Cedar was a primary source for the Haida, and it was imperative for them to be
able to source it sustainably. While the cutting down of trees was required, the Haida
did so without risking the survival of the species, remaining consistent with their
environmental values. Almost every part of the tree including the roots, bark and
branches would be used for a variety of purposes [6]. Huang describes how trees
would be cut down using red-hot rocks to heat the wood and a chiseling process was
used to break it down. Bark was harvested skillfully by collecting small portions of
the bark from different sections of the trees [6]. Cedar had countless uses and was

Fig. 1 The two-beam house built by the Haida [10]
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Fig. 2 The six-beam house built by the Haida [10]

used not only for housing but as well clothing, baskets, totem poles, canoes, and art
[13].

British Columbia has two native species of Cedar: the Red Cedar and the Yellow
Cedar. Huang [6] explains howyellow cedar grows 20–40m tall and is rarely found in
inland regions. He describes that because of the soft and flexible bark of the Yellow
Cedar, it is used mostly for clothing and other fibrous materials. Huang [6] also
explains that red cedar can grow up to 70 m tall and to 1000 years old. He describes
how red Cedar bark is much less pliable than that of the Yellow Cedar. The Red
Cedar is therefore used for large structures such as houses and canoes [6].

Cedar bark can be split easily in long planks and is porous, making it a good
material for insulation. The air spaces inside the bark make the wood less strong yet
much lighter [13].While all cedar trees are valuable, trees that can produce logs large
enough for structures such as houses usually exceed 100 cm in diameter at breast
height [13]. Cedar can be sourced locally, is natural, and has beneficial applications
without being overprocessed.

In the period following the industrial revolution, logging in Canada done without
environmental consideration and conservation has resulted in a depletion of the
resources that the people Indigenous to Canada once relied upon and treated with
care and respect.

2.2.2 Inuit Igloo

The Inuit live in subarctic Canada where the climate is dominated by the winter
season and where days are short with cold winds and temperatures reaching below
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Fig. 3 Construction of an Igloo—Sloping spiral [2]

negative 40 °C. While the Inuit no longer live in Igloos long term, the structure is
still used as temporary shelter during hunting trips [8].

Handy [5] describes how the formation of an igloo involves a specific type of
packed snow, compressed through storm winds and precipitation. He says that snow
blocks are cut vertically out of the surface to create a trench as shown in Fig. 3,
which forms the entrance to the igloo. He describes how a block of packed snow
is suspended across one end of the trench to support the structure. Snow blocks are
placed in a circle starting at the trench and the first few are trimmed at a continuous
angle of approximately 30° [5] as shown in Fig. 3.

Blocks are placed in a spiral fashion creating a dome. The dome is not a defi-
nite hemisphere—it resembles more of an inverted paraboloid, ensuring structural
integrity [5].Gaps between blocks are packedwith loose snowand the outer perimeter
of the structure is surrounded by snow piles in order to prevent the loss of warm air
[2]. A vent is carved into the top of the igloo off center, with its position depending
on the strength and direction of the wind as shown in Fig. 4 [5].

The igloo would occasionally be lined with skin from caribou, whales, or seals
in order to further insulate the structure. The skin was hung from cords passing
through the walls. Historically, heat and light would be provided by animal fat inside
soapstone lamps or heaters called kudliks [8]. Because of their porosity, snow blocks
are excellent insulators. Kershaw, Scott and Welch [8] explain if a snow block is
too thick, it may provide too much insulation to the point where the structure may
start melting. The insulation properties of snow blocks can vary with snowpack,
temperature, and time of year. Snow blocks are also wind resistant and soundproof as
well as abundant, making them an ideal material in the Subarctic [2]. The insulation
properties of snow blocks decrease with density as snow porosity decreases with
increasing density [8].

Another prominent sustainable feature of the igloo is its aerodynamics. When
studied by Cook [2], it was shown that the formation of streamlines over the igloo
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Fig. 4 Cross section of an Igloo [2]

reduces erosion and themigration of loose snow surrounding the structure, preventing
it from insulation loss. Streamlines over and around an igloo can be seen in Fig. 5.

Kershaw et al. [8] studies on the shelter characteristics of igloos show that igloos
can maintain an increase in temperature of up to 45 °C when supplied with heat.
This heat can come from the metabolic heat of the people inside the igloo and
the kudliks. Without people or kudliks, temperatures inside igloos were not much
higher than outdoor temperatures in these studies. These studies also showed that
temperature increase is greatest in smaller structures with more people and kudliks.
Heat flux becomes more consistent with time once heat is supplied and temperature
slowly decreases when heat is no longer supplied. The warmest section of the igloo
is towards the ceiling and the upper elevated portion of the igloo, with the entrance
being the coldest [8].

Fig. 5 Aerodynamics of an Igloo [2]
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While the igloo no longer has common practical use in the modern Western
world, it inspires the use of local and recyclable materials at a low cost as well as
the building of structures made specifically for the local climate. This can aid in
efficiently producing heat with little to no electricity, saving on both energy and
money. A full understanding of the local climate and its complexities is necessary in
architecture and engineering to build structures that are practical and sustainable.

3 Modern Sustainable Building Approach

3.1 Modern Green Building Technology

Zhonghua and Xiaohuan [18] describe the United States Green Building Council’s
(USBC) definition of green building as “a building and using process aiming to
reduce the overall impact of the built environment on human health and the natural
environment by efficiently using energy, water, and other resources and by reducing
waste, pollution and environmental degradation.” Increases in economic and social
incentives have resulted in a recent rise in popularity towards green building. As a
result, countries have begun to develop tools to aid in the design of green buildings
such as LEED (Leadership in Energy and Environmental Design) created by the
USGBC, and to quantify the concept of green building through rating systems [18].
Examples of qualities to which a green building is rated are shown in Fig. 6.

Yudelson [17] addresses the benefits of green building from a business perspec-
tive, and divides them into the following sections: economic, productivity, risk-
management, health, public relations and marketing, recruitments, and retention.

3.2 Modern Applications

Vernacular architecture is similar to TEK in that it is based on knowledge of the local
climate, culture, and the use of local materials. Indigenous architects are already
leading the way in modern vernacular architecture. In his travel to over 250 Indige-
nous communities,Millette [11]witnessed a “clear and accelerating shift towardwhat
might be called the “taking back” of community planning and architectural design,
whereby community members are increasingly taking on active roles in the design
of their communities and facilities.” [11]. In her article in The Canadian Architect,
Lewington [9] addresses various aboriginal architects and interviews them relating
their architectural styles to their specific histories and cultures.

While it is important to acknowledge that the logging of old growth cedar is no
longer ethically or sustainably sourced, the use of biomaterials fromother sources has
many benefits as well. Biomaterials are easily recyclable, can be produced locally
with minimal transportation, and can be processed using simple tools leading to
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Fig. 6 The critetion of green building based on reducing negative impacts in building design [18]

quicker installation [12]. One challenge in the use of biomaterials is hygrothermal
inefficiency. Sandak et al. [12] explain that biomaterials absorb large amounts of
moisture causing changes in material dimensions and stability and problems with
fungal growth. Materials such as timber are also highly combustible resulting in
fire safety challenges. There are methods used to reduce these impacts, but these
disadvantages still must be considered.

Bioclimatic design involves basing building designs on local climate [16]. This
can be done by taking advantage of sun shading, solar heat, natural ventilation,
and construction materials. Watson [16] goes into detail about which methods of
bioclimatic design can be used in different climates. The Igloo is an excellent example
of bioclimatic design and can be used to inspire more modern adaptations.

4 Impacts of Climate Change

While Indigenous People’s philosophy promotes the protection of earth and preven-
tion of climate change, the onset of global warming is inevitable and can assure the
changing of Canada’s climate. Global warming results in rising sea levels, increasing
air and ocean temperature, and the melting of snow and ice over large areas of land.
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The warming of the arctic specifically has resulted in decreasing glacial masses and
snow cover and increasing plant growth, permanently altering the arctic climate [14].

Within Canada, the effects of climate change have been predicted to be most
prominent in northern communities [15]. Although Indigenous communities were
forced to change some traditional practices due to European colonization, they still
managed to preserve many aspects of their cultures. A large aspect of Indigenous
culture is the food and its resources. With the changing climate Indigenous people
nowmust adapt to unpredictable changes in critical resource availability. Indigenous
people have experience adjusting to large changes in climate such as changes in sea
level through methods such as relocating or adopting new resources [15].

Indigenous architecture is a large inspiration for modern green building, but so
are the Indigenous people’s abilities to adapt to changes in climate. For example, the
smoke hole in the center of the cedar plank house roof would often have planks that
could be shifted according to the strength and direction of the wind [10]. Changes
in temperatures in the Arctic can be accounted for by using or removing kudliks and
animal skins.Many aspects of Indigenous architecture are easily adaptable to changes
in climatic conditions,making the architectural knowledge of Indigenous people even
more valuable. Regarding large changes in climatic conditions in Canada and more
being predicted to come, the knowledge of Indigenous people from all around the
world is valuable to account for the type of climate that Canada may experience in
the future.

5 Conclusion

Moving forward, the life cycle of modern building needs to be adapted to benefit
the environment. With the rise in popularity of green building, methods to incorpo-
rate sustainability into building construction have become widely available. Indige-
nous communities have been using many of these methods for thousands of years.
Throughout this time, they were able to maintain a sustainable lifestyle up until first
contact. Vernacular architecture and traditional ecological knowledge are concepts
used by Indigenous communities which can be applied to modern green building
through bioclimatic design and the use of biomaterials.

The Igloo built by the Inuit is a clear example of bioclimatic design in which
the structure was optimised to work with extreme weather conditions and materials
used were sourced locally while still being effective. The use of cedar planks for
the Cedar Plank Houses built by the Haida is a clear example of the successful use
of biomaterials in building construction. Local materials result in less interventions,
less processing, and with further action can be produced and sourced sustainably.
Bioclimatic approaches to green building can be simple and effective in increasing
thermal comfort with a decrease in energy usage.

The incorporation of Indigenous knowledge and the advisement of Indigenous
organizations are integral to a future of building design that is both socially and
environmentally responsible. Traditional Indigenous building methods are necessary
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if we are to have a future of building that is based on a philosophy sensitive to our
resources, our environment, and the people who live in it. The future of buildings
depends on it.
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Numerical Modeling of Jets Near
a Hydraulic Jump

X. Chen, X. Yan, and A. Mohammadian

1 Introduction

Municipal wastewater discharges and liquid wastes discharged from desalination
plants are often discharged into water bodies through outfall diffusers in the form of
wastewater jets. It is necessary to adequately dispose these effluents to avoid serious
environmental issues. Therefore, it is better to get a clear understanding of themixing
characteristics of turbulent jets and it has been a topic of significant research [1–10].

Hydraulic jumps are frequently seen in the field of water resources engineering,
especially in open channel flows. For example, hydraulic jumps often occurred in
rivers and spillways. A sudden rise occurs when flow at higher velocity discharges
into a region of relatively lower velocity. As the water height rises, the flow velocity
slows down. In this process, a part of the initial kinetic energy is transformed into
some potential energy, and there is some energy loses in this process.

Because of the special hydraulic processes, such as energy dissipation and turbu-
lence, it is reasonable to expect that hydraulic jumps can affect the mixing and
dispersion processes of wastewater jets. However, to the best of the authors’ knowl-
edge, the mixing properties of jets near a hydraulic jump have not yet been studied,
and thus the topic requires further investigation.

The mixing properties of wastewater jets can be studied using various methods.
The jet discharges in different types and configurations have been widely investi-
gated with physical and numerical methods previously. Physical modeling as the
basic method to study the characteristic of flow has been intensively utilized for
many years. Especially when complicated surrounding situations are investigated,
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experimental method has shown its advantages in the realistic and natural results
it can provided. Physical modeling and laboratory experiments play an important
role in hydrodynamic researches. Detailed and reliable data obtained from experi-
ments also provide essential reference for the studies with mathematical and numer-
ical approaches. In the 1990s, the application of Particle Image Velocimetry (PIV)
and Laser-Induced Fluorescence (LIF) techniques allowed the acquisition of more
reliable measurements.

For the aim to obtain amore numerical understanding of effluent dischargesmech-
anisms, various numerical techniques were developed since 1950s, including length-
scale, integral and advanced CFDmodels. In the 1950s, the length-scale models were
developed on a basis of non-dimensional numbers to categorize discharge regimes,
building up the relationships between experimental data and predictions. The two
popular length-scale models are NRFIELD [11–13] and CORMIX [14], that are fast
in solution production but are very sensitive to any input changes. When working on
the region where is close to the boundary between two regimes, Monte-Carlo testing
and an experienced user are required to interpret the input data, to avoid consequently
large differences in flow predictions. The inaccuracy of model may also occur when
it is applied outside the calibrated parameter-space [15].

Jet integral models were proposed to solve mass and momentum conservation
equations along the jet centerline. It is based on the assumptions that the jet profile
is axisymmetric and well follows a Gaussian shape without radio variation. In the
1950s and1960s, thefirst-order jet integralmodelswere developedon the jet diffusion
approach and the jet entrainment closure approach. From the 2000s, the second-order
jet integralmodelswere incorporated by commercial packages such asVisual Plumes
[16] and CORMIX [16] that are developed by [17–19].

Nevertheless, the limitations of standard integral models are nonnegligible when
any of the following issues occur [20–22]: (i) there are significant lateral and hori-
zontal boundary effects; (ii) the jet is discharged in an unstable near-field region;
(iii) there is a large volume of re-entrainment in near-field region due to tidal cycles;
(iv) the edge is instable because the initial momentum and buoyancy are in contrary
directions.

Nowadays, with the increasing ease of computer technology, the CFD tools
have been utilized in investigation of jet discharges and showing various strengths
compared with the parameter-based approaches. A well developed CFD model is
more open and applicable with less restriction and assumptions.

The concerns of CFD models are mainly on its accuracy, stability, computational
cost, complication in code and calibrating and validating requirements. Even with
modern computational sources, the simulation with CFD modeling takes several
days or weeks, which is more expensive than parameter-based approaches. The
pursuing in high accuracy in solutions is conflict to the need in reducing computa-
tional effort. Therefore, it is critical to balance between stability, numerical diffusion,
conservation, boundedness and cost.

The choice of turbulence model is another hot topic in published CFD modeling
studies of jet discharges. The Reynolds-averaged Navier–Stokes (RANS) and the
Large Eddy Simulations (LES) models have been used widely as the most popular
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models for the outfall system designs. RANs models is concentrated on resulting
the time-averaged mean velocity field but do not resolve the details of turbulence,
while LES models resolve turbulence but require higher computational cost. The
RANS approach was used in this study because of its good balance of accuracy and
efficiency.

In this study, a total of three cases are studied: a hydraulic jump without a jet, a
hydraulic jump with a weaker jet, and a hydraulic jump with a stronger jet.

2 Methodology

2.1 Governing Equations

The governing equations can be expressed as:

∇ · U = 0 (1)

∂ρU

∂t
+ ∇ · (ρUU) = −∇ · (

prgh
) − gh∇ρ + ∇ · (ρT) (2)

with:

ρ = α1ρ1 + α2ρ2 = α1ρ1 + (1 − α1)ρ2 (3)

T = −2

3
μe f f ∇ · UI + μe f f ∇U + μe f f (∇U)T (4)

μe f f = α1
(
μe f f

)
1 + α2

(
μe f f

)
2 (5)

(
μe f f

)
i = (μ − μt )i (6)

where t, U, ρ, and p are time, velocity, density, and pressure, respectively. h, g, and
α are the height of fluid column, gravitational acceleration, and volume fraction,
respectively. μ and μt are dynamic viscosity and turbulent viscosity, respectively.
The subscript i indicates ambient water (i = 1) and water with contaminants (i = 2).
This study focuses non-buoyant jets, so the properties of the two fluids are identical.
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2.2 Turbulence Modeling

The present study uses the standard k-ε model, which can be written as:

∂k

∂t
+ ∂kui

∂xi
− ∂

∂xi

(
Dkef f

∂k

∂xi

)
= G − ε (7)

∂ε

∂t
+ ∂εui

∂xi
− ∂

∂xi

(
Dεe f f

∂ε

∂xi

)
= c1ε

ε

k
G − c2ε

ε2

k
(8)

with

Dkef f = νt + ν (9)

Dεe f f = νt

σε

+ ν (10)

νt = cμ

k2

ε
(11)

G = 2νt Si j Si j (12)

Si j = 1

2

(
∂u j

∂xi
+ ∂ui

∂x j

)
(13)

where k and ε are the turbulent kinetic energy and turbulent energy dissipation rate,
respectively. G denotes the production of turbulence due to shear. σ ε = 1.3, c1ε =
1.44, c2ε = 1.92, cμ = 0.09 are model constants.

2.3 Model Setup

The present study solved the governing equations using OpenFOAM. The simula-
tions used a sluice gate and an outlet weir to generate the hydraulic jump. These two
hydraulic structures and the bed were set to be walls. The model also had a water-
inlet, jet-inlet, atmosphere, and outlet. The velocity at the water-inlet was set to be
0.055 m/s. Three different cases were simulated, and the velocity at the jet-inlet was
set as 0 m/s, 0.1 m/s, and 0.5 m/s, respectively. The height of the outlet overflow weir
was 0.125 m, and initial water depth was set as 0.125 m, too. The simulations were
run up to 180 s. The default time step was set as 0.001 s, but the solver automatically
adjusts the actual value according to the numerical stability criteria.
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Fig. 1 The flow field for the case without a jet

3 Results and Discussion

3.1 The Case Without a Jet

A total of three simulations were conducted: a hydraulic jump without a jet, a
hydraulic jump with a weaker jet, and a hydraulic jump with a stronger jet. Figure 1
presents the flow field for the case with a hydraulic jump, without a jet. As can be
seen, a supercritical flow was issued from a gap between the channel bed and the
sluice gate, and the magnitude of the jet velocity decreased along the stream-wise
direction, and became subcritical flow through a hydraulic jump.

3.2 The Case Without a Weak Jet

Figure 2 shows a momentum jet discharged vertically into the channel. As can be

Fig. 2 The flow field for the case with a weaker jet (t = 1 s)
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seen, at the very early stage, such as this case, the first second, the jet moved upwards.
Figure 3 shows the flow field around the jet at the third second. The jet was bent

over towards the streamwise direction by the cross flow.
The inclination of the jet became more obvious as the flow developed to the fifth

second (Fig. 4).
However, the jet trajectory is not stable because the ambient turbulence was quite

strong. For example, at the twelve second (Fig. 5), the jet was bent over towards the
stream-wise direction.

Fig. 3 The flow field for the case with a weaker jet (t = 3 s)

Fig. 4 The flow field for the case with a weaker jet (t = 5 s)
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Fig. 5 The flow field for the case with a weaker jet (t = 12 s)

However, at some time instants, such as the 180 s (Fig. 6), the inclination of the
jet trajectory became less obvious.

Fig. 6 The flow field for the case with a weaker jet (t = 180 s)
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Fig. 7 The flow field for the case with a stronger jet (t = 1 s)

3.3 The Case with a Strong Jet

Figure 7 shows the flow field around a jet at the first second. The jet was quite strong,
so it immediately reached the water surface.

The jet is then bent over by the cross flow, such as the situation at the third second
(Fig. 8).

Similarly to the weaker jet case, the jet trajectory is also not stable. For example,
at the 18 s, a spiral trajectory can be obverted (Fig. 9).

4 Summary and Conclusions

The present study simulated a jet near a hydraulic jump. The hydraulic jump was
generated by a sluice gate at the upstream end and an overflowweir at the downstream
end. A total of three simulations were conducted: a hydraulic jump without a jet, a
hydraulic jumpwith aweaker jet, and a hydraulic jumpwith a stronger jet. The results
are reasonable from a qualitative judgement. A key novel observation from this study
is that the jet trajectory is not stable probably because of the strong turbulence near
the hydraulic jump. This study has established a basic numerical model for a jet near
a hydraulic jump, and thus it is necessary to conduct an experiment to validate the
model. In addition, the present study investigated different cases with different jet
velocities, and it will be interesting to investigate the influences of the locations and
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Fig. 8 The flow field for the case with a stronger jet (t = 3 s)

Fig. 9 The flow field for the case with a stronger jet (t = 18 s)

inclinations of the jets. In future studies, buoyant or negatively buoyant jets near a
hydraulic jump can also be conducted.
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Shear Behaviour of Reinforced-Concrete
Circular-Beams Without
Web-Reinforcement

A. Gouda, A. Ali, and H. M. Mohamed

1 Introduction

Finite element (FE) method is one of the most accurate and effective techniques for
analyzing complicated structural engineering problems, which provides a convenient
and adaptable tool for covering the problems associated with the analysis of RC-
beams. These problems include cracking of concrete, nonlinear stress strain response
of concrete, shrinkage and creep of concrete, rupture of reinforcing bars, interaction
between concrete and reinforcing bars. In recent years, due to progressing capabilities
and knowledge of computer hardware and software, the FE method has increased
to simulate and analysis the concrete structural elements. Using computer software
to construct these elements is, definitely, much faster, and extremely cost-effective.
Also, to fully, understand the abilities of a finite element computer package, the
researcher must look back at the experimental data and themathematical background
of the software. The results from the finite element analysis are not useful unless the
necessary steps are taken to understand what is happening within the model that is
created using the software. By understanding the use of finite element programs,
more efficient and superior analyses can be done to fully understand the behaviour
of every structural components and their contribution to a structure as a whole [5].

One of the major problems facing the civil construction industry is the corrosion
of steel reinforcement, which limits the service life of reinforced concrete (RC)
structures especially those in harsh environments such as parking garages, bridges,
marine structures, and tunnel excavation applications [6]. Using FRP bars as internal
reinforcement in these structures would overcome the corrosion problem associated
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Fig. 1 Reinforcement configuration

with the steel bars [1]. On the other hand, the lack of sufficient experimental and
analytical studies on the behaviour of the beams reinforced with FRP bars limits the
knowledge and the full understanding of the behaviour of such beams, especially the
ones with circular cross section.

The main idea of the current article is to partially fill that gap, in the research
work, by presenting the results of numerical and experimental programs that were
conducted on three full scale circular beams.

2 Experimental Program

2.1 Test Specimens

A total of three circular beams were constructed and tested to failure (BS1.5, BC1.5
and BG1.5). The main test variable was the type of reinforcing bars. Each beam
consisted of 500-mm diameter and 3000-mm length. One beam (BG1.5) was rein-
forced with sand-coated GFRP bars, one (BC1.5) with sand-coated CFRP bars, and
one (BS1.5) with steel bars as control. Two Canadian codes were used to design the
specimens, the one for FRP materials, CSA-S806-12 [3], was used to design BC1.5
and BG1.5, and, the one for steel materials, A23.3-14 [2] was used to design BS1.5.
The typical dimensions and reinforcement configurations of the beams can be seen
in Fig. 1.

2.2 Material Properties

The properties of the beams’ reinforcement can be seen in Table 1. The beams were
constructed using ready mix, normal weight concrete from a local supplier. The
target compressive strengths for the concrete were 35 MPa. The actual compressive
(Table 2) and tensile concrete strengths for each beam were determined at the day
of testing, by testing at least three concrete cylinders measuring 100 × 200 mm and
150 × 300 mm, respectively.
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Table 1 Properties of the reinforcement

Bar diameter
(mm)

Nominal
cross-sectional
area, Af (mm2)

Guaranteed
tensile
strength, f fu*
(MPa)

Modulus of elasticity, Ef
(GPa)

Tensile strain,
εfu (με)

GFRP bars

20 (#6) 285 1105 63.7 ± 2.5 1730

CFRP bars

15 (#5) 198 1679 141 ± 2.5 1200

Steel bars

Bar diameter,
(mm)

Yield strength, (MPa) Modulus of elasticity, (GPa)

20.0 460 200

*Guaranteed tensile strength: Average value—3 × standard deviation (ACI 440.1R-15)

2.3 Instrumentation and Test Setup

Three linear voltage differential transformers (LVDTs) were used to measure the
defection of the beams at the mid-span and at two other locations to obtain the
deflection profile of the tested beams. Several 6-mm electrical strain gauges were
installed on the reinforcing bars to capture the tensile-strain at the mid-span and
different other locations. For the concrete, three 60-mm strain gauges were glued on
the top surface to obtain the compressive-strain in the concrete, at the mid-span at
three different levels (D, D/8, and D/4). The outputs from the instrumentation were
recorded through a data acquisition system (DAQ) connected to a computer.

Figure 2 shows actual photo for the test setup and 3D schematic drawings, as well.
As seen in the figure, the shear load was applied to the beams, through two-points,
from 1000 kN MTS hydraulic actuator attached to spreader beam. A displacement-
controlled mode with 0.6 mm/min rate was utilized to enforce the shear-load.

2.4 Test Results

All the beams failed in diagonal tension failure, beam BS1.5 experienced yielding in
the steel bars at the time of failure as well. As seen in Table 2, themaximummeasured
deflection for BG1.5 was higher than that of BC1.5, which in turn was higher than the
one reinforced with steel bars (BS1.5). Increasing the modulus of elasticity, for the
reinforcing bars, from 63.7 to 141 and 200 GPa, enhanced and reduced the maximum
captured deflection, at the mid-span, by 20.5% and 30.5%, respectively. That hold
true for the load carrying capacity, as well, Increasing the modulus of elasticity,
also, maximized the strength of the beams by 9.6% and 37.2%, respectively. The low
modulus of elasticitywould result, generally, in higher strain values in the bars, which
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(a) 3-D sketch 

(b) Experimental photo 
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Fig. 2 Test setup

would cause wider and deeper cracks in the beams and reduced the shear capacity of
those beams in terms of un-cracked concrete and aggregate interlock. Also, unlike
steel bars, FRP bars are uni-directional materials with low strength and stiffness in
the transverse direction. This result in smaller dowel force and, consequently, less
contribution shear resistance.
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3 Numerical Program

A 3D FE prototypes were built using a sophisticated FE software package, ATENA
[4]. The members used to copy the behaviour of the concrete, FRP bars, and the steel
reinforcement in addition to the boundary conditions, for the three circular-beams,
are concisely explained in the subsequent sections.

3.1 Concrete Properties

In the current essay, to represent the concrete behaviour, a fracture-plastic constitutive
relationship called CC3DNonLinCementitious2 was used. That relationship utilizes
Menétrey-Willam failure surface for the plastic behaviour and uses Rankine failure
criterion [4]. This fracture-plastic relationship was evolved to combine both fracture
and plastic behaviours into a single one that can use plasticity to simulate concrete
crushing and fracture mechanics to simulate cracking. This relationship accounts
for material nonlinearity, crushing, plastic deformation and cracking in the three
orthogonal directions. The concrete compressive strength documented in Table 2
was used as a base to define the concrete properties.

3.2 Reinforcing Bars

To copy the behaviour of the reinforcing bars, link elements called CCIsoTruss, with
three transition degrees of freedom at each element’s node in the three orthogonal
directions, were utilized. Three material types were used for the link elements, one
for the sand-coated GFRP bars, one for sand-coated CFRP bars, and the last one for
the steel reinforcement. The properties used for these materials are documented in
Table 1.

3.3 Concrete-Reinforcement Interface

Two bond-slip relationships were used in the current essay, one for the FRP bars and
the other for the steel ones. However, both relationships followed the same trend,
where each one consisted of upward parabolic branch then a downward part in a
linear relationship then finally a constant plateau where the slip keeps increasing,
indefinitely, at the same stress value.
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3.4 Model Geometry, Loading, and Boundary Conditions

Figure 3 depicts photos for a typical model and the reinforcement details. Four steel
plates were utilized to distribute the stresses to the beams. Steel material, with 200-
GPa modulus of elasticity and 0.3 Poisson’s ratio, was used for those plates. Two
plates were used to transfer the shear loads and two plates were used to support the
beams. The shear loadwas applied across the centre-line of the loading-plates. For the
supporting plates, the movement in the in-plane directions (X and Y ) were restricted,
the movement in the out-of-plane direction (Z) was allowed in the upward direction
and was prevented in the downward direction to simulate the supporting conditions
in the experimental program. According to the mesh sensitivity conducted in the
current study, it was found that, mesh size of 0.1-m, in all the directions, is sufficient
to achieve the, observed, experimental behaviour of the beams. Any decrease, beyond
that, in the mesh size did not result in any noticeable enhancement.

(a) Model geometry  

(b) Element types 

Applied Load 

Roller Support 

Hinged Support 

FRP Bars (CCIsoTruss)
Concrete (CC3DNonLinCementitious2)

Fig. 3 Model geometry of the circular reinforced concrete beams
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(a) FE model 

(b) Experimental  

Fig. 4 Cracking patterns

3.5 Numerical Results

The accuracy of the numerical outcomes was confirmed with outcomes of the exper-
imental study, in terms of crack-patterns, load–deflection relationship, load-strain
relationship in the reinforcing bars, and the carrying load capacity. The verification
process included all the beams tested experimentally (BS1.5, BC1.5, BG1.5).

The crack pattern for one the beams tested in the lab (BS1.5) and the crack pattern
for its FE model, counterpart, is shown in Fig. 4. The FE model was able to copy
the schematic of the, experimental, cracking pattern to a good accuracy. The model
generated vertical and inclined cracks similar to the ones observed experimentally.

The load–deflection relationship, at the mid-span, for all the circular beams is
shown in Fig. 5. The FEM copied the behaviour of the beams with good accuracy, in
terms of pre- and post-cracking phases. Figure 6 depicts the load-strain relationship,
in the reinforcing bars at the mid-length, of the beams. Again, the figure shows that
the model was able to copy the strain characteristics of the beams to a good degree.
Before cracking the strain’s value was not that significant, once the cracks spread in
the beams the strains increased, approximately, in a linear way. Also, the model was
able to capture the yielding behaviour for the steel-RC beam (BS1.5).

Table 1 shows the shear-loads obtained by the FEM and the ones from the exper-
imental program as well. The mean value for the experimental shear-capacity to the
FEM counterparts (Vexp/VModel), for all the beams, is 1.04 ± 0.02 with 2% COV.
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4 Conclusion

The behaviour of three full-scale circular-beams, reinforced with steel and FRP bars,
were evaluated. Based on the discussions presented, previously, the followings were
concluded:

a. All the beams failed in diagonal tension failure.
b. Increasing the modulus of elasticity, for the reinforcing bars, from 63.7 to 141

and 200GPa enhanced the load-carrying capacity of the circular-beams by 9.6%
and 37.2%, respectively
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Fig. 6 Load-strain
relationship for the
reinforcements
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c. The FE prototypes were able to copy the characteristics of the beams, tested
experimentally, with good accuracy in terms of cracking patterns, load–deflec-
tion relationship, load-strain relationship for the reinforcing bars, and the
carrying load-capacity.

d. The average value of the shear capacity obtained experimentally to the
shear strength obtained by the FE model, (Vexp/VModel) for the prototypes, is
1.04 ± 0.02 with 2% COV.
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Cross-Sectional Water Velocity
in Unsteady Flow Conditions by Pressure
Sensors

G. Metri and T.-F. Mahdi

1 Introduction

Mean cross sectional water velocity (U) is essential for the understanding of rivers’
behavior. For steady flows, one way to estimate the water velocity is with Chezy’s
or Manning’s uniform equation [2] but these equations don’t consider the hysteresis
effect of unsteady flows. Therefore, estimating U in unsteady flow conditions is
expensive, labor intensive and time consuming through multiple measurements with
water flow probes.

For laboratory studies, the particle image velocimetry (PIV) is used tomeasure the
water velocity field [3]. However, it is not applicable over rivers due to its complex
calibration and specific operating conditions. Another way tomeasure themean cross
sectional velocity is by measuring the flow through flowmeters [1], the water depth
with water level sensors and computing water velocity with the mass conservation
equation (Eq. 1).

Q = U A (1)

Where Q = discharge (m3/s), U = mean cross-sectional velocity (m/s) and A =
cross-sectional wetted area (m2).

Therefore, this study objective is to investigate a new approach using pressure
sensors tomeasure cross-sectional water velocity in an unsteady flowwith a temporal
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discretization�(t) of one second. For this purpose, 10 experimentations of unsteady
flows composed of 4 measurements each are completed with 3 pressure sensors and
one water level sensor over a rectangular experimental flume.

2 Experiments Set-Up

The glass walled rectangular flume is 0.6 m deep, 0.76 m wide, 6.00 m long and has
a slope of 0.004 m/m. A 0.76 m × 0.6 m steel gate separates the flume from a 2.35
m3 tank. All 10 unsteady flow experiments are generated from an instant opening of
the steel gate with different initial water levels in the tank. Thus, the experimental
hydrograph shapes are similar to an instant dam-break flood which implies a fast
variation of water depth and velocity over time. A total of three pressure sensors
placed one on top of the others and one water level sensor are located downstream
and at the middle of the flume’s width to measure respectively the total pressure
energy and the water level with the same temporal discretization �(t = 1s).

3 Computation Methods

The unsteady flow Bernoulli’s equation [6] computes the cross-sectional water flow
velocity in the flume (Eq. 2).

2∫

1

∂Us

∂t
ds +

(
gh + U 2

s

2
+ gz

)
2

−
(
gh + U 2

s

2
+ gz

)
1

= 0 (2)

Where h thewater level (m), E is the specific energy (m),Ui the flowvelocity of the
pressure sensor i (m/s), zsensor i the distance between the center of the pressure sensor
i and the bed of the flume (m), t is the time, s is the longitudinal distance in the flume, g
the gravitational acceleration (m/s2) and z the elevation of the flume’s bed. The water
level sensor measures the water level over time and is placed 0.2 m upstream of the
pressure sensors. therefore, the unsteady parameter

∫ 2
1

∂Us
∂t ds is neglected because of

the short distance between the water level measurement (1) and the pressure sensor

(2). The term
(
gh + U 2

s
2

)
2
represent the energymeasured by the pressure sensor. Both

elevation z1 and z2 are similar due to the short distance between point 1 and 2 and
the flume’s mild slope. Therefore, the specific energy of the pression measurement
is defined by Eq. 3.

E = (h − zsensor i ) + U 2

2g
(3)
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Therefore, the cross-sectional water velocity is computed from the specific energy
equation (Eq. 4).

Ui=
√

(E−(h − zi ))2g (4)

The cross-sectional water average velocity is computed with the mean of all Ui.
Supposing a 1-D flow, Eq. 5 and 1 computes the wetted area and the discharge over
time.

A = bh (5)

Where b the width of the flume (m). The total flooded volume (TFV) is computed
with the trapezoidal rule over time (�t = 1s) applied on the measured hydrograph
(Eq. 6) [8].

TFV =
∑n−1

t=0 (Qst + Qst+1)�t

2
(6)

4 Data Analysis

Every experiment has uncontrollable uncertainties affecting the results [9]. These
uncertainties can be considered while evaluating the accuracy and precision of the
measurements through the standard deviation σ parameter [10]. However, the small
number of experiments per measurements induct a variability in the parameter σ .
Therefore, a Markov Chain Monte-Carlo (MCMC) Metropolis-Hasting sampling
algorithm calculates the corrected standard deviation of the computed TFV for each
initial water level. Figure 2 presents a hypothetical example of the influence of the
lack ofmeasurements on the accuracy of the computedmean.Due to the uncertainties
on the computed standard deviation present by the lack of measurement, σ would
increase compared to the initial value.

The MCMC method is to sample the unnormalized posterior from the bayes
equation [4] (Eq. 7) where the density samples of the unnormalized posterior is
proportional to the posterior probability density function (PDF).

f ([μ, σ ]|D)= f (D|[μ, σ ])([μ, σ ])
f (D)

(7)

where μ is the mean, σ the corrected standard deviation, D the dataset, f ([μ, σ ]|D)

the posterior PDF, f (D|[μ, σ ]) the Likelihood, f ([μ, σ ]) the prior, f (D) the
normalization constant and f (D|[μ, σ ]) f ([μ, σ ]) the unnormalized posterior PDF.
TheNormal distribution (Eq. 8) is the proposal PDF used to sample the unnormalized
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posterior PDF due to its non-zero probability over its domain which are needed for
the Metropolis-Hasting sampling algorithm application [5].

f
([μs+1, σ s+1]|[μs, σ s]

)= N ([μs+1, σ s+1]; [μs, σ s], σ 2
q) (8)

Where σq is the standard variation of the proposal, s is the sample’s ID and N
is the normal distribution. The Metropolis-Hasting sampling algorithm computes a
target function (Eq. 9) to evaluates if the next sample will stay at the current location
or move to a new one (Eqs. 10 and 11).

f̃
([μs+1, σ s+1]

)=
n∏

i=1

N
(
yi ;

[
μs+1, σ s+1

]
, σ 2

q

)
f ([μ, σ ]) (9)

if
f̃
([μs+1, σ s+1]

)
f̃

([μs, σ s]
) > 1 → [μs+1, σ s+1] = [μs+1, σ s+1] (10)

if
f̃ (θs+1)

f̃ (θs)
< 1 → ifrandom >

f̃
([μs+1, σ s+1]

)
f̃
([μs, σ s]

) →

[μs+1, σ s+1] = [μs, σ s]else[μs+1, σ s+1] = [μs+1, σ s+1] (11)

where
∼
f ([μs+1, σs+1]) is the target function, i the ID of a measurement, n the total

number ofmeasurements, yi is themeasurement of the ID i and random is a randomly
generated number between 0 and 1. The Eqs. 12 and 13 present the starting points
of μ0 and σ 2

0 to initiate the Metropolis-Hasting sampling algorithm.

μ0=
∑n

i=1 yi
n

(12)

σ2
0=

∑n
i=1(yi−μ1)

2

n
(13)

The starting points ofμ and σ impact directly the density sample which is used to
represent the posterior PDF. Therefore, the first half of the samples are discarded from
the density population in a burn-in phase to ensure that the Monte-Carlo sampling
reach the stationary distribution [7]. The MCMC method increases the standard
deviation by including the uncertainties from the lack of measurements (Fig. 1). The
set formed of 100 000 samples converged with a variability of 0.5% on the corrected
standard deviation. This method increases the standard deviation σ by including its
uncertainties from the lack of measurements [11] (Fig. 3).
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Fig. 1 Experimental set-up: a an overall view of the flume, gate and water tank. b The water level
sensor

5 Validation

Themeasurements validation is completed by comparing the computed andmeasured
total flooded volume (TFV). The measured TFV (�V ) is computed from the surface
area (Atank) and the water level variation (�h) in the tank (Eq. 13). After the
MCMC metropolis-Hasting sampling algorithm, the coefficient of variation (CV)
varies between CVmin = 2.04% and CVmax = 10.3% (Fig. 4). Concerning the accu-
racy of the experimentations, the relative errors from er min = 0.09% to ermax = 5.07%
and all the measured TFVs are within the range of the computed TFVs uncertain-
ties except for the experiment with the initial water level of 22 cm which has the
lowest CV (2.04%). This validation confirms that neglecting the unsteady term in
Bernouilli’s equation is suitable for the present experimental set-up. Therefore, the
precision and the accuracy of the experiments are considered acceptable.

�V = Atank�h (14)
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(a) (b)

(c)

Fig. 2 Example of the Normal distribution for a The computed mean with μμx = 10 and σμx = 3.
b The computed standard deviation with μsigmax = 3 and σσx =0.3. c The combination of the mean
and standard deviation PDF with μμx = 10 and σμx = 3.16
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Fig. 3 The influence of the MCMC metropolis-Hasting sampling algorithm on the standard
deviation of the computed total flooded volume for an initial water level of 23 cm in the tank
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Fig. 4 Comparisons between the computed and measured total flooded volume for all initial water
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6 Results

The maximum water velocity in the experiments varies between 1.29 m/s and
1.87 m/s. The velocity over time data used to present the results is from an initial
water level of 29 cm in the tank (Fig. 5). The mean standard deviation of U over
time is 0.17 m/s and the highest uncertainties are located in the first 5 s and the last
20 s of the flood. The beginning of dam-break floods is where the water depth and
velocity variation is at its highest. Therefore, the flood wave can be slightly different
for each experiment. The uncertainties located at the end of the flood is due to the
low water level which can only be measured by 1 pressure sensor (h < 0.0375 m) and
causes discontinuities in the measurements. This measurement method works for
experimental flumes in unsteady flow conditions as long as the water level is above
the functioning height of the pressure sensors. Themeasurement of the mean average
cross-sectional velocity supposes that the flow is one-dimensional. However, the use
of multiple pressure sensors gives knowledge of the water velocity over the water
depth.
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Fig. 5 The mean cross-sectional water velocity profile over time including the uncertainties for an
initial water level of 29 cm in the tank

7 Conclusion

Experimentswith unsteadyflowconditions in a rectangular flumehas been conducted
to investigate the applicability of pressure sensors to measure the mean cross-
sectional water flow velocity over time. A Markov Chain Monte-Carlo Metropolis-
Hasting sampling algorithm computed the standard deviation by including the uncer-
tainties from the small number of experiments. Afterward, a validation process
comparing the computed and measured total flooded volume (TFVs) evaluates that
the experiments precision and accuracy are acceptable. Further studies can estimate
the induced error from neglecting the unsteady term in the Bernoulli’s equation with
a PIV measurement approach. The measured velocity profile over time has a mean
standard deviation of 0.17 m/s. Therefore, this study shows a new time effective and
simple method to measure average cross-sectional water flow velocity and discharge
of unsteady flow conditions with a temporal discretization of 1 s.
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The Effects of Foundation Stiffness
on Surface Fault Rupture in Reverse
Faults

MMoradi Shaghaghi, M. Tehranizadeh, and B Moradi Shaghaghi

1 Introduction

In terms of distance from the faults, ground motions are divided into far-field and
near-field earthquakes. The characteristics of motions in the proximity of a fault
zone can be significantly different from those of the far-field. One of these signif-
icant and destructive characteristics of near-field motions is surface fault rupture
which may cause vital loss of lives and drastic destruction of different structures [10,
11]. The surface fault rupture is the displacement or rupture of the ground surface
in the direction of the fault. The importance of this surface rupture has been signifi-
cantly evident in recent earthquakes such as the 1992 Landers-California earthquake,
the 1995 Kobe-Japan earthquake, the 1999 Chi-Chi-Taiwan earthquake, the 1999
Kocaeli-Turkey earthquake and the 1999 Düzce-Turkey earthquake [2, 6, 8].

In 2001Bray studied the effects of different soil properties on reducing the destruc-
tive effects of fault rupture. He made field investigations on 1992 Landers, 1999
Chi-Chi and 1999 Duzce and Kocaeli earthquakes. It was indicated that the type and
amount of fault displacement, the depth and properties of soil layers above bedrock
play a significant role in the characteristics of surface fault rupture [5, 6]. Moreover,
Anastasopoulos and Gazetas investigated the effects of soil-structure interaction on
fault rupture path in the 1999 Kocaeli earthquake. They illustrated that the type of
the structure’s foundation has a significant effect on the response to imposed fault
displacements [1, 2].
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Anastasopoulos et al. studied the effects of surcharge load applied to the foun-
dation and the distance of the foundation from fault rupture on the fault rupture-
foundation interaction. They concluded that increasing the surcharge load of the
foundation would increase the fault rupture-foundation interaction and this may lead
to a change in the fault rupture path [4].

In another investigation, Oettle et al. studied the effects of various geotechnical
properties and foundation types on the rupture path in dip-slip faults. They stated
that in these faults, depth and properties of soil layers above the bedrock have a
crucial effect on the rupture path. Besides, they stated that fault displacements could
be absorbed by soil layers depending on the height and properties of the layers [9].

Based on the presented literature review, it is apparent that to reduce this destruc-
tive effect of near-field earthquakes, all various geotechnical, structural and seismo-
logical properties should be studied in detail. One of these important characteristics
which can play a crucial role in rupture path is foundation stiffness. Therefore, in
this paper, the effects of foundation stiffness on the rupture path of dip-slip faults are
studied through numerical analyses.

In some of the seismic design regulations, fault-avoidance-zones have been
defined to avoid surface fault rupture. Due to several reasons, implementing these
avoidance zones is very difficult, impractical and sometimes senseless. Some of these
reasons are listed as follows:

• Distinguishing active faults from inactive ones is a difficult and sometimes costly
task. Also, in long structures such as pipelines, bridges, tunnels, embankments,
etc., fault interruption in at least one section is inevitable [10], Moradi [12].

• The location of the fault rupture is variable and sometimes does not follow the
location of previous cracks and failure occurs in other weaker plates. Therefore,
even if the exact location of the fault rupture path is known on the map, sometimes
the surface rupture moves several kilometers away [5, 6].

• The propagation of the fault rupture from the bedrock to the ground surface
depends on the properties of the soil layers. The geometry and properties of the
soil layers dictate the surface rupture path and its type. Sometimes the dispersion
and bifurcation phenomena make it difficult to predict the location of the fault by
changing the main direction of rupture [6, 7].

• The presence of the structure affects the rupture path and due to the soil-structure-
rupture interaction, the pattern of the rupture path could be different from what
happens at the free field [4, 8].

2 Finite Element Analysis and Modeling

In this paper, to study the effects of foundation stiffness on the rupture path, static
analysis is implemented using finite element software ABAQUS [13]. Since the
intensity of destructions in the fault zone are much greater for reverse dip-slip faults,
rupture paths in two reverse dip-slip faults with the angles of 45° and 60° and in two
different soil types are studied. The soil layer is modeled using the Mohr–Coulomb
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Table 1 Properties of soil mediums

Soil type Density
(Kg/m3)

Modulus of elasticity
(MPa)

Poisson ratio Cohesion
(KPa)

Angle of friction (°)

Sand 1800 10 0.30 30 0

Clay 2180 25 0.35 18 32

Fig. 1 Schematic soil model with mat concrete foundation and applied fault displacements

failure criterion, which is a linearly elastic-perfectly plastic model. The depth of the
soil medium is considered as 25 m. The properties of two soil mediums used in this
research are illustrated in Table 1. A schematic model of the 2D soil domain modeled
in ABAQUS is illustrated in Fig. 1.

The elements used for modeling the soil layer are plain strain 8-node bilinear,
reduced integration with hourglass control elements (CPE8R) with dimensions of
1 m × 1 m [3, 10], Moradi [12].

Furthermore, to study the effects of foundation stiffness on the rupture path,
the thickness and length of the foundation are considered as two main variables of
this research. The mat foundation is modeled with linear concrete elements with
dimensions 0.25 m × 0.25 m and with density of 25 KN/m3, modulus of elasticity
of 26.5 GPa and Poisson ratio of 0.2. The soil-foundation interaction is applied by
interface elements between soil and foundation. These elements have high stiffness
in compression and zero stiffness in tension, and in shear, they are subjected to
Coulomb’s friction law [4, 13].

3 Model Verification

The accuracy of modeling soil medium, foundation, soil-foundation interaction and
fault displacement is verified by remodeling test No. 29 of paper “Numerical analyses
of fault–foundation interaction” by Anastasopoulos et al. This test included a soil
layer with a depth of 15 m subjected to a reverse fault with angle 60° and a vertical
displacement of 2.5 m at the bottom of the layer [4]. The foundation had a length of
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10 m which was subjected to a surcharge load 90 kPa. The comparison of resulted
surface vertical displacement of the FEmodel of this research with experimental and
FE results of the above-mentioned paper obtained using ABAQUS, PLAXIS, are
illustrated in Fig. 2.

In Fig. 2, X and Delta Y are surface coordinates of the soil layer and the surface
vertical displacement of the soil layer, respectively. In this Figure, the curve with the
solid line represents the results of current FE modeling and the dashed and dotted
curves represent FE modeling results of test No.29 obtained from ABAQUS and
PLAXIS, respectively.Moreover, the dash-dotted curve is related to the experimental
results of test No.29.

As it can be seen from Fig. 2, the results obtained from current FE modeling and
the results of test No.29 correlate very well.

4 Results and Discussion

4.1 Effects of Foundation Thickness on the Rupture Path

In this part, the effects of foundation thickness as an important parameter of its
stiffness on the rupture path is studied. The displacements of the different points of
the ground surface of the free field case as a base are comparedwith the corresponding
displacements of cases with different foundation thicknesses. The thickness of the
foundation is assumed to be 0.5 m, 1 m, 1.5 m, 2 m and 3 m.
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4.1.1 Rupture Path for Reverse Fault with Angle of 45°

The rupture paths for two different soil mediums are shown in Fig. 3. In this Figure,
the first row of each column illustrates the free-field case for each soil domain. The
rows “b” to “f” illustrate the rupture path when foundations with the thicknesses (df)
of 0.5 m, 1 m, 1.5 m, 2 m and 3 m are present, respectively. Figure 3 corresponds to
the strain contour obtained from ABAQUS.

It can be seen that the rupture path for the cases with foundations is completely
different from that one of the free-field case. In addition, as the thickness of the
foundation increases, the fault rupture changes its path gradually. For clay medium,
which is depicted in Fig. 3a, in the cases with df greater than 1 m, the rupture path
is directed out of the foundation. Whereas, for redirecting rupture path in the sandy
domain, the thickness of the foundation should be greater than 1.5 m (See Fig. 3b).

Figure 4 illustrates the vertical displacements of the various points of ground
surface for the free-field case and the cases with different foundation thicknesses. In
this figure, vertical lines indicate the location of the foundation. As it is shown in
Fig. 4 to examine the effects of thickness on rupture path the mid-point of foundation
is located in the middle of surface rupture of free field case. It is observed that with
increasing the thickness, rupture path moves out of the foundation, gradually.

According to Figs. 3 and 4, it is obvious that the changes in the rupture path for
the clay domain are more noticeable than the sandy domain. Also, in clay medium,
the rupture path moves out of the foundation in cases with low foundation thickness.

Fig. 3 Rupture path for foundation with different thicknesses in fault 45°. a free-field b df = 0.5 m
c df = 1.0 m d df = 1.5 m e df = 2.0 m f df = 3.0 m and A Clay medium B Sand medium
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Fig. 4 Vertical displacement of ground surface in fault 45° (Foundation thickness effect)

By taking these results into consideration, it can be concluded that by reducing the
angle of friction of soil medium and consequently its shear strength, the effects of
soil-structure interaction on the variation of rupture path are more significant.

4.1.2 Rupture Path for Reverse Fault with Angle of 60°

Strain contours and rupture paths obtained from different models with the displace-
ments of fault with angle of 60° are illustrated in Fig. 5. Moreover, diagrams of the
vertical displacement of the surface are depicted in Fig. 6 for clay and sandmediums.

According to the rupture paths shown in Fig. 5, it can be seen that the results
obtained for models with fault 60° are similar to the ones of fault 45°. Thus, for
the clay medium (see Fig. 5a), the rupture path changes gradually by increasing the
foundation thickness and moves out of the foundation in thicknesses greater than
1 m, while this value is equal to 1.5 m for sand soil (see Fig. 5b). In addition, Figs. 5
and 6 demonstrate the fact that like the fault 45°, increasing foundation thickness and
consequently foundation stiffness has clear positive effects on changing the rupture
path in fault with angle of 60°.

4.2 Effects of Foundation Length on the Rupture Path

In this part of the paper, the effects of the foundation length as another important
variable in its stiffness are studied on the rupture path. For this purpose, the length
of foundations is assumed to be 5 m, 10 m, 15 m and 20 m in the models. It should
be noted that in all of these models the thickness of the foundation is assumed to be
constant and equal to 1.5 m.
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Fig. 5 Rupture path for foundation with different thicknesses in fault 60°. a free-field b df = 0.5 m
c df = 1.0 m d df = 1.5 m e df = 2.0 m f df = 3.0 m and A Clay medium B Sand medium
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Fig. 6 Vertical displacement of ground surface in fault 60° (Foundation thickness effect)

4.2.1 Rupture Path for Reverse Fault with Angle of 45°

The resulted rupture paths obtained from models with different foundation lengths
for the fault with the angle of 45° are demonstrated in Fig. 7 for clay and sand soil
types. In Fig. 7, rows “a” illustrate the rupture paths for free-field cases and rows
“b” to “f” demonstrate models with Lf equal to 5 m to 20 m for each soil medium.
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Fig. 7 Rupture path for foundation with different length in fault 45°. a free-field b Lf = 5 m c Lf
= 10 m d Lf = 15 m e Lf = 20 m and A Clay medium B Sand medium

In addition, the vertical displacements of different points of the ground surface are
available in Fig. 8.

According to Figs. 7 and 8, it is obvious that increasing the length of the foundation
has a negative effect on the rupture path and by increasing the foundation length and
consequently reducing foundation stiffness, rupture path approaches to the center of
the foundation for two soil types and this may lead to intensive destruction. In other
words, the rupture is trapped under the foundation because of twomain reasons: first,
the reduction of foundation stiffness reduces the effect of soil-structure interaction
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on the rupture path and second, as the length of the foundation increases, it is very
hard for rupture to move out of foundation due to its large length.

4.2.2 Rupture Path for Reverse Fault with Angle of 60°

The strain contours and consequently the rupture path and the vertical displacement of
the ground surface of models with various Lf in two different soil domains with fault
60° are depicted in Figs. 9 and 10, respectively. It can be seen that results obtained

Fig. 9 Rupture path for foundation with different length in fault 60°. a free-field b Lf = 5 m c Lf
= 10 m d Lf = 15 m e Lf = 20 m and A Clay medium B Sand medium
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for the models with fault 60° are similar to the results of fault 45°. In other words,
the increase in the length of the foundation leads the rupture path to the center of the
foundation especially in the models with clay medium. As it was discussed earlier,
in the clay medium the effects of soil-structure interaction are more significant.

Taking the results shown in Figs. 9 and 10 into consideration, it is obvious that
the increase in the length of the foundation has a significant unfavorable effect on
the rupture path. Furthermore, when the length of the foundation is larger than 15 m,
the rupture is trapped under the foundation and causes an excessive rotation which
might probably lead to destruction.

5 Conclusion

In this paper, the effects of foundation stiffness on the rupture path of the reverse faults
with angles of 45° and 60° are studied for two different clay and sand soil mediums.
Two parameters of foundation thickness and foundation length are the variables of
studies. The most significant results obtained from analyses are as follows:

• The foundation stiffness has a significant effect on the rupture path. By increasing
the foundation stiffness (increasing the thickness or reducing the length of the
foundation) rupture path moves out of the foundation.

• The rupture pathmoves out of the foundationwhen the thickness of the foundation
is greater than 1.0 m and 1.5 m for the clay and sand medium, respectively.

• When the length of the foundation is greater than 15 m, rupture moves toward
the center of the foundation gradually in both soil types especially in the clay
medium.

• The effects of soil-structure interaction on the rupture path get more intense by
reducing the angle of friction of soil and consequently reducing shear strength. In
other words, the effects of soil-structure interaction on changing the rupture path
are more significant in clay medium than sand medium.
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Simplified Approach for Fragility
Analysis of Highway Bridges

A. Diot, A. Farzam, M.-J. Nollet, and A. Abo El Ezz

1 Introduction

The Southeastern part of the Province of Québec is considered as a moderate seismic
hazard zone [7]. However, the high density of population in urban areas such as
Montreal and Québec city increases the level of seismic risk [1]. Safeguarding the
capacity of a highway bridge network to carry traffic flow after an earthquake is
essential for emergency response and recovery activities after strong earthquake
events [9]. Fragility analysis that quantifies the probability of damage as function of
shaking intensity is an effective approach to evaluate the expected degree of bridge
damage and its corresponding post-earthquake functionality [8, 17].

In the province of Québec, 70% of bridges and overpasses were built between
1960 and 1980 [11, 12], when seismic design provisions were not as stringent as
current seismic design requirements [5]. In this context, the evaluation of seismic
impacts on bridges is crucial to mitigation, emergency and recovery planning for a
transportation network [15]. Span failure, damage to bearings, piers and abutments
are commonly reported after strong earthquake shaking [18].

The present study of fragility analysis applies a methodology originally proposed
for single and multi-span bridge classes in the United States [4] and implemented in
the well-known earthquake loss estimation software Hazus [6]. It applies a nonlinear
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static method for fragility curve development. The simplified fragility model is
adapted here for seismic hazard in Québec. This approach is proposed as a simplified
alternative to rapidly estimate fragility of typical bridges compared to dynamic time
history analysis and detailed finite element modelling [14, 19], which requires high
computational demand and processing time of input and output data. The aim of
this study is to assess the capability of this simplified model to predict the probable
damage to bridges in Québec region. A comparative analysis is conducted onQuébec
multi-span bridge classes between the results of a modified version of the simpli-
fied model [4] and those obtained from dynamic analysis [19]. More specifically,
the effect of the earthquake magnitude and distance on the fragility curves and their
median peak ground acceleration (PGA) for ground motion compatible to Quebec
seismicity is investigated.

2 Methodology

The simplified methodology defines fragility curves for a given damage state in
terms of (PGA) as seismic intensity measure. The median PGA at the performance
point is reached when seismic demand (Cd) is equal to bridge capacity (Cc). The
seismic demand is defined as a function of the effective period (Teff ) of the bridge
and the capacity is dependent on the geometrical and material parameters of the
bridge. Figure 1 summarizes the main steps of the methodology with corresponding
parameters explained in the following sections.

Fig. 1 Summary of the simplified fragility methodology
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Table 1 Damage states and
corresponding failure
mechanisms and drift
threshold [4]

Damage state Displacement
thresholds bearings
[m]

Pier drift threshold
(%)

Slight damage 0.05 0.5

Moderate damage 0.1 1.0

Extensive damage 0.175 2.0

Complete 0.3 5.0

2.1 Damage States

Fragility curves are calculated for four damage states (slight, moderate, extensive
and complete) determined for piers and bearings and the corresponding displacement
threshold described in Table 1.

2.2 Bridge Capacity

Bridge capacity for each damage state is determined for two different cases: (a)
bridges seated on strong bearings with weak piers and (b) bridges seated on weak
bearings with strong piers. Bridge capacity for case (a) is expressed by Eq. 1:

Cc,Dsi = λQ,Dsi kp
D

H
(1)

where kp is a coefficient relative to the geometrical parameters, thematerial properties
and the loading,D is the column diameter (or depth transverse to the axis of bending)
andH is the columnheight. The capacity is thenmodified for eachdamage state taking
into account the degradation of structural elements by a coefficient λQ,Dsi (Table 2).

Where ξ is a fixity factor and j is an internal lever arm coefficient.
For case (b) bridges seated onweak bearings with strong piers, the bridge capacity

is expressed by:

Cc,Dsi = μt,Dsi (2)

Table 2 Modification factors
for capacity [4]

Damage State λQ

Slight 1

Moderate 0,6

Extensive ξ
kp

Complete jξ
kp
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whereμt is a coefficient of sliding friction of the bearings in the transverse direction.
It is equal to 0.36 for neoprene bearings [14].

2.3 Seismic Demand

The seismic demand is defined by an idealized input response spectrum as shown in
Fig. 2. The first part represents the constant acceleration for short periods and in the
second part, the acceleration demand is decreasing by the ratio (1/T ) for long period
response. The demand spectrum is defined in function of the effective period Teff as
by Eq. 3:

Cd,Dsi
(
Tef f

) = PGADsi

g
∗ min

{
Sa(0.3s)
PGA ∗ 1

BS,Dsi
Sa(1s)
PGA ∗ 1

Tef f
∗ 1

BL ,Dsi

(3)

The seismic demand is then modified for each damage state by coefficients BS,Dsi

and BL,Dsi for short and long period, to take into account hysteretic energy dissipation
at the response level corresponding to each damage state (Fig. 2).

Tav is defined as the transition period between the constant acceleration and the
decrease of acceleration and is given by Eq. 4:

Fig. 2 Input seismic demand spectrum andmodified spectrumwith coefficient Bs andBl for energy
dissipation at slight damage state
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Table 3 Modification coefficients for demand spectrum [4]

Damage State Piers Bearings

BS BL BS BL

Slight 1,61 1,33 2 1,5

Moderate 1,84 1,44 2 1,5

Extensive 1,93 1,49 2 1,5

Complete 2 1,54 2 1,5

Tav = Sa(1)

Sa(0.3)
∗ BS,Dsi

BL ,Dsi
(4)

BS,Dsi and BL,Dsi coefficients were developed for weak piers capacity (a) and weak
bearings capacity (b) (Table 3).

2.4 Determining Median PGA

Themedian peak ground acceleration for a damage statePGADSI is determined based
on whether the effective period Teff of the considered damage state Dsi is greater or
smaller than the Tav. (Eq. 5). If Teff is less than Tav, the short period response
governs and if Teff is greater than the Tav, the long period response governs. For
most of multi-span bridges, the Teff is typically larger than the Tav.

PGADsi

g
= max

{
Cc,Dsi ∗ PGA

Sa(0.3)
BS,Dsi

Cc,Dsi ∗ Tef f
1 ∗ PGA

Sa(1)
BL ,Dsi

(5)

where Teff is determined by Eq. 6:

Tef f = 2π

√
δDsi

Cc,Dsi ∗ g
(6)

and δDsi is the displacement at the top of the pier as a function of the height of the
pier and the drift threshold of piers for each damage state (see Table 1).

It should be noted that for the case of Teff larger than the Tav, the factor, K3D

is added to consider additional contributions to the resistance in the long period
response due to the three-dimensional arch action in the bridge deck. The values of
K3D depend on the span type, the number of spans and the bearing type and vary
from 0.09 for high steel rocker bearings to 0.33 for continuous bridges [4].
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2.5 Bridge Inventory

The database from the Ministry of Transportation of Québec counts about 9400
bridges [13] where there are 2672 multi-span bridges [19]. Fragility functions are
developed for bridge classes definedbasedonmaterial (concrete, steel), the number of
span (single span or multiple span), the span continuity (continuous, discontinuous,
in-span hinges or simply supported), the pier type (single column bent, multiple
column bents, or pier wall), the bearing type and the abutment type. Table 4 describes
the correspondence between the classification of bridges used in the study of [4] and
Tavares [19] who studied the nonlinear response of typical Québec bridges under
dynamic time history analysis. For example, the multi-span continuous concrete
bridge class from Tavares [19] corresponds to the continuous concrete from [4].
The number of bridges in each class in the MTQ database is also listed [13]. MTQ
document on inventory of structures [10] classifies bridges mainly by the presence of
girders, slab, arc, cable or overpasses. For example, reinforced concrete slab bridge
from the MTQ inventory [10] corresponds to both classes of multi-span continuous
concrete and multi-span continuous slab as defined by Tavares.

3 Comparative Analysis

The simplified method is first adapted to Québec seismicity by providing demand
spectra for different magnitude and distance combinations. The objective is to assess
the capability of the adapted simplified model to predict the probable damage to
bridges in Québec.

The comparison includes median PGA and fragility curves for five bridge classes
(Multi-span continuous Concrete, Multi-span continuous Slab, Multi-span contin-
uous Steel, Multi-span simply supported Concrete, Multi-span simply supported
Steel), for both capacity models, cases of weak piers (a) and weak bearings (b), and
for 8 different magnitude-distance combinations (M6 with distance 10, 15, 20 and

Table 4 Classification of
bridges

Basöz and Manders Tavares Number of bridges
in MTQ database

Continuous
Concrete

Multi-span
continuous (MSC)
Concrete
MSC Slab

563
289

Continuous Steel MSC Steel 177

Multi-Column Bent
simply supported

Multi-span simply
supported Concrete
Multi-span simply
supported Steel

664
201
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Table 5 Distance and magnitude combinations for seismic demand analysis

Magnitude Distance (km)

M6 10 15 20 30

M7 15 25 50 100

30 km and M7 with distance 15, 25, 50 and 100 km), a total of 16 sets of data per
bridge class.

PGA values calculated from the adapted simplified model are then compared
with the median PGA obtained from dynamic time history analysis (THA) data [19].
Results used from Tavares [19] are median calculated for different hazard scenario
compatible with Québec region [2] based on four series of ground motion time
histories (GMTH) analysis developed for M6 with distance range: 10–15 km and
20–30 km. and M7 with distance: 15–25 km and 50–100 km. It should be noted that
in Tavares study some damage states were not reached, such as complete damage
state for MSC-Concrete and MSC-Steel, and their study reports only slight damage
state median for MSSS-Steel.

Hazard

To adapt the simplified fragility model to Québec region, the hazard is computed
for two magnitudes and four distances (Table 5) based on ground motion prediction
equation (GMPE) by [3]. The AA13 GMPE for Eastern Canada is currently recom-
mended by the National Building Code of Canada NBCC [16] and is available as
discrete values in lookup tables. To facilitate implementation,GMPE is approximated
through regression analysis to a closed-form equation. The considered magnitudes
and distances are integrated in the closed-form equation to calculate the PGA.

3.1 Median-PGA Statistics

Mean values of median PGA given by the adapted simplified model are presented in
Fig. 3 in dashed lines alongwith theTHAdata fromTavares [19] in solid lines.Results
are given for both capacity models (weak piers capacity model and weak bearings
capacitymodel), the 8 different combinations ofmagnitude and distance and for the 5
bridge classes. In general, themeanvalues ofmedian-PGApredicted by the simplified
model are higher than values obtained from dynamic analysis by Tavares. The larger
average difference for all damage states is observed forMSCConcrete with 40% and
the closest results are forMSCSteel with 27%. It should be noted that the THAmodel
used by Tavares does not provide separate fragility results for piers and bearings since
the failure mechanisms are activated temporally during the dynamic analysis when
the corresponding displacement threshold for a specific damage state are reached
for all modelled bridge components (piers, bearings, abutments). Therefore, in the
simplified analysis, the median PGA values from both cases of (weak piers capacity
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Fig. 3 MedianPGAfor different damage states (meanvalues in dashed line andTavares data in solid
line) a Multi-span continuous Concrete, b Multi-span continuous Slab, c Multi-span continuous
Steel, d Multi-span simply supported Concrete e Multi-span simply supported Steel

model and weak bearings capacity model) are considered in the statistical analysis
since a specific dominant failure mechanism was not identified a priori for the case
study bridge classes.

The 16 realizations of the median PGA calculations from the simplified model are
then statistically analyzed to generate for each damage state, a mean and standard
deviation of the PGA thresholds (Table 6). It can be observed on Fig. 3 that the
median PGA from THA [19] are within one standard deviation of the median PGA
values from the simplified model for all bridge classes, except for MSSS-Steel slight
damage state.

The overall difference in the median PGA is attributed to: (1) the structural anal-
ysis method (dynamic vs non-linear static) and, (2) the difference between the two



Simplified Approach for Fragility Analysis of Highway Bridges 211

Table 6 Mean and standard deviation statistics for the median PGA estimated from the simplified
model for each bridge class

Damage
state

Median
PGA

MSC-Slab MSC-Steel MSC-Concrete MSSS-Concrete MSSS-Steel

Slight Mean
(g)

1.25 1.26 1.19 1.22 1.34

σ (g) 0.53 0.53 0.50 0.52 0.59

Moderate Mean
(g)

1.62 1.63 1.54 1.59 1.73

σ (g) 0.68 0.69 0.67 0.68 0.73

Extensive Mean
(g)

1.89 1.89 1.89 1.86 1.86

σ (g) 0.88 0.88 0.88 0.88 0.88

Complete Mean
(g)

2.59 2.59 2.59 2.56 2.56

σ (g) 1.15 1.15 1.15 1.15 1.15

methods in the values assigned to the damage state thresholds for the piers and the
bearing.

For the MSSS steel: in dynamic analysis, the predominant failure mechanism is
the bearing sliding without any damage in the piers [19] in addition to that only one
damage state has been reached from their analysis. However, in the simplifiedmodel,
it is assumed that the two failure modes (weak-piers) or (weak-bearings) are both
considered in the statistical model for a total of 16 scenarios. Given that the failure
in the piers typically predict lower PGA, the median results of the statistical analysis
showed overall lower PGA values.

3.2 Fragility Curves

The mean values of the median PGA obtained from the simplified model for each
damage state are used to generate fragility curves using a lognormal standard devi-
ation parameter (β) of 0.6 [4]. Figure 4 presents the mean fragility curves from the
simplified model combining all magnitude distance scenarios and both weak piers
and weak bearings conditions for the MSSS concrete bridge class, which is the most
commonly found in Québec inventory. Fragility curves are shown with the upper
and lower-bound limits. The THA (Tavares) results are found to be within the upper
and lower-bound limits of the simplified model for all damage states. However, in
terms of average fragility curves, the simplified model tends to underestimate the
fragility (i.e. predict higher median PGA values compared to THA) and therefore
would predict lower damage potential. On the other hand, the complete damage state
average fragility curve shows better matching with the THA.
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Fig. 4 Fragility curves of mean (in solid lines), upper and lower bounds (dashed lines) for each
damage state, and in black results from Tavares

4 Conclusion

A simplified fragility model for bridge classes originally proposed by [4] has been
adapted in this study to generate fragility curves for different bridge classes inQuébec
with consideration of its regional seismicity. Themodel is applied with consideration
of 8 differentmagnitude-distance scenarios, and two capacitymodels (weak piers and
weak bearings). Considering 16 combinations for each bridge class allows to obtain
statistical models for the median PGA for each damage state and to develop fragility
curves with upper and lower bounds. In the simplified fragility model, it has been
observed that the median PGA values are higher for weak bearings capacity model
than for weak piers capacity model. Both piers and bearings can sustain damage
from earthquake shaking, however, it is difficult to predict which one will occur first
or would dominate the failure mechanism of the bridge. Therefore, the two capacity
models are considered in the estimation of the fragility parameters. The simplified
model results were compared with the results of time history analysis (THA) [19].
The THA (Tavares) results are found to be within the upper- and lower-bound limits
of the simplified model for all damage states. However, in terms of average fragility
curves, the simplified model tends to underestimate the fragility (i.e. predict higher
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median PGA values compared to THA) and therefore would predict lower damage
potential.

Further studies can improve themethod related to the capacity estimation for other
types of bridge piers and bearings. Moreover, drift threshold used to characterize
the damage state can be further refined to better reflect piers conditions for Québec
bridges based on structural testing. Based on the inventory study, single-span bridges
were reported to be the most frequent bridges in the Province of Québec. However,
fragility analyses are scarce for this type of bridge in the literature. Future studies
should be conducted to filing this gap to help validate the simplified model for
single-span bridges for different types of bearings.

The simplifiedmodel provides a rapid approach for estimation of bridge fragilities.
The developed fragility curves can be integratedwith regional scale seismic risk tools
for rapid evaluation of potential damage from strong earthquake events for emergency
planning and mitigation studies.

Acknowledgements Funding for this studywasprovided in part throughNaturalResourcesCanada
in partnership with Defense Research and Development Canada.
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Proximity Detection on Construction
Sites, Using Bluetooth Low Energy
Beacons

Khazen Mohammadali, Nik-Bakht Mazdak, and Moselhi Osama

1 Introduction

With the rise of IoT (Internet of Things), indoor location sensing systems have
become very popular in recent years. These systems provide a new layer of automa-
tion, called automatic object location detection, for monitoring and management of
indoor environments [8]. In the construction industry, tracking workers on the job
site can enhance the safety and productivity of workers [16]. Although the successful
completion of a construction project requires comprehensive and accurate location
information for workers and resources,in practice, superintendents tend to manage a
number of workers/resources based on manual observations on sites [19]. The draw-
back with the observation-based method is that it cannot be employed in real-time
due to the requirement of having at least one observer for each worker or crew of
workers [21]. Besides, the manual method of data collection can be time-consuming
and inaccurate. Indoor localization technologies can enable decision-makers to make
informed decisions to support the management of construction activities on site.
Safety management and productivity monitoring are considered as the two major
areas that automated workers/assets localization technologies can contribute to.[18].
Although in most outdoor construction sites GPS (Global Positioning System) can
perform effectively, the condition is not the same for indoor construction sites, due
to the weakness or absence of GPS signals [20]. Nonetheless, deployment of local-
ization systems in indoor environment is still necessary in a variety of cases from
residential to industrial building construction [9]. The present paper describes a
newly developed proximity detection system for use on construction jobsites. The
main requirements of the developed system include (i) not to interrupt construction
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work-flow (in terms of the device size, the need for electric power or cords, etc.)
and (ii) to have an acceptable level of accuracy. The system works through BLE
sender and receiver beacons, and this paper explains the lab experiments as well as
analytical models developed for estimation of the distance between beacons, through
the analysis of transmitted signal strength.

2 Literature Review

There is a wide range of indoor localization technologies that have been tested and
used in construction research and development, including active and passive RFID
(Radio-frequency identification), Ultra-Wideband (UWD), camera-based and Blue-
tooth Low Energy (BLE) Each of these technologies has its advantages, based on the
domain of application [11]. However, these systems have limitations and drawbacks
such as the hardware costs associated with RFID equipment [12], pre-computed
environmental data requirements associated with camera-based systems [4], or the
sensitivity of the UWB devices to orientation shift. These limitations have, in prac-
tice, hindered the deployment of indoor localization technologies on construction
sites [18]. However, the advent of Bluetooth Low Energy (BLE) technology has
created a large market for proximity sensors. BLE beacon technology is a recently
developed wireless technology that improves Bluetooth technology by consuming
less energy and having a long lifetime. This technology offers indoor and outdoor
tracking options at affordable costs, and they are portable and transferable from one
site to another at the end of a project [10].

2.1 Localization Techniques

Localization techniques for wireless localization systems can be classified under
three major categories: proximity, triangulation and fingerprinting. Each of these
techniques has unique advantages and limitations, according to the domain of appli-
cation. The proximity technique can provide symbolic relative location information.
In other words, it checks the presence of a target node to be positioned in radio
coverage of the reference beacon, and also it estimates the distance between the target
node and the beacon. It usually relies on a dense grid of receivers that have a fixed
position, known and listed in the tracking system. Once a target node is detected
by one of the receivers, it is considered to be collocated with that receiver and if
multiple receivers detect the target node, then it is matched with the one receiving
the strongest signal [17]. Fingerprinting is a localization technique comprising two
phases. Firstly, the RSSI (Received Signal Strength Indicator) values measured by
a measuring device in the known locations are recorded. These reference values are
saved together with the location coordinates into the fingerprint database. Secondly,
the device to be localized measures the RSSI values and compares themwith the data
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in the fingerprint database to predict its location [13]. Last but not least, the trilat-
eration technique uses the RSSI signal from three beacons, the signal is then used
as a proxy of distance and acts as the radius of a circle with its center at the access
points or beacons. The intersection of three or more circles identifies the position of
the target node [5].

2.2 Proximity Detection on Construction Sites

A proximity detection system can estimate the distance between the target and
receiving nodes and can detect the matching pairs in which their distance is smaller
than a specified threshold. The system is capable of alerting construction operators
and workers in real-time during a hazardous proximity situation. Several studies
in the literature deployed the proximity detection system on construction sites to
improve site safety. In 2017, Park et al. introduced an automated safety monitoring
method that integrates BLE-based location tracking and BIM (Building Informa-
tion Model). By reviewing four-dimensional (4D) BIM, potential safety hazards
were defined as unsafe zones for safety monitoring. Real-time workers’ locational
information was continuously monitored, and this enabled data visualization of the
contextual information to monitor behaviors of the workers with respect to the iden-
tified dangerous construction zones [15]. In 2020, Mohanty et al. proposed an active
warning system to improve construction site safety by using BLE technology. After
collecting data on the direction and speed of walking of the workers, a circle of
approach to nearby hazardous or prohibited areaswas created. The radius of the circle
was calculated usingworkers’walking speedmeasured near prohibited areas. Having
such a moving circle of proximity can be a real-time indicator for all workers’ posi-
tions [10]. Park et al. [14] introduced a parameter adjustment function to reduce the
inconsistency of the alert distances resulting from different types of equipment. They
concluded that the developed proximity safety alerts system provides a better under-
standing of dynamic spatial relationships among equipment, operators, workers, and
a surrounding work environment to improve construction safety management [15].

3 Experiment and Data Collection

The main components of the developed system are shown in Fig. 1. The BLE local-
ization systems store the data received from beacons (transmitters and receivers),
in databases in the cloud. The communication architecture comprises four parts. (i)
Transmitting beacon—The primary function of these beacons is to advertise infor-
mation including RSSI value, which can be processed to estimated distance. (ii)
Receiving beacon—This beacon measures the RSSI value from the transmitting
beacon and adds that information in the packet along with its UUID and the times-
tamp of reception. (iii) Gateway—The information (packet) collected by receiving
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Fig. 1 Placement of the devices for the experiments

beacons is then transmitted to a central cloud computing system through gateways.
And last but not least, (iv) Cloud database—The data packets are stored in a database
which will be processed by the proximity technique to determine the proximity of
the receiving beacon to the fixed transmitting beacons. In order for the entire system
to properly identify the location and proximity of different objects, the RSSI records
must be translated into physical distances. In the following parts, we explain the
lab experiment completed to collect data and create RSSI-distance models for the
developed system.

In-lab experiments for the development of RSSI-distance relationship and evalu-
ation of the localization system were conducted in a space of 9.00 m × 9.00 m ×
3.20 m as shown in Fig. 1. This space provided an open space for testing, as well as
movable objects for creating different layouts and examining the effect of obstacles.
The effects of signal reflections and noises on BLE signals, caused by the furniture,
equipment, and their magnetic fields in the vicinity of the testbed were inevitable.

The receiver beacon was placed on seventeen reference points (stations) which
were marked at 25 cm intervals on a straight line with a total length of four meters, to
ensure the exact position of the beacon while conducting the experiment. The exper-
iments were performed for four orthogonal orientations of the transmitting beacon,
with respect to the receiving beacon. Moreover, the experiments were repeated three
times at each station, to obtain a consistent dataset of RSSI values per each reference
point. The receiving beacon was moved from the first station (distance from trans-
mitting beacon = 0) to the seventeenth reference point (distance from transmitting
beacon= 4.0 m). The staying time of the transmitting beacon at each reference point
was one minute. In the interest of time, the same settings were implemented on two
parallel straight lines, two meters away from one another.

Two datasets were collected for the two parallel lines of the RSSI-distance experi-
ment (which we refer to, as tests ‘a’ and ‘b’). Each dataset has three subsets, and each
of them contains RSSI records for the four orientations of the transmitting beacon
with respect to the receiving beacon at the seventeen reference points. The number
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(a) Dataset ‘a’ (b) Dataset ‘b’

Fig. 2 RSSI data collected in the experiment

of RSSI records per staying time period at each station (i.e. one minute) and the total
number of records at each station considering all the orientations were 15 and 180
respectively. The total number of RSSI records for tests ‘a’ and ‘b’ were 2,955 and
2,959 data points respectively. The scatter plots of the RSSI records versus distance
(between the transmitter and receiver) are provided for the two sets in Fig. 2.

4 Model Development

The empirical attenuation relationship is depicted for tests ‘a’ and ‘b’, in Fig. 3.
As the distance between the transmitting and receiving beacons increases, the RSSI
values decrease in all experiments up to a point then it reaches a low plateau. That
point in tests ‘a’ and ‘b’ was at the 2.75 m and 3.25 m stations, respectively.

The effect of transmitting beacon’s orientationwith respect to the receiving beacon
and its impact on the RSSI was investigated in the experimental work. In Fig. 4, the
average value of RSSI records per distance, over the four orientations are illustrated
in different patterns of lines. As seen, at each distance, the receiving beacon seems
to capture stronger RSSI values for the front and back orientations. Since the BLE
chip inside the beacons (regardless of the beacon’s shape) has two major axes to

(a) Dataset ‘a’ (b) Dataset ‘b’

Fig. 3 Mean and Standard deviation band plot for the experiment
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(a) Dataset ‘a’ (b) Dataset ‘b’

Fig. 4 The average value of RSSI records per distance, separated based on the four orientations

transmit signals, the front and back orientations can be associated with one axis and
the right and left ones to the other axis. This seems to cause the similarity of RSSI
records between the pair of orientations per each axis, and the difference between
the orientation pairs of the opposite axes.

The receiving beacon was not able to receive the acceleration of the transmitting
beacon, so the orientation shift of the transmitting beacon couldn’t be determined.
Besides, the beacons which are worn by workers can frequently change their orien-
tation with respect to receivers on construction sites. Therefore, it is necessary to get
enough RSSI records at different orientations of the transmitting beacon with respect
to the receiving beacon, to reach a more reliable RSSI-distance relationship on site.

In the model development, we examined the Path-loss propagation and machine
learning models, looking for the most accurate one for the distance estimation model
due to its direct impact on reliability of the localization system.

4.1 Path-Loss Propagation Model

The measured RSSI values in the same station are fluctuant with time due to the
environmental noises. In order to remove the outlier RSSI values, a Gaussian filter
which had been proposed by (Zhu et al., 2015) was used in our study. The filter
was set in the range of [μ − σ, μ + σ] of the RSSI records for each distance,
and the measured values outside this range were ignored. Since studies have shown
that the channel fading characteristics follow a lognormal distribution [7], RSSI-
distancemeasurement generally uses the logarithmic distance path-lossmodel which
is formulated as:

RSSI = −10n * lg

(
d

d0

)
+ A + Xσ (1)
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where RSSI is the Received Signal Strength Indication when the distance between
receiving and transmitting nodes is d. Also, A is the RSSI value of the reference
point with the known distance of d0 from the transmitting node, which is captured
by the receiving node. n is a path-loss coefficient related to the specific wireless
transmission environment; the more obstacles in the test area, the larger the value of
nwill be. Xσ is a Gaussian-distribution random variable with mean of 0 and variance
σ 2. For the convenience of calculations, let d0 = 1 m and Xσ have a mean of zero,
so the distance-loss model can be obtained as:

RSSI= −10n ∗ log(d) + A (2)

where A is the average measured RSSI when the reference node is 1 m away from
the transmitting node. To calculate the environmental parameter n, the following
equation is used [2, 6]:

n =A − RSSI

10*log(d)
. (3)

Thus, the RSSI-distance relationshipmodel can be obtained to predict the distance
of the blind beacon through its RSSI value. In our study, to estimate the value of A,
312 RSSI records were collected when the distance was 1 m. As a result, A was
estimated as −56.229 dBm. Regarding the n value, the average RSSI value of 16
different distances ranging from 0.25 m to 4.00 m with interval steps of 0.25 m were
used. The value of n for the distances are shown in Table 1. Hence, the average value
of n is calculated as follows:

n =
16∑
i = 1

ni*0.25= 1.586. (4)

Finally, the proposed RSSI-distance relationship is represented by Eq. (5).

RSSI = −15.86 log(d) − 56.229. (5)

In addition to the conventional method of estimating the values of A and n,
the method of fitting a curve to the average RSSI value at different distances
(Avg.RSSI i , di ), proposed byZhu et al. [22].Among different curve fittingmethods,

Table 1 The value of n at different distances

Distance 0.25 0.50 0.75 1.00 1.25 1.50 1.75 2.00

n 1.985 1.904 1.430 − 2.528 2.223 1.369 1.309

Distance 2.25 2.50 2.75 3.00 3.25 3.50 3.75 4.00

n 1.444 1.618 1.408 1.195 1.243 1.224 1.407 1.501
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Fig. 5 The average value of RSSI records per distance and RSSI-distance estimation model: red
line represents the estimated RSSI-distance model and the blue dots are the average RSSI values at
each distance

Logarithmic which had been used by [1] was deployed in our study [22]. This model
was developed based on the 5614 RSSI samples at the 16 test stations. The loga-
rithmic regression was carried out by using the average of the RSSI values for each
distance. Figure 5 demonstrates the average value of records per distance and the
RSSI-distance estimationmodel. Using logarithmic curve fitting, the path loss model
can be expressed by Eq. (6).

RSSI = −18.644 log(d) − 55.573 (6)

4.2 Machine Learning Models

We trained machine learning models, as alternatives to the path loss method, for
predicting the distance through the RSSI values. In this study, several machine
learning techniques including Random Forest, Gradient Boosted Trees, General-
ized Linear Regression Model and KNN were tested for distance prediction. After
splitting the data into training set (75%) and test set (25%), the hyperparameters for
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each model were finetuned, and finally the best models from each technique were
selected and compared.

Before training themodel, two preprocessing stepswere taken. Firstly, the outliers
caused by environmental noise were identified based on their distance to their nearest
RSSI records and were eliminated. In fact, RSSI records of each distance are ranked
based on its distance to its 70 nearest neighbors. Based on trial and error, on the
reference of the Random Forest (RF) model performance, the number of strongest
outliers whichwere removed per each distance and from the training set is 12 and 204
respectively. Figure 6 shows the removed outliers as green dots. Secondly, the RSSI
records were normalized by z-transformation method. The average and standard
deviation of the values were calculated, and the scaled value was calculated by Z =
(x-Avg.)/SD so that the average value and the standard deviation are 0 and 1. This
normalization is necessary for some of our machine learning methods [3].

Four machine learning models were trained in this study and their performance
was compared through their accuracy and error. They include Random Forest (RF),
Gradient Boosting Decision Tree, Generalized Linear Regression (GLR) and k-
Nearest Neighbours (kNN). RF is an ensemble learning method, used for classi-
fication and regression. A random forest is an ensemble of multiple decision tree
sets with the following modification: each node of a tree represents a best split for
one specific attribute. Only a subset of attributes which are specified is considered
for the splitting rule selection. After that, the erection of new nodes is repeated until

Fig. 6 Scatter plot showing the removed outliers: the green dots are the removed outliers
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the stopping criteria are met. The second used algorithm, gradient boosting deci-
sion tree, produces a prediction model in the form of an ensemble of decision trees
models (Tirumalareddy 2020), built incrementally where each successive estimator
gradually reduces the previous model’s error. Building the model takes longer time
compared to the random forests since each tree has to be built based on the results
of a prebuilt tree (Morita et al. 2018).

The third algorithm which was tested is GLM, which is an extension of the tradi-
tional linear regressionmodels. TheGLMisfitted by solving themaximum likelihood
optimization problem (Lanford et al. 2015). This model can accommodate a number
of various types of target variables and covariate relationships. Lastly, the kNN is one
of the most effective classification algorithms, trained on a set of labeled instances
and making predictions based on the classes of the k labeled datapoints which are
most similar to the each unlabeled datapoint by using metrics such as Euclidean
distance. For each model, we fine-tuned the model parameters through trial and error
and optimization, to minimize the prediction model’s errors.

5 Results and Discussion

The experiment was designed to make comparison between varied techniques for the
distance prediction model which is a fundamental element in the proximity detec-
tion system. The prediction results are discussed here for both Path-loss and machine
learning models. Mean Absolute Error (MAE), Root Mean Square Error (RMSE)
andMean Percentage Error (MPE) were considered as criteria to make a comparison
between the performance of the models. It is noted that the records for 0 m distance
between transmitter and receiver were removed from the calculation of MPE. Since
the proposed model aims to predict the distance, MAE can provide a good under-
standing of the true error value. Error was defined as the distance between estimate
and actual coordinates in the experiment.

The logarithmic curve fitting model was associated with less error in distance
prediction, compared to the conventional path-loss model. Table 3 shows the eval-
uation metrics for the two models. As seen, for the conventional path-loss model,
the MAE, RMSE and MPE was 1.176 m, 2.171 m and −12.0 percent respectively.
Applying the logarithmic curve fitting model obviously improved the accuracy of

Table 3 Statistics of the evaluation metrics (MAE, RMSE and MPE) of the models

Model Conventional
path-loss

Logarithmic
curve fitting

Random
forest

Gradient
boosted
trees

Generalized
linear model

KNN

MAE (m) 1.176 0.961 0.641 0.699 0.704 0.648

RMSE (m) 2.171 1.555 0.822 0.844 0.858 0.832

MPE (%) −12.0 −9.9 −25.1 −34.7 −37.2 −18.7



Proximity Detection on Construction Sites, Using Bluetooth Low Energy Beacons 225

distance prediction. The MAEwas reduced to 0.961 m, the RMSE was only 1.555 m
and MPE was improved to −9.9 percent. The results show that the error in the
distance prediction model can be reduced by about 18 percent in terms of MAE by
using a logarithmic curve fitting model.

As to machine learning models’ performance, a fivefold cross-validation was
adapted. As seen in the Table 3, the Random Forest model outperformed all the
models in terms of MAE and RMSE which were as low as 0.641 and 0.822 m
respectively. By contrast, theGeneralizedLinearModel had the highestMAE,RMSE
and MPE of 0.704 m, 0.858 m and −37.2 respectively among the machine learning
models. It can be seen that the Path-loss models had the lowest MPE in comparison
with the machine learning models.

6 Concluding Remarks

The results of the study highlight the feasibility of deploying BLE beacon technology
as a proximity detection system. In this study, various models were compared to esti-
mate the distance between the transmitting and receiving beacons by using RSSI
values. It is found that the tested machine learning models achieved smaller errors
compared to the conventional and logarithmic curve fitting path-loss models. An
average error of 64 cm in the distance prediction model was achieved, when the
beacons are within the range of 4.00 m from one another, by the Random Forest
model. Regarding training themodels, capturing RSSI records at various orientations
of the transmitting beacon with respect to the receiver was found to be necessary due
to different behaviour of the transmitter in sending signals in certain orientations.
Replacing conventional receivers by the BLE beacon can make a huge difference
in applicability of the localization system on site. The level of accuracy achieved in
this study makes the system capable of estimating how close the transmitter is from
the receiver beacon, rather than only identifying their presence. It can be particu-
larly advantageous in detecting how close construction workers are to specific areas
(e.g. danger zones), or even to one another (when enforcing physical distancing on
the jobsite). The accuracy of the proposed distance identification system is excel-
lent in close proximity ranges, which can effectively lead to safety improvement on
construction sites. Since the laboratory experiments minimize the effect of distrac-
tions and noise which normally exist in a construction environment, the influence of
other parameters such asweather conditions, construction equipment, and availability
of metals requires further investigation to evaluate the effectiveness of deploying the
proposed proximity detection systems on site.
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Community Resilience Classification
Under Climate Change Challenges

M. N. Abdel-Mooty, W. El-Dakhakhni, and P. Coulibaly

1 Introduction

The Earth’s ecosystem is an integral part of the life and is interacting with the atmo-
spheric system that maintains the habitability of the planet through keeping the
temperature within a certain range[8]. Since the industrial revolution started in the
eighteenth century, the earth’s atmosphere has been changing continuously, albeit at
a slow rate[8]. For example, the quantities of greenhouse gases have significantly
increased [8, 14], leading to a global climate change. This increase in greenhouse
gases, particularly, resulted in a global rise of temperature, a warmer ocean surface,
a higher rate of snow melt, and a continuous sea level rise [10, 14, 15]. Precipitation
patterns have also been affected by climate change, resulting in higher frequencies
of floods and flash floods [21]. The frequencies of heat waves and droughts have also
increased at an alarming rate, resulting in a higher deforestation rate and significant
disruption to urban areas and wildlife [9, 17]. The National Climate Assessment
Agency has recently highlighted that the changing climate is projected to continue
beyond this century, with impacts vary based on the amount of greenhouse gases
transferred from the earth surface to the atmosphere [18]. With the global climate
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changing and urbanization growing rapidly, flood risk across the globe continues
to rise in comparison to other natural hazards. Flood events are considered the
most occurring climate-induced hazards worldwide [11, 20]. While cities are the
social centers of life in any country, cities rely on a series of Critical Infrastructure
Networks (CIN) to perform adequately, like transportation networks, power grid,
water and wastewater system, to name but a few. Flood events can be the reason
for serious disruptions in these CINs, and thus crippling the life within the affected
cities. Historical disaster data indicate the continuous increase in urban flood events,
with the rising possibility for extreme rainfall in North America [3].

As such, it is critical enhance the resilience of cities in face of such climate-induced
hazards. To understand the proposed framework, cities’ resilience needs to defined
first. Resilience has multiple definitions in literature [4], it can be defined as the
capacity of an urban system to recover and reach an acceptable level of functionality
after being exposed to a hazard. It can also be defined as the ability of a system
to accept a certain level of disturbance, and be able to recover to its original state
before the external event that caused the disturbance [5]. Finally, it can be defined as
the degree to which a system withstands disturbances while continuing to function
[14]. Resilience within the context of this study can be defined using the Four R
attributes of Resilience—Robustness, Rapidity, Redundancy, and Resourcefulness
[4]. Notably, Robustness stands for the ability of a system to maintain its level of
functionalitywhen facing a certain demand level, while Rapidity stands for the ability
of the system to bounce back to its original state in a timely manner [1, 4].

The work presented in the current study is a step towards developing a 4-phased
analytical platform to assess cities’ resilience in the face of flood hazards. The first
phase is aimed at finding the different categories at which cities respond to distur-
bances, namely flood events. This first step of the analysiswas carried out by adopting
an Unsupervised Machine Learning (ML) clustering technique in an effort to natu-
rally categorize the data given its inherent features. Further details will be provided
in the Methodology section.

2 Data Description

The dataset used in this analysis was gathered by integrating the data available in the
Canadian Disaster Database [16]. Meteorological events since 1950 were recorded
from across the country, however, the focus in this study was on flood events that
occurred in the Provinces near the Great Lakes region, and across the border with
the United States of America. The data originally contained 214 flood events from
across the country, but after data preprocessing and cleaning 152 entries were used
in the creation of the machine learning model.

For each flood event, there were different attributes (variables) associated
with each flood event (observation). Each observation had 6 variables: Location,
Comments, Start date, Fatalities, Injured people, Evacuated people, and Estimated
total cost. The Place variable indicates the place where the incident occurred, the
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Table 1 Indices for flood
cause

Cause Index

Rain 1

Line heading 2

Snow and rain 3

Spring flood 4

Table 2 Indices for
seasonality

Cause Index

Spring I

Summer II

Fall III

Winter Iv

Comments give additional observations and context, including how it started, and the
Estimated total cost was the total losses due to said event from all sources including
property damage, insurance, and compensations.

For the scope of this study, the variables were preprocessed to fit within the desired
criteria for the model, as described in the following section. The following variables
were developed: Affected people-including Fatalities, Injuries, and Evacuations-
, Monetary Losses, Seasonality of flood event, Cause of flooding event, and the
Province of the event. After conducting preliminary descriptive data analysis, the
Cause Variable included the following causes: Rain, Snowfall, Combined Rain and
Snow melting, Spring flood or increase in water level. Each of the mentioned causes
and seasons were assigned an index as seen in Tables 1 and 2.

3 Methodology

Clustering is an unsupervisedML technique that categorizes observations in a dataset
[13]. Different clustering algorithms were employed in this study, where the first
clustering technique used was Neural Net Clustering (NNC) toolbox in MATLAB,
where the model uses a shallow neural network to cluster the data according to how
they’re grouped in the input space [12]. The Self Organizing Maps (SOM) used in
NNC possess the ability to learn how to organize the neighboring clusters in the
input space. The neurons are arranged in accordance with a topology function that
takes different forms; grid, hexagonal, or random topology. The distance between the
neurons is calculated using a distance function, whereas the link distance is the most
commonly usedmethod in analysis [12]. The second clustering technique used in this
study is K-means partitioning algorithm, where it minimizes the square Euclidean
distance between points within the clusters and the cluster center for each category
of data; this analysis was made using the R programming platform [13]. The final
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clustering techniquewas Principal Component Analysis (PCA). PCA is a dimension-
reduction tool that can be used to explain as much of the behavior (variance) of the
original data with a much lower set of variables. This dimensionally reduced dataset
can be inspected for clusters as it naturally forms within the reduced dimensional
space [6].

4 Results and Discussion

The first model used in the analysis was the SOM-ANN Clustering using the NNC
toolbox, where the data was imported to MATLAB in the form of a Matrix of 5
columns, each representing one of the variables. The chosen number of clusters
was 4, as the intended model was created to choose 4 different categories for flood
impact categorization. The weight vector associated with each neuron becomes the
center of each cluster, and the neighboring clusters move close to one another in
the input space, making it easier for the users to visualize a higher dimension in a
two-dimensional space. As shown in Fig. 1a and b, the model has 4 clusters, and
each cluster has the number of observations associated with it in the middle. For
example, in Fig. 1b, the number 56 which is the largest number indicates 56 inputs
in this cluster. Using the neighboring weight distance, the distance between different
clusters can also be shown where different color schemes indicate different distances
between neurons. The darker the color of the line between neurons the larger the
distance, while the lighter the color the closer the clusters are to one another. As
can be seen in Fig. 1a, there are 2 neurons that are far from one another, with the
lower 2 neurons very close to one another. This means that 4 initially chosen for
the model can explain the relationship between the common characteristics of each

Fig. 1 a The Self OrganizingMap (SOM) neighboring distance for the clusters, and b is the SOM’s
Sample hit for each cluster
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Fig. 2 The weight planes on each Cluster in the SOM algorithm

cluster; however, some of clusters were very similar to one another, indicating that
additional analysis is necessary for clear distinction between different clusters.

Figure 2 show the weights associated with each neuron— representing each vari-
able’s influence, where the darker colors represent higher weights on each neuron;
where inputs 1, 2, 3,4, and 5 are the Affected People, the Monetary Losses, the
Season, the Cause, and the Location of each event, respectively. Figure 3 represents
the correlation matrix for the 5 variables used in this analysis, and it shows very low
correlation between these variables which indicates a high degree of interdependence
between the variables, supporting the decision to use Machine Learning algorithms
to inspect the inherent features of the dataset.

To develop a more comprehensive model for the clustering objective of this
study, the k-means clustering algorithm was utilized. K-means algorithm requires
the number of clusters to be predetermined in advance. As such, the elbow method
was used. In this method, a loop is created at which with each cycle the value of k
changes gradually, from 1 to 15, and the total Within Cluster Sum of Squares (WSS)
was computed each time as shown in Fig. 5. In the context of this study, the WSS is
estimated as the accumulated sum of the square of the Euclidean distance between
the observations and their cluster’s centroid [2, 7, 19].

WSS =
k∑

(k=1)

∑

(xi∈Ck )

(xi − µk)
2 (1)

where k is the total number of clusters, and xi is an observation belonging to cluster
i, while µk is the mean of all observations allocated within the cluster. The total
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Fig. 3 The weight planes on each cluster of the SOM neural network algorithm

within cluster sum of squares (WSS)was inversely proportional to the value of k, and
the rate of changed decreased as the value of k increased. For an optimum value for
k to be chosen, the curve must have one edge -knee- where the slope of the curve
changes. However, the graph in Fig. 4 does not possess this feature, but the optimum
value is set between k = 4 and k = 8.

A model was created for number of clusters of 4, 6, and 8 as can be seen in
Fig. 5. After inspecting all the clusters with different values of k, there was no
clear distinction between the different clusters, or the basis on which they were
divided as all datapoints of different clusters have intersecting features. As such, the
decision to use Principal Component Analysis (PCA) was made. The PCA model
projects the multidimensional space into a lower dimensional space, called the score
space, considering the effect of all the different variables. The model explains a high
portion of the variance within the data, and this portion increases as the number of
components increase, with a minimum of 1, and a maximum of the total number of
variables in the mode, which is 5 in this case. In the PCA analysis, a model with
only two components was adequate. As can be seen in Fig. 6, the score plot, the
model could be visually inspected for naturally clustered data, and as highlighted
the 3 different circles indicate the different clusters, while all the outliers and those
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Fig. 4 The Total within-cluster sum of squares for different values of K

Fig. 5 K-means cluster Plots for different values of k where a is k-means clustering (k = 4), b is
k-means clustering (k = 6), and c is k-means clustering (k = 8)
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Fig. 6 PCA score plot using 2 scores with the circles indicating the different clusters

outside the 3 clusters would form the fourth cluster. Further inspection was made to
infer more details outlining each cluster, to be able to find patterns and distinct traits
in the separation algorithm. However, it was concluded that projecting the clusters in
a two-dimensional space would limit the ability to distinguish the attributes of each
cluster.

To overcome this problem, a third dimensionwas introduced to better visualize the
attributes of each cluster. Instead of having a two-dimensional scatter plot between
the Cause and Season, which were the two distinct features in the previous analysis,
a third dimension that takes into account the affected people and the money losses
was added by summation of the centered and scaled Money Losses vector and the
Affected People vector. Figure 7 shows the three-dimensional scatter plot using
the added dimension, where the different attributes of different clusters are clearly
distinguishable as shown in Table 2. This third dimension introduced in this graph is
proposedonly for visualizationpurposes, as itwas not part of the clustering algorithm.

After observing the created clustering models, four flood impact categories on
cities were inferred. Looking closely at the numbers, the distinction was in season-
ality, cause, affected people, and the money losses that happened during these events.
The flood risk categories were named FR I, FR II, FR III, and FR IV as shown the
attributes of each category in Table 3.
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Fig. 7 Three-dimensional scatter plot of the clustered data

Table 3 Flood Risk Categories resulting from the unsupervised ML algorithm

Cluster number Cluster description FR

1 Events that happen in winter, summer, or fall, and affect less than
4000 people or caused less damage than 215 M $

I

2 Events that happen in the spring due to excessive rain, or
snowfall/snowmelt, and affects less than 4000 people or caused less
damage than 215 M $

II

3 Events that happen in the spring due to spring floods and affect less
than 4000 people or caused less damage than 215 M $

III

4 Any event that affects more than 4000 people or caused more than
215 M $

IV

5 Conclusion

In this study, a new community flood resilience-based classification was developed
using an unsupervised machine learning technique based on the different resilience
components (i.e., the robustness and potential impacts on the exposed environment,
and rapidity). Fatalities, Injured people, Cause of the flood, and seasonality of the
floodwere included in the dataset to represent Robustness andRapidity, as Resilience
metrics. A descriptive analysis was conducted that revealed the need for Machine
learning techniques to be employed.MultipleMachine learningmodels were utilized
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to achieve the goal of this framework. However, due to the size of the data and
the interdependence of the variables, the Principal Component Analysis technique
was most appropriate. The study presented herein resulted in 4 Resilience-based
flood risk Categories that incorporate the features of the hazard (i.e. flood) and
the robustness of the exposed community— represented by the number of affected
people, fatalities, and monetary damage. Overall, the framework developed in this
study paves the way for a resilience-based categorization that bypasses physics-
based models and its complexity by adopting a data-driven approach, to categorize
communities’ resilience to flood hazard. Said categorization that focuses on the goals
of resilience can be used in the development of flood projections that will aid decision
makers in developing proactive policies that focus on mitigation and prevention for
a comprehensive risk management plan.
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Investigation of a Proposed Morphologic
Change in the Squamish Estuary System

N. Asadollahi, G. Maciel-Jobb, and J. S. Readshaw

1 Introduction

The Squamish Training Berm is situated in the Squamish River estuary, at the head
of Howe Sound in Squamish, BC Fig. 1. This study was undertaken to assess the
impacts of the training berm removal as part of the Central Estuary Restoration
Project. The intent of the removal is to restore and conserve the integrity of the
Squamish River watershed by improving access and habitat in the central estuary for
juvenile chinook. The scope of the study was to conduct a comparative assessment
using a hydrodynamic and sediment transport model, coupled with wave modeling,
for the existing and a future scenario, which reflects the plans for removal of the
training berm.

2 Methodology

The methodology used consisted of a hydrodynamic/ sediment transport model
coupled with a wave numerical model. The numerical model Delft-3D-FLOW and
Delft3D-WAVE modules were used in conjunction with the Simulating WAves
Nearshore (SWAN) wave model to model the wave forcing. Model setup and cali-
brations were conducted using local tidal stations water level measurements. Current
speeds were validated using ADCP (Acoustic Doppler Current Profiler) data from
February 16th, 2017 [3]. Coupled model was run for two scenarios (with and without
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Fig. 1 Project location

the training berm), with a run duration of approximately 14 days each. The input for
the modelling was based on existing operational conditions as a first identification of
the removal consequences. The berm removal scenario includes a 1.1 km long berm
removal, keeping the south end of the berm in place. Operational conditions include
one typical storm and an average winter river discharge.

3 Metocean Input

A metocean assessment was conducted prior to determining the model input. The
calculation of the sea state at the Squamish estuary requires a reliable estimate of
the overwater winds, especially within the upper (north) reaches of Howe Sound.
Wind datameasured from three stationswere analysed: SquamishAirport (10476F0),
Squamish Wind Sports (SWS), and Pam Rocks (10459NN). The wind speeds at the
Squamish Airport station are consistently lower when compared to Pam Rocks or
the SWS station, mainly because the station is in-land. Even though the Squamish
Airport wind data is the longest measured time series, it was not considered as a
reliable source. Winds measured at the SWS station are predominantly from the
southwest and higher, compared to Pam Rocks.

The tidal conditions are based on the water level height information for the Point
Atkinson reference port (Station ID 7795). Storm surge influences were input to
the model based on the measured residual water level data at Point Atkinson. Local
storm surge effects, resulting of inflow and convergence effects in Howe Sound
and Squamish Harbour, were estimated by comparing water levels measurements
between the Point Atkinson and the new tidal station in the Lower Estuary.

River discharge was defined based on the available period of measured discharge
fromWater Survey of Canada at Squamish River station (08GA022). The associated
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sediment flux at the upstream boundary was estimated based on the river flow—
suspended sediment rating curve defined by [1] for this station.

4 Numerical Modelling

The modelling for this study was conducted in 2D mode (depth-averaged) using
Cartesian grid co-ordinates.

The model was developed using a triple-nested configuration to account for the
complexity of the area. The coarse model has a resolution of 100× 100m and covers
Howe Sound. The wave climate and tidal induced currents were included in the 20
× 20 m nested model for the Squamish Estuary. The Squamish Estuary 20 × 20 m
model in turn provides boundary condition to a fine resolution 5× 5 m model of the
study area.

The model was initially validated by comparing the water level at the Lower
Estuary Station and results from the 5 × 5 m grid model. The currents were vali-
dated using the current speed measurements during ebb tide on February 16th. Limi-
tations for calibration/validation are that the wind and water level inputs are hourly,
discharge is daily, and currents were measured for less than one hour. The compar-
ison concluded that the project circulation model provided a reasonable description
of currents at the site.

5 Results and Discussion

The model results for the currents during existing and removal scenarios are
presented, at the peak of a storm - on February 1st, 2010 at 10:00 AM, in Figs. 2 and
3. The cumulative sedimentation/erosion patterns are presented in Fig. 3 at the end
of 14 days of model simulation.

Fig. 2 Currents (m/s) at the peakof themodelled storm-existing scenario (left) and removal scenario
(right)
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Fig. 3 Significant wave height on February 1st 10 AM (during Storm)-existing scenario (left) and
removal scenario (right)

5.1 Currents

Removal of the berm results in higher currents at the east side of the existing berm
footprint (S7) while the currents at the west side of the berm (S4) reduce from
0.8 m/s for the Existing scenario to 0.2 m/s for the Removal scenario (Fig. 2). The
currents also diverge from the existing channel towards the Squamish Terminals and
wrap around the remainingWindsports island. This results in stronger currents at the
Squamish Terminal berth (approximately 0.4 m/s). Current in the remainder of the
estuary essentially remain the same as the existing scenario.

5.2 Wave Field

There is no significant change in the sea state in the area between the existing and
removal scenarios except on the east side of the berm (S7). Thewave height increased
from 0.5 m/s in the existing scenario to 0.7 m/s in the Removal scenario. This is a
predictable change since the training berm is providing shelter Fig. 3: Significant
wave height on February 1st 10 AM (during Storm) -Existing Scenario (left) and
Removal Scenario (right).

for the immediate area. The removal of the berm allows the waves to propagate
into the central channel and results in larger waves at the upper section of the channel
adjacent to the berm (Fig. 3).

5.3 Sedimentation

For the removal scenario, the model shows overflowing of the removed berm foot-
print and subsequent sedimentation from the Squamish River, into the upper central
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Fig. 4 Sedimentation/Erosion at the end of the simulation -Existing Scenario (left) and Removal
Scenario (right)

channel area, sedimentation near the berm footprint on both sides and over the top of
the removed berm (Fig. 4). No significant sedimentation/erosion took place around
other points of interest including the existing channel, the Squamish Terminal or the
perimeter of the estuary on the east side adjacent to the District of Squamish.

6 Conclusion

The objective of this study was to investigate the effect of the removal on the sedi-
mentation processes in the area and provide a comparative assessment between the
existing situation and the preferred berm removal scenario. The results suggest that
the removal scenario could result in higher currents and waves in the vicinity of the
upper central channel and the Squamish Terminal area. The removal scenario also
allows currents and waves to carry sediments from the Squamish River into the upper
central channel area and around and over the top of the remaining removed berm
footprint surface.

This study presents the likely impacts of training berm removal on existing
operational conditions. It represents a typical storm event and average winter river
discharge. It is recommended that a sediment transport analysis to evaluate long
term effects of severe storms or severe river discharges is undertaken prior to final
design of any implementation process. It is also likely that further optimization of the
Removal scenario could be considered, such as different lengths of berm removal.

The study purposefully did not assess differences during future sea level rise
due to the complexity of defining future decisions regarding the fate of the training
berm, Squamish Terminals and the many features running parallel to the District of
Squamish lands on the east side of the estuary.



244 N. Asadollahi et al.

References

1. Clarke JEH (2016) First wide-angle view of channelized turbidity currents linksmigrating cyclic
steps to flow characteristics. Nat Commun 7(1):1–13

2. Hickin EJ (1989) Contemporary Squamish River sediment flux to Howe Sound, British
Columbia. Can J Earth Sci 26(10):1953–1963

3. Tetra Tech (2017) Squamish terminals hydrodynamic and sediment Transport modelling



Scenarios to Valorize Treated Spent Pot
Lining in Cement and Concrete

N. Camara and C. Ouellet-Plamondon

1 Introduction

Cement and concrete are the most widely used materials in the construction sector
and its production poses environmental and economic problems. Because of their
large-scale uses, their production leads to significant emissions of greenhouse gases
like CO2, dust, particles [8] and mercury [10]. In addition global warming, there
is also the local shortage of non-renewable resources, energy consumption [3] and
water use [6]. To date, the demand for cement and concrete continues to increase so it
would be important to implement strategies to limit their impact on the environment
in order to reduce greenhouse gas (GHG) emissions [5]. Thus, to limit these prob-
lems, researchers have thought about the use of supplementary cementitiousmaterials
(SCMs) which will reduce the emissions of GHG. Among the supplementary cemen-
titious materials, this paper considers treated spent pot lining (SPL), which is a waste
of primary aluminum production. SPL is a hazardous material, which when mixed
with cement has inert properties similar to quartz with a retarding effect below 7 days
and a high alkali content [2]. However, Rio Tinto developed an industrial solution
to remove hazardous properties of SPL and to produce industrial and valuable by-
products [1]. Using the process called Low-Caustic Leaching and Liming (LCL&L),
Rio Tinto’s plant can produce from the refractory portion of the SPL, an inert material
referred to internally as LCLL ash. This inert material is composed of 60–70% SiO2

and Al2O3 and can be used as a rawmaterial for clinker in the manufacture of cement
when LCLL ash is calcinated at 1450 °C Fig. 1. Recent R&D projects conducted at
ETS have shown that LCLL ash can be considered as a cementitious admixture in
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Fig. 1 Cement production with as raw material treated spent pot lining calcined at 1050 °C

concrete production if calcined at a temperature of 1050 °C. These calcined LCLL
ash showed reaction properties similar to those of a calcined clay but no delay in
hydration or expansion [2].

The objective of this research is to evaluate the potential to valorize the LCLL ash,
by-product of the SPL treatment, in cement and in concrete. In order to evaluate the
environmental impact, a life cycle analysis of this material will be conducted from
cradle to grave and cradle to gate, depending on the valorization scenarios.

2 Valorization Scenario and Environmental Assessment

The first step is to define the analysis system and its limits. The materials used in this
research are treated used tank linings, cement and concrete. The analysis is carried
out from cradle to grave and gate to gate. The cradle to grave in LCA is the whole life
of the material, until its end of life [11], so from the extraction of the raw materials
to the production of the materials to be used, from the distribution to the landfill or
recycling of the materials already used. The cradle-to-gate is an approach that has
four-step process: the definition of goal and scope, the inventory analysis, the impact
analysis and the interpretation [11]. On the other hand, the gate to gate only takes
into account a single process in the entire production chain, so it concerns the entire
production cycle of the product [9].

2.1 LCA to Assess the Environmental Impacts

The studies are defined according to the ISO 14040 and 14,044 standards by deter-
mining the inputs and outputs of the different material flows [4]. The raw material
for this step comes from Rio Tinto SPL treatment plant, Usine de Traitement de
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Fig. 2 Use of treated spent pot lining in cement and concrete’s productions

la Brasque (UTB). Figure 2 shows the defined system with three different options.
Option 1 concerns “cradle-to-grave” production where the treated SPL is sent to
landfill and to know the CO2’s gain. Option 2 describes the second “cradle to grave”
scenario where treated SPL is used as a raw material by a cement plant at 1450 °C to
produce cement. Option 3 focuses on the “cradle to gate” scenario where the treated
SPL is pre-calcined at 1050 °C to be used as a SCM to produce concrete.

2.2 Data Sources

The majority of the information sources come from the Ecoinvent database 3.10.1,
which has made it possible to find disaggregated processes of the reference and
elementary flows of each product. This database made it possible to obtain data on
cement and concrete components more precisely in Quebec-Canada. The missing
data was found on the Internet through articles and sites dedicated to construction
materials, for example, electricity consumption for the manufacture of cement and
concrete, for their transportation and for their burial. Data on electricity for munic-
ipal waste treatment was also found in the literature. The chemical compositions of
LCLLash and calcined LCLLash are from the recent R&D projects conducted at
ETS obtained by X-ray fluorescence bed fusion (XRF) [7].
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2.3 Expected Results

The results will be calculated at the midpoint and damage level using the IMPACT
2002 + method as this model is one of the most widely used models in LCA anal-
ysis. Due to the ability to obtain data,midpoint categories including non-carcinogens,
respiratory inorganics, respiratory organics, aquatic ecotoxicity, terrestrial ecotox-
icity, terrestrial acidification/nitrification, aquatic acidification, aquatic eutrophica-
tion, global warming, and non-renewable energy, as well as human health, ecosystem
quality, resource depletion, and climate change parameters will be selected in this
study. In addition, normalization will be applied in this study to analyze the respec-
tive share of each median impact to the total impacts as well as to compare the
median impacts with each other. The analysis will allow to know the environmental
impacts generated by the treated pot lined products, cements and concretes on the
one hand, but also the CO2 gains obtained by using the treated pot lined products as
raw material in the manufacturing of construction materials.

3 Expected Benefits and Industrial Impact

From a sustainable development perspective, this project will bring to light on the
benefits of using treated spent pot lining in the production of cement and concrete,
in a perspective of a circular economy. It will also contribute to the Aluminium
stewardship commitment of the industry.
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Deterioration Prediction Model
Development and Analysis for Alberta’s
Provincial Highway Road Network’s
Pavement Condition

Foad Esmaeili, Mostafa Fadaeefath Abadi, and Fuzhan Nasiri

1 Introduction

The road network should provide a reliable platform for motorists to transport prod-
ucts and goods every day within the local, provincial, and national markets [1]. This
feature highlights the importance of road and highway networks for society. As an
essential factor related to the Pavement Management System (PMS), deterioration
significantly impacts the infrastructure’s performance. One of the essential elements
of PMS is performance deterioration modelling [2, 3]. Hence, a trustworthy and
accurate degradation and deterioration model needs to be obtained and applied to
plan an appropriate network maintenance schedule. In addition, these maintenance
plans have to be updated so that the desired targets considering cost optimization
and other important factors could be addressed and achieved [4].

Valuable information and an overview of the road or highway network pave-
ment condition could be provided by deterioration models. However, in individual
pavement sections, the performance could not be understood well by these models
[5]. There are many reasons which could cause road pavements to deteriorate. Some
factors such as loads of traffic, the structure of pavement, type of surface or subgrade,
environmental issues, and the level of maintenance impact pavement deterioration
[2, 3].

Road agencies aim at providing a high service level for road networks by
performing maintenance and rehabilitation works. In this regard, access to accu-
rate deterioration information of the road segments, and on that basis, developing
a proper prediction modelling method is essential to ensure the required level of
service. Various details containing pavement condition information are gathered by
the road agencies or the Transportation Departments, forming pavement condition
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datasets. However, these datasets may have high variance due to uncertainties in
data collection, understating the road distress parameter and variables for specific
segments [5].

This study’s main objective is to investigate various deterioration models based
on the literature and previous research works focusing on Artificial Neural Network
(ANN) and regression models. A case study dataset of a highway network is then
adopted to implement and compare these models and their performance concerning
accurate predictions for the network pavement deterioration.

According to this paper’s structure, in Sect. 2, an overview of previous research
works and recent literature on different deterioration prediction models is discussed,
and some of the critical applied models are presented. Section 3 provides informa-
tion about the case study used in this research and details the dataset variables and
attributes. A detailed data analysis has also been presented in this section. The types
of models (ANN and regression) applied in this study to predict the IRI for the road
network are presented in Sect. 4. The obtained results of IRI prediction are exposed
and discussed in Sect. 5, and finally, Sect. 6 presents the conclusions.

2 Literature Review

Several studies have been conducted towards pavement deterioration modelling to
predict road or highway pavements’ future performance. Researchers use various
methods and models to perform the prediction and obtain the results for further
analysis. In this section, some of the most recent developments in this research
area are presented. A prediction model has been developed to predict IRI following
the structural parameters of the pavement. Structural number, asphalt layer thick-
ness, subgrade strength, and environmental conditions are the parameters that were
considered in this study. Empirical mechanistic and regressive empirical models
are combined in the study to develop the IRI deterioration model. The researchers
compared the obtained results and the measurements of road segments regarding
different climate zones, and the results were obtained. According to the comparison
results, most of the predicted and measured IRI data had a proper match, and their
deviation was in the measurement error range [2].

A study on pavement condition prediction has been conducted by applying the
Artificial Neural Network (ANN) method. The study’s objective was to forecast
several variables and parameters for Low Volume Roads (LVR) such as cracking,
ravelling, rutting and roughness in India. In their research work, different ANN
models were trained with various architectures. These models were tested to find
the most suitable and optimized model. Their research demonstrated the accuracy of
the applied ANN models in predicting cracking, ravelling, rut depth, and roughness
parameters for the LVR network in India. The results are beneficial for maintenance
planning and management [6].

Scholars have conducted model development to predict the Pavement Condition
Index (PCI). First, the parameters were calibrated regarding the pavement features
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related to its structure. These factors were the structural number of the pavement,
the thickness of the asphalt layer, strength of subgrade and the environmental state.
Then, a proper match and correlation were achieved by comparing the measured and
predicted variables based on the results. Therefore, the developed model could be
applied for PMS [3].

In another research, the pavement condition data has been obtained, and an investi-
gation is performed to study and analyze the relationship between IRI and pavement
damage parameters such as cracking, rutting, and ravelling. Based on the results,
some factors like cracking and ravelling had a significant relationship with IRI [7].

3 Case Study

To study pavement performance, there are several measures and parameters to
consider. The most important ones are permanent deformation (rutting), fatigue
cracking (both bottom-up and top-down), thermal cracking and smoothness (Inter-
national roughness index, IRI) [8].

To develop an accurate and reliable deterioration prediction model for road pave-
ments, themodel’s aspects and applied dataset shouldmeet some requirements. First,
accurate data and measurements are needed as well as extended values and data
points. Second, some essential attributes and variables related to the pavement perfor-
mance level, such as traffic volume and axle load distribution and historical envi-
ronmental parameters, climate, construction, and maintenance details, should be
available. Finally, the applied deterioration prediction model should be acceptable
and developed according to suitable standard engineering policies. In addition, the
model should be easily adjusted to local engineering knowledge and historical data
[3].

In this study, a dataset with sufficient data points has been selected to apply the
relevant deterioration models for future condition prediction and perform training,
testing and validating the results. In the following subsections, more information
about the case study has been provided.

3.1 Dataset

The dataset selected for the case study has been obtained fromAlberta’s Government
(Infrastructure andTransportation). This dataset is created and published byAlberta’s
TransportationMinistry and contains the annual International Roughness Index (IRI)
and Rut Data parameters for provincial highways and other information collected in
several years. The complete dataset can be found on the Alberta Government website
(https://www.alberta.ca/international-roughness-index-and-rut-data.aspx). The IRI
units are shown in mm/m, and Rut units are in mm. The pavement roughness and rut

https://www.alberta.ca/international-roughness-index-and-rut-data.aspx
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depth parameters are measured and then summarized in 50 m segments within the
lane that the measure was taken [9, 10].

The roughness of roads has been measured and applied as a sole measurement
to categorize the overall physical condition. As mentioned, the average IRI value is
measured for each 50 m segment of the Alberta highway network. Then, it has been
averaged again for each one-kilometre section to provide a condition assessment. By
having this information, the highway’s quality has been carefully evaluated to support
better traffic movement. Moreover, by planning proper maintenance or rehabilitation
strategies, the Total Life Cycle Cost (LCC) of Alberta’s highway network will be
decreased, and the network’s quality will be improved.

Although the dataset for some years had more than 30 attributes (variables), to
have a more consistent dataset with the same data attributes for each year, the dataset
was cleaned, and a portion of the whole dataset from years 2016 to 2018 has been
chosen for this research. This dataset consists of 27 attributes for 1,048,576 assets
(road segments). Among the attributes, 15 of them are selected for evaluation and
modelling. The details of some main attributes are provided in the next section.

The maintenance and expansion of the provincial highway network are essential
for Alberta Transportation as the leading responsible organization [1]. Therefore,
this research aims to provide a deterioration model that could enhance maintenance
scheduling and future road construction plans.

3.2 Data Dictionary (Attributes)

Alberta Transportation [11] has provided details and descriptions of each attribute
in this dataset in their portal. As mentioned in the previous section, 15 attributes
are selected for modelling, which were common for the years 2016 to 2018. The
categorical data attributes are Road_No, Control_Section, Roadway_Code, Lane
Type, Lane_Code, HR Rut DL, Vehicle ID. The Numerical Data attributes are listed
below with their description.

• From_km_DMI and To_km_DMI (Numerical Data): The starting point or the
endpoint of the corresponding road/highway segment.

• IRI_Inside and IRI_Outside (Numerical Data): The smoothness and comfort indi-
cator measured for the inside (i.e. left) or outside (i.e. right) wheel paths of the
lane of each road/highway segment.

• Avg_Rut_Inside and Avg_Rut_Outside (Numerical Data): The average rut for the
inside (i.e. left) or outside (i.e. right) wheel paths of the lane of each road/highway
segment which is calculated from continuous transverse profiles from the 3D
sensors for every interval (50 m).

• Max_Rut_Inside andMax_Rut_Outside (Numerical Data): The deepest rut which
is measured for the inside (i.e. left) or outside (i.e. right) wheel paths of the lane
within each interval (50 m).
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Thewheel paths considered in the dataset aremore precisely defined in accordance
with AASHTO R85-18 designation, which is 1.0 m wide and centred 0.875 m from
the centreline of the lane [11]. The “Lane Type”, “HR Rut DL” and “Vehicle ID”
attributes have not been considered in the final dataset and modelling process.

3.3 Data Analysis

A correlation matrix was first created with Python to present correlation coeffi-
cients between dataset attributes and variables in the data analysis process. Python
is an interpreted, high-end programming language and areas of its application are
numerous. In this study, Python and its data science libraries are used to perform anal-
ysis. In this matrix, the correlation between the two variables is shown in each cell.
The correlationmatrix is applied to evaluate the strength of the relationships between
features and is considered as an input and a diagnostic tool for further and advanced
data analysis [12]. It also assists in understanding the correlation among all attributes
to select the most suitable variable for prediction modelling. The correlation matrix
for Alberta’s highway pavement is presented in Fig. 1.

In the second step of the dataset analysis, the k-means clustering technique is
performed in Python. This technique could assist in creating a group of abstract
objects that are clustered into categories of similar objects.When themodel is applied
to thewhole datasetwith no clustering, only one set of results is achieved.By applying

Fig. 1 Correlation matrix for the case study’s dataset
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the k-means clustering technique, the predictive model runs on different k clusters
within the dataset; thus, the predictions for each cluster could become more or less
accurate compared to the prediction dataset. If the accuracy of the results increases,
this technique could be advantageous when a new data point is added. Once it is
added to the whole dataset, its cluster will be identified, and then, the new data point
is entered into its corresponding model, which could provide more accurate and
better results.

Then, the Principal ComponentAnalysis (PCA) has been conducted. This analysis
is done to exclude the mutual impact of the evaluation. This method is also applied in
other research works in civil engineering, including a study on Styrene–Butadiene–
Styrene (SBS) block polymers modified asphalt. The research was performed to
evaluate the ageing behaviour, including the pre and post ageing process of asphalt
containing different SBS contents [13, 14].

To obtain insight regarding the distribution of dataset, the cluster analysis is
considered in this research as a tool for evaluating each Cluster’s features and spec-
ifications. As a principle step in an unsupervised algorithm and cluster analysis, the
optimized number of dataset clusters should be evaluated. As a popular technique,
the Elbow Method has been used in this study to obtain the optimal best value of k
in the k-means clustering technique [15]. the Elbow Method is applied by Python’s
Scikit-learn library and it is concluded that the optimum number of clusters for the
case study’s dataset is 3 (Fig. 2).

When three principal components are considered regarding the PCA process, the
variance results on non-standardized clustering are [0.765, 0.180, 0.037], and the
variance results based on standardized clustering are [0.560, 0.138, 0.104]. Thus,
the optimized number of clusters based on the Elbow method is three. The non-
standardized clusters for three clusters in the case study’s dataset are shown in Fig. 3,
and the standardized clusters are presented in Fig. 4.

According to the PCA analysis results and further analysis, it is observed that the
summation of variance numbers for three standardized clustering (0.560 + 0.137 +
0.104) hardly represents 80%of the total dataset. But for non-standardized clustering,

Fig. 2 Optimal number of
clusters
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Fig. 3 Non-standardized
clusters diagram with 2
principle components

Fig. 4 Standardized clusters
with 2 principle components

the variance results for two clusters (0.764+ 0.179) represent more than 94% and for
three clusters (0.764+ 0.179+ 0.037) represent more than 98% of the total dataset.
Therefore, non-standardized clustering is considered and selected as the appropriate
option in this study.

The dataset has been divided into two different parts for training and testing
purposes. As a general rule of thumb [16], the ratio of the training set to the testing
set is set to four. Thus, one part of the dataset containing 80% of the data is used
for network training, and the remaining 20% of the dataset is used for testing the
network. Table 1 illustrates the variance results for the training set considering both
non-standardized and standardized clustering. It should be noted that the objective

Table 1 Four highest
variance variables for the
training set

Variance of components for training set with four Components

Non-standardized clustering Standardized clustering

[0.765, 0.179, 0.037, 0.012] [0.560, 0.137, 0.104, 0.087]
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is to perform the prediction of pavement parameters based on numeric values and
attributes. Table 1 consists of four components to show the trend of variance decrease
after threemain components.After the threemain components, the variancedecreases
dramatically. In addition, the three main components have 98 percent and 80 percent
of the total variance for non-standardized and standardized clustering, respectively.
Therefore, some non-numerical variables such as Control Section, Roadway Code,
Lane Type, Lane Code, etc., are eliminated from the dataset in the data analysis
process.

3.4 Pavement Condition Parameters

In this section, the two main parameters (IRI and Rut) of the pavement condition
(measured and available in the data) are elaborated.

The International Roughness Index (IRI) is an important factor for determining
the performance of pavements. It has become a worldwide standard. It is a highly
used pavement index to measure the roughness of the pavement [2]. TheWorld Bank
conducted the International Roughness Experiment not to be dependent on the longi-
tudinal profilemeasurement device. The development of the International Roughness
Index (IRI) was completed in 1982. Many road administrations and departments
employ it as a valid and helpful index for measuring riding quality and helps to
identify maintenance and rehabilitation tasks [17].

Rutting (rut depth) is the depression (lower levels of some pavement parts
compared to surrounding areas) in pavements. The visibility of ruts will be more
if they are filled with water after rain. Two main categories of rutting occur in the
pavement. There two types are mix and subgrade rutting. In mix rutting, because of
issues with the mix or compaction design, the depression will happen in the wheel
path, but rutting does not occur for the subgrade. In subgrade rutting, the loading
issues will cause exposed wheel path depressions in the road subgrade [18].

According to research works and analyzing the results, the values of rutting and
IRI have a positive relationship with each other. However, there is uncertainty about
the linear relationship between these two parameters. For example, a study conducted
by M. Mubaraki shows a correlation coefficient of 0.464 between IRI and rutting
density. Hence, based on correlation and regression coefficients studies, the research
concludes that IRI does not represent rutting which could not be considered a ride-
quality type of distress [7].



Deterioration Prediction Model Development and Analysis for Alberta’s … 259

4 Methodology

Generally, the definition of a pavement performance prediction model is “a mathe-
matical description of the expected value that a pavement attribute will take during
a specified period of analysis”. According to the research background and litera-
ture, the main categories of performance prediction models regarding their basis are
Empirical (variables such as deflection, accumulated traffic loads, pavement age are
usually analyzed with regression models), Mechanistic—empirical (subgrade strain,
pavement layer stresses and strains etc. are analyzed and other calibrated models
with determined coefficients could be usedby regression analysis) andSubjective (are
experience-based and some parameters such as serviceability loss are estimated using
Markovian transition process models, Bayesian models etc.) [8]. In other studies
conducted by scholars, deterioration models are divided into deterministic and prob-
abilistic models. According to the pavement management guide of ASSHTO stan-
dard, these models could be categorized into deterministic, probabilistic, Bayesian
and subjective (expert-based) models [2].

In the present study, different ANN and regression models have been considered
and applied to predict pavement condition data. In this research, three regression
models, which are Polynomial Regression, Support Vector Regression (SVR) or
Support Vector Machine (SVM) and Random Forest Regression (RFR), have been
applied for the prediction model.

The Polynomial Regression suits any dataset size and works appropriately on
non-linear applications. However, the right polynomial degree selection is required
to obtain a good bias/variance trade-off. SVM or SVR has the advantage of quickly
adapting and working correctly on non-linear applications. But the feature scaling
should be applied for this method, and the model is hard to understand and not well-
known. RFR provides high power and accuracy and performs well on most problems
(especially non-linear applications). However, it has some negative points, such as
not being interpretable and having the over lifting issue. Also, the number of trees
should be selected in the RFR model [19].

4.1 Model Development

Road agencies and organizations apply deterministic models when they have histor-
ical pavement condition datasets or enough survey information to identify statistically
significant pavement deterioration trends. To develop these models, regression anal-
ysis is performed. First, an establishment between twoormore variables is conducted.
Because the relationship between the dependent variable (the predicted one) and the
independent ones is not exact, applying the least square regression technique could
be one of the best methods to obtain the statistical fit of the data [17].
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4.2 Artificial Neural Network (ANN)

The application of ANN models has been increased recently due to its benefits for
solving complex problems having intensive recourses. In an ANN model, a mathe-
matical simulation of biological nervous systems is applied to process the collected
information. These systems are used to perform the prediction process of data and
to achieve the prediction outputs. To recognize the pattern, the process needs an
appropriate training method [6].

In this research, ANN models with different architectures are used to predict one
of the pavement condition parameters (IRI) based on other available data in thewhole
dataset. It should be noted that ANN architectures are selected based on trial and
error with engineering judgment. The chosen ANN architectures are the final models
used to predict the considered parameter. Two types of transfer functions are selected
and used to train the ANN models. The Linear and ReLU (Rectified Linear Unit)
Activation Functions are the ones used for different layers of the ANN models in
this study.

ANN models are applied for the case study to validate the suitable model, which
performs better to predict the “IRI_Inside” parameter. The trained ANN models are
used to predict the “IRI_Inside” parameter based on the following variable avail-
able in the case study’s dataset: IRI_Outside, Avg_Rut_Inside, Avg_Rut_Outside,
Max_Rut_Inside, Max_Rut_Outside and HR_RUT_DL. In the final step of ANN
model implementation, the R2 Score and the Root Mean Square Error (RMSE)
factors are calculated between the observed and predicted data for the case study
to find the recommended ANN model. The results of applying ANN models are
shown in Sect. 5.

4.3 Regression

Different regression models discussed earlier have been considered in this research
to predict the case study’s pavement condition parameters. Regarding the dataset’s
characteristics and size, the results show that the Random Forest Regression (RFR)
model has the highest performance; therefore, it is selected as the primary predictive
model for the case study’s dataset. The RFR model results demonstrated the most
accurate results for predicting the highway network’s IRI parameter based on other
variables in the dataset because this model captured the underlying patterns of the
dataset better than other predictive models. It is noteworthily that because of the high
memory required and the time needed for computing, applying the SVR or SVM
model for this dataset was considered costly, and thus, the model was only used for
one Cluster of the dataset and not for the whole dataset. Also, in the clustering mode,
the Multiple Linear Regression (MLR) model was applied for all clusters of C1, C2
and C3 in the present study. These regression models are used to the “IRI_Inside”
parameter based on the same variables mentioned for the ANN method. The results
are shown in the next section.
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5 Results and Discussion

IRI prediction results by applying ANN on the whole dataset for the model having 4
principle components and the one with no principle component are shown in Table
2. It should be noted that the standardization process is applied to the components
to investigate how the prediction accuracy changes in comparison with the situation
when the raw dataset is fed to the algorithms.

In the next part, in addition to the leading 13 attributes, two variables of
“To_Vehicle_Speed”, as an additional variable representing the minimum and
maximumvehicle speed numbers, are also considered, and theANNmodel is applied.
The details and results are presented in Table 3.

In the next part of ANN modelling, the clusters of C1, C2 and C3 are created
within the whole dataset, and the results are obtained based on these three clusters.
Table 4 illustrates the ANN model results for all three clusters.

Table 2 ANN model results for IRI_Inside prediction

Number of
components (PCA)

Root mean square
error (RMSE)

R2 score Activation Function Root mean square
error (RMSE)

Four components 0.253 0.587 Linear Yes

Four components 0.186 0.696 ReLU Yes

All components 0.192 0.685 Linear Yes

0.177 0.711 ReLU Yes

0.193 0.685 Linear No

0.178 0.709 ReLU No

Table 3 ANN results for IRI_Inside prediction considering “From/To Vehicle_Speed” (all compo-
nents)

Root mean square error (RMSE) R2 score Activation functions for different
layers

Standardized

0.173 0.717 ReLU for all layers No

0.173 0.718 Linear and ReLU No

Table 4 ANN model results for IRI_Inside prediction for C1, C2 and C3 clusters

Cluster Root mean square error (RMSE) R2 Score Activation functions for different
layers

C1 0.083 0.754 Linear and ReLU

C1 0.082 0.757 ReLU for all layers

C2 0.662 0.503 Linear and ReLU

C3 0.242 0.646 Linear and ReLU
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According to the results of running ANN models, the one having both
Linear and ReLU activation functions and considering additional variables of
“From_Vehicle_Speed” and “To_Vehicle_Speed” show minimum RMSE and
maximum R2 Score, which are most suitable results in all ANN models. If the two
addental variables are not considered, the model having all components (attributes)
and using both Linear and ReLU activation functions and standardized data has the
best results. When the dataset is classified based on clusters, the ANN model for the
C1 Cluster and having ReLU for all layers had the best results (minimum RMSE and
maximum R2). In the first stage of regression modelling, the RFR model is applied
to the whole dataset (no data clustering) to predict the IRI parameter. The obtained
results are presented in Table 5.

The next stage of regression modelling contains applying regression models on
three clusters of the dataset. Different regression models are tested for each Cluster
of the dataset, and the acceptable results are presented. In addition to RFR as the
primary regressionmodel in this study, theMultiple Linear Regression (MLR) is also
used for all three clusters. Also, only for the C2 Cluster, the SVM regression model
was successfully applied, and results were achieved. Table 6 shows the prediction
results of the IRI_Inside parameter obtained by applyingMLR and SVMmodels and
for C1, C2 and C3 clusters.

Based on the acceptable results of the MLR model (Table 6), it can be concluded
that if a new observation is made and a new data point from the C1 Cluster is entered
into the dataset, the prediction for the new data can be conducted by applying MLR
method to reduce the computing costs. This approach assists decision-makers and
maintenance planners in applying an efficient method for prediction. Table 7 presents
the Random Forest Regression (RFR) model results for C1, C2 and C3 clusters.

Table 5 Random Forest Regression (RFR) model results for IRI_Inside prediction

Cluster Root mean square error (RMSE) R2 score Cluster RMSE R2 score

1 0.349 0.430 5 0.227 0.630

2 0.272 0.556 6 0.222 0.637

3 0.247 0.597 7 0.218 0.644

4 0.234 0.617 8 0.215 0.648

Table 6 Results of IRI_Inside prediction for C1, C2 and C3 clusters

Cluster Model type Root mean square error (RMSE) R2 score

C1 MLR 0.083 0.754

C2 MLR 0.721 0.458

C2 SVM (radial basis function) 0.688 0.484

C3 MLR 0.253 0.630
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Table 7 Random Forest Regression (RFR) model results for IRI_Inside prediction

No. of decision tree C2 cluster C2 cluster C3 cluster

RMSE R2 score RMSE R2 score RMSE R2 score

1 0.143 0.576 1.407 0.054 0.526 0.232

2 0.122 0.638 1.055 0.208 0.405 0.407

3 0.116 0.655 0.925 0.306 0.364 0.467

4 0.112 0.669 0.864 0.352 0.345 0.496

5 0.109 0.676 0.825 0.381 0.335 0.510

6 0.107 0.682 0.802 0.398 0.325 0.524

7 0.105 0.689 0.783 0.412 0.321 0.531

8 0.104 0.692 0.773 0.420 0.316 0.538

9 0.103 0.695 0.765 0.425 0.313 0.542

10 0.102 0.696 0.760 0.429 0.310 0.547

11 0.102 0.697 0.756 0.433 0.307 0.551

12 0.102 0.697 0.751 0.436 0.304 0.555

6 Conclusions

In this research, efforts have been taken to run different models for predicting the
pavement condition of a highway network. The results demonstrated that among
ANN models, the one having two additional variables and the other ANN model
for the C1 Cluster exposed the best outputs in RMSE and R2. Regarding the regres-
sion models, the MLR model for the C1 Cluster exposed the minimum RMSE and
maximumR2. Thismodel is also suggested for similar datasets to perform the predic-
tion of IRI. In terms of practical implications, the results of this research could be
a valuable resource for regions with similar road network characteristics. Finally,
to achieve an accurate prediction of IRI in road and highway networks, the recom-
mended prediction models could be used by practitioners such as road agencies, road
pavement assessors and maintenance planners to calculate the deterioration time and
conduct better recourse and budget allocation and capital planning. Therefore, this
research’s outputs could assist them in establishing more accurate road and highway
maintenance planning.
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Comparison of the Seismic Performance
of Steel Moment-Resisting Frames
and Moment-Resisting Knee Braced
Frames

Mahdi Mokhtari, Abrar Islam, and Ali Imanpour

1 Frame Design

A five-storey office building with perimeter seismic force-resisting systems (SFRSs)
that is located in Vancouver, British Columbia, Canada was selected in this study.
The building is located on site class C. The plan of the building shown in Fig. 1
consists of five 9 m-long bays in the N-S direction and seven 9 m-long bays in the
E-W direction. The height of the first storey and upper storeys are equal to 4.3 m and
4 m, respectively. The outermost bays of the exterior walls only carry gravity loads,
while the rest of the bays are equipped with either MRFs or MRKBFs to resist lateral
loads. The SFRS in the E-W direction is studied herein. Both MRFs or MRKBFs
were designed in accordance with the National Building Code of Canada [7] and
the Canadian Steel Design Standard [1]. In the first design, ductile MRF system was
used to resist the lateral loads while MRKBF system was implemented in the second
design.

1.1 Moment-Resisting Frame

The seismic performance of the MRF provides a baseline for comparison with the
MRKBF. Beams and columns were selected from wide-flange sections conforming
to ASTM A992 material with a yield strength of 345 MPa. It was assumed that
plastic hinging occurs at the beams ends and the base of the first-storey column.
Column splices were placed at the middle of the third storey. Reduced beam section
(RBS) beam-to-column moment connections were utilized to ensure plastic hinging
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Fig. 1 Plan view of the selected building and loading information

Table 1 Summary of
selected members for MRF

Storey Beam Interior column Exterior column

5 W530X82 W610X195 W610X155

4 W610X101 W610X195 W610X155

3 W690X140 W610X217 W610X217

2 W690X170 W610X217 W610X217

1 W690X170 W610X217 W610X217

away from the face of the columns. Maximum allowable flange width cuts were
used for the RBS since the NBCC drift requirement (i.e., 2.5%) governed member
selection. Doubler plates were used as required at the column panel zones to increase
shear resistance with the plate edges fillet welded to the column. Table 1 provides the
selectedmembers for theMRF. As shown, deepW610 column sections were selected
to satisfy drift requirements as they offer larger flexural stiffness compared to sizes
with square cross sections at similar weight. Deep column sections also contribute
to minimizing the need for doubler plates, thus resulting in lower fabrication costs.

1.2 Moment-Resisting Knee Braced Frame

Figure 2 depicts the newMRKBF, which is composed of identical beam and column
modules. Each beam module consists of a wide-flange section shop-welded to end
plates at both ends. Covering up to three storeys, each column module comprises
a wide-flange section to which beam stubs and knee braces are connected. Column
modules also include shop-welded double-angles at every floor level to frame into the
perpendicular gravity beams on site. As shown, beam stub-to-column as well as knee
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Fig. 2 Moment-resisting knee braced frame (First three storeys shown)

brace-to-beam/column connections are shop-welded simple connections. The beam
modules are field-bolted to the column modules through stubs using shop-welded
end plates, creating rigid beam-to-stub connections. The end-plate connection to
stubs and intermediate beam segments are fabricated using partial-joint-penetration
(PJP) groove welds reinforced by fillet welds. Moreover, haunch plates are welded
to both ends of the intermediate beam segments in order to keep the plastic hinges
away from the beam-to-brace connections.

The yielding mechanism of the MRKBF consists of flexural yielding of interme-
diate beam segments near the beam-to-stub connections and flexural plastic hinging
at the base of the first-storey columns. Due to the similarity between the yielding
mechanismof both frames, the seismic design parameters of ductileMRFs prescribed
byNBCC 2015were utilized to design theMRKBF in this study. Future performance
evaluation studies should confirm this assumption. The braced length ratio (Lc/L)
and the brace angle were considered 0.2 and 45˚, respectively [3]. Similar to the
MRF, the member selection was governed by the NBCC drift requirements. The
selected members for the MRKBF are summarized in Table 2. Wide-flange beams,
beam stubs and columns confirming to ASTM A992 were selected, while the knee
braces were made of ASTM A1085 Hollow Structural Sections (HSS).
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Table 2 Summary of selected members for MRKBF

Storey Beam Beam sub Knee brace Interior
column

Exterior
column

5 W410X46.1 W410X67 HSS114.3X114.3X4.76 W610X125 W460X113

4 W610X82 W610X113 HSS152.4X152.4X9.52 W610X125 W460X113

3 W610X92 W610X140 HSS152.4X152.4X12.7 W610X217 W460X235

2 W610X92 W610X140 HSS152.4X152.4X12.7 W610X217 W460X235

1 W610X92 W610X140 HSS152.4X152.4X12.7 W610X217 W460X235

2 Results and Discussions

Nonlinear static and dynamic analyses were carried out to assess and compare the
seismic performanceof the designed frames. For the purpose of nonlinear timehistory
analysis, 33 groundmotions consisting of three suites of 11 records representing three
different sources of seismicity expected in the region, i.e. shallow crustal, subduction
intraslab and subduction interface, were selected and scaled to match on average the
design response spectrum for the selected site as per the NBCC 2015 guidelines.
The numerical models of the frames were developed in the OpenSees program [6].
To capture the effects of strength and stiffness deterioration, concentrated plasticity
approach using the backbone curve parameters proposed by [4, 5] was implemented
in the numerical models. The beam-to-column joint panel zones of the MRF were
created using the parallelogram model proposed by [2]. A classical damping matrix
was reproduced using the Rayleigh damping approach with a critical damping ratio
of ζ = 2.0% in the first and second modes of vibration. Mass-proportional damping
was assigned to the nodes at column centrelines with point masses and stiffness-
proportional term was assigned to elastic elements as recommended by [8]. To simu-
late member instability, nonlinear force-based elements were used to model the knee
braces of the MRKBF.

The MRKBF offers a lighter structure compared to the MRF, leading to 7.35%
reduction (49.77 tonnes vs. 53.72 tonnes) in steel tonnage excluding connections
and reinforcing plates. The fundamental periods of the MRF and MRKBF were
obtained as 1.83 and 1.70 s, respectively, suggesting that the MRKBF is slightly
stiffer than the MRF. Figure 3a depicts the base shear versus roof drift curves for
both frames. The elastic lateral stiffness of the MRKBF was 18% higher compared
to the MRF. Moreover, the ultimate strength of the MRKBF was larger than that of
the MRF by 17%, as shown in Fig. 3a. Figure 3b shows the envelope of the peak
inter-storey drift ratios under the selected ground motions for the MRF andMRKBF.
As shown, the peak drift ratios are always smaller in the MRKBF, except for the roof
level. Although the seismic evaluation results prove the structural robustness of the
proposed MRKBF system over conventional MRFs, additional connections, such as
the shear tab and knee brace-to-beam/column connections, and fabrication costs can
adversely affect the cost-efficiency of MRKBFs.
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Fig. 3 Nonlinear analysis results: a Base Shear—Roof Drift curves from pushover analysis and b
Maximum inter-storey drift profiles from dynamic analysis

3 Conclusions

A comparative study was carried out on the seismic performance of conventional
Moment-Resisting Frames (MRFs) and an innovative modular steel lateral load-
resisting system called Moment-Resisting Knee Braced Frame (MRKBF). A 5-story
office building located in Vancouver, B.C. was designed once using MRFs and
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then using MRKBFs according to the NBCC 2015 and CSA S16-19 guidelines.
Detailed numerical models accounting for geometrical and material nonlinearities
were developed for both frames. Nonlinear static and dynamic analyses proved the
robustness and superiority of the seismic and structural performance of MRKBFs
over MRFs. Additionally, the designed MRKBF was lighter in terms of the steel
tonnage compared to the MRF. However, the costs associated with the fabrication
of modules and additional connections in the MRKBF can lead to a lower level of
cost-efficiency in the MRKBFs.
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A Canadian First: Developing a Climate
Change Action Plan for Engineers
and Geoscientists BC

Charling C. Li, Harshan Radhakrishnan, and Malcolm L. Shield

1 Introduction

In March 2021, Engineers and Geoscientists of British Columbia launched its first
Climate Change Action Plan (CCAP) to guide its response to our changing climate.
The development of the CCAP is a first in Canada for an engineering and geoscience
regulator and is consistent with the regulatory body’s guiding principle to act first and
foremost in the public interest and to proactively plan for the future [8]. Engineers and
Geoscientists BC undertook a wide-ranging engagement process to garner insights
and opinions from its membership as well as a broader set of stakeholders to create a
plan that meets the needs of its registrants in incorporating climate considerations in
their professional practice. The challenge of the CCAPwas to determine which types
of climate actions are appropriate, effective, fitting within the regulatory mandate of
Engineers and Geoscientists BC, to bring an appropriate organizational focus to the
topic and to enable the regulatory body to dynamically respond to climate change.

This paper shares the process that the regulatory body and its consultant team
took to develop the CCAP, which began in early 2019 and was approved and adopted
unanimously by Engineers and Geoscientists BC’s Council.
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1.1 Climate Change and Professional Practice

Internationally and within Canada, there is a growing recognition that the earth’s
climate is changing at an unprecedented rate due to the emission of greenhouse
gases resulting from human activity, and that recent historic climate trends are no
longer a good indicator of the climate’s future state. The Intergovernmental Panel
on Climate Change (IPCC) made clear that warming of 1.5 °C or more increases the
risks associated with long-lasting or irreversible changes to the earth’s climate and
ecosystems (IPCC 12). Recent Federal research indicates that Canada is warming at
twice the global average rate; the impacts of which are already being felt and which
are anticipated to increase in severity by mid-century (NRCan 2019). In British
Columbia, independent research suggests that by 2050 most regions will experience
hotter, drier summers; an increased intensity and frequency of precipitation and
extreme events; warmer winters with lower snowpack; and longer growing seasons
[10]. Such physical changes are already starting to have profound effects on the
social, natural and built systems within which engineers and geoscientists hold many
inherent responsibilities.

Although it is still possible to limit global average temperature rise to less than
1.5 °C (IPCC 2018), rapid and far-reaching transitions to land, energy, industry,
buildings, transportation and cities will be necessary to achieve this target. Engineers
and geoscientist need to respond to current climate change impacts and actively
plan for the impacts that can be reasonably anticipated based on the latest climate
science, traditional and cultural knowledge, while working to reduce the emission
of greenhouse gases. In seeking to respond to climate change consistently, using a
risk lens to understand the physical impacts and business or technology implications
of reducing greenhouse gas emissions can be highly instructive. Such an approach
aligns with the code of ethics for engineering and geoscience professionals, the first
tenet of which is to “hold paramount the safety, health, and welfare of the public,
including the protection of the environment and the promotion of health and safety
in the workplace”.

1.2 Engineers and Geoscientists BC’s Regulatory Framework

Engineers and Geoscientists BC is the regulatory body for the engineering and
geoscience professions and was established under the Province’s Engineers and
Geoscientists Act. In February 2021, Engineers and Geoscientists BC transitioned to
operating under the new Professional Governance Act (PGA), a consolidated frame-
work that sets consistent governance standards for British Columbia’s self-regulated
professions and introduces new regulatory tools, processes, and requirements. The
PGAalso provided a clear directive for the regulatory body to “…serve andprotect the
public interest with respect to the exercise of the profession, professional governance,
and the conduct of registrants in the registrants’ regulated practice, and to exercise
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its power and discharge its responsibilities in the public interest” (S. 22.1 [11]). The
regulatory body also has the responsibility to “…promote and enhance…the ability
of its registrants to respond and adapt to changes in practice environments, advances
in technology and other emerging issues” (S.22.2.k.iii [11]).

In 2019, the pending new legislative framework and the code of ethics illumi-
nated the need for Engineers and Geoscientists BC to develop the CCAP in order
to understand how to better support its registrants that serves the public interest and
protects the environment. The development of the CCAP and its related engagement
activities was the opportunity for the regulatory body to clearly identify its role as
a regulator of professionals who have significant roles and responsibilities in the
design, construction and maintenance of physical systems, development processes
and decisions that are affected by a rapidly changing climate.

2 Development of the Climate Change Action Plan

2.1 Leading Up to the CCAP

Within Engineers and Geoscientists BC there had been a growing interest in under-
standing how to support registrants in responding to climate change. The regula-
tory body has led and supported many initiatives to advance its ability to address
climate change in engineering and geoscience practice, including funding dedi-
cated staff resources, developing practice guidelines on adapting to climate change
and reducing greenhouse gas emissions, establishing a Climate Change Informa-
tion Portal, engaging standard-setting bodies, and improving continuing education
offerings related to climate change. Since 2012, Engineers and Geoscientists BC has
also had a dedicated Climate Change Advisory Group (CCAG), a group of volun-
teers with cross-sector expertise to advise Engineers and Geoscientists BC. In 2017,
the regulatory body released an on-line survey to all members in good standing
to gauge their awareness of climate change and how professional practice should
respond. The survey garnered a response rate amongst the regulatory body’s highest
for any survey and made clear that registrants understood the need to act on climate
change, were unsure how to, and were seeking guidance from the regulatory body
to integrate climate considerations into their work. At the 2018 Annual General
Meeting, a general motion was brought forward to Council to consider undertaking
and putting the necessary resources into the development of a comprehensive action
plan that would provide direction on the roles and duties of registrants in addressing
the changing climate. This motion catalyzed the process to develop the CCAP.
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2.2 Plan Development and Engagement Process

Engineers and Geoscientists BC began by undertaking a desktop review to identify
public-facing strategic climate plans for engineering and professional organizations.
The review was extensive, although not exhaustive, touching mostly on English-
language material from Europe, North America, and Australia. No outward-facing,
strategic climate plans for engineering regulatory bodies were found, although many
organizations were acting to meet their responsibilities in various ways. Most of the
actions centered on knowledge dissemination and clear articulations on the need to
consider climate change impacts in their respective fields; there was significantly
less information on how the organizations themselves, or their membership, could
act on climate change. Without any similar plans from peer regulatory bodies to
reference or emulate, Engineers and Geoscientists BC tailored an engagement and
development process to meet its unique organizational and regulatory needs.

The following objectives were identified in order to guide engagement with
stakeholders internal and external to the regulatory body:

• Raise awareness about the potential impacts of climate change as they relate to
the professional practice of engineering and geoscience;

• Increase registrants’ awareness of the regulatory body’s existing resources on
climate change;

• Identify the issues, challenges, and opportunities experienced by registrants with
respect to addressing climate change in professional practice; and

• Identify areas of practice that can contribute to climate change adaptation and
mitigation.

An initial discussion paper was released to frame the conversation around the
climate related challenges that registrants saw in their professional practice. The
discussion paper laid out climate actions that the regulatory body was already taking
alongside proposed new actions, and requested feedback as well as suggestions for
other actions. The external engagement process began in late 2019 and included
a presentation at the 2020 Annual Conference, a town-hall-style webinar, a series
of focus groups with stakeholders in key disciplines and business sectors, and one-
on-one interviews with subject matter experts in policy, academia, and professional
practice. Written responses to the discussion paper were solicited from all regis-
trants and stakeholders from February to June 2020. Internal engagement included
workshops and presentations to Engineers and Geoscientists BC’s leadership team
and staff, and its volunteers within the Sustainability Advisory Group, the Climate
Change Advisory Group, and the specifically formed Climate Change Action Plan
Steering Group (‘the Steering Group’).
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2.3 What We Heard

The external engagement process provided valuable insight into registrants’ and
stakeholders’ experience of how climate change is affecting their work. In general,
there was broad support for the regulatory body to strengthen its position on climate
change in order to have practical effect. Only a few respondents felt that it should
play a smaller role in climate action. Respondents identified the challenge of varying
levels of awareness and knowledge around climate change in professional prac-
tice, as many registrants were unclear on how climate change impacted professional
liability and their duty to uphold the safety and protection of the public and the envi-
ronment. Registrants identified how climate impacts and related challenges differed
across sectors and areas of practice and looked to Engineers and Geoscientists BC to
provide more specific and actionable guidance. Registrants highlighted the need for
the regulatory body to continue to foster collaboration with stakeholders across the
public and private sectors and across disciplines to keep registrants up-to-date with
climate-related policies, technology, science, and practice. Registrants were aware
that many codes and standards are based on historical climate data and are becoming
outdated in a rapidly changing climate. They were unsure of how to account for
future climate risks in the meantime, as codes and standards can take a long time to
be updated and released. Increased training and resources on identifying, commu-
nicating, and mitigating climate risk were highlighted as an important strategy for
helping registrants manage professional liability concerns stemming from to climate
change.

2.4 Developing Goals and Action Areas

The engagement process led Engineers and Geoscientists BC to establish twin goals
to holistically address climate change in professional practice, committing it to:

• Support the effective assessment and management of climate risk in the practice
of professional engineering and geoscience in British Columbia (‘the adaptation
goal’); and

• Support registrants to develop and implement solutions to reduce greenhouse gas
emissions (‘the mitigation goal’).

A few respondents and stakeholders felt that the role of engineers and geoscien-
tists was better suited to focus solely on the adaptation goal, while some felt that
the mitigation goal was outside regulatory body’s reach and mandate because emis-
sions reduction goals and targets are dictated by public policy. Other participants,
however, wanted Engineers and Geoscientists BC to encourage more aggressive
climate mitigation efforts to advance global sustainability objectives. Engineers and
Geoscientists BC’s position on mitigation and the role of engineers and geoscientists
is clear. In its 2016 position paper, Engineers and Geoscientists BC accepts there is
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“strong evidence that human activities, in particular activities that emit greenhouse
gases, are contributing to global climate change…[and that]…registrants have the
potential to influence greenhouse gas emissions through their professional activities,
and are expected to consider the impact of their work on the climate” (EGBC 2016).
This position, coupledwith strong evidence of the negative impacts of climate change
to human and natural systems (IPCC 2018), culminated in the decision to hold the
mitigation and adaptation goals on equal footing as twin goals in the CCAP.

With the two goals identified Engineers and Geoscientists BC’s consultant team
drafted key thematic areas through which to consider and evaluate the candidate
actions solicited through the external engagement. These four themes also serve as
objectives to advance climate goals that the regulatory body will pursue through the
CCAP, as they align with the regulatory mandate that Engineers and Geoscientists
BC has under the Professional Governance Act:

• Leadership and Collaboration: Lead the engineering and geoscience professions’
response to climate change inBC and collaboratewith others to leverage resources
and enhance impact.

• Registration and Competency: Update the registration process for professional
engineers and geoscientists to incorporate climate change competencies.

• Education and Knowledge Sharing: Build registrants’ knowledge of and capacity
to consider climate change in their professional practice.

• Practice Resources: Provide registrants with practical and relevant practice
resources to help them deliver appropriate responses to a changing climate and
reduce greenhouse gas emissions.

2.5 Developing the Actions

The input from the external engagement process, as well as additional insight from
the volunteer committees, staff, and consultant teams had yielded a comprehensive
list ofmore than 70 candidate actions for consideration. Thesewere initially screened
to see if they fit within, or were close to, Engineers and Geoscientists BC’s regulatory
mandate. Those that were too far outside the mandate were screened out. A theory
of change wireframe was developed to ensure the selected actions would support
either one of the CCAP’s twin goals and achieve its objectives as identified by the
four thematic areas (see Fig. 1).

The remaining candidate actions were scored by the volunteer Steering Group and
staff for their effectiveness in achieving the regulatory body’s climate goals, and by
the staff team for the anticipated level of effort to execute the action. The combined
score (which deliberately had no weighting) gave an overall rating for each action.
This rating was not determinative; its purpose was to structure conversations at the
Steering Group as they reviewed and shortlisted actions for further development. The
shortlisted actions were further refined by Engineers and Geoscientists BC’s staff,
the consultant team and the Steering Group, to a consolidated, andmoremanageable,
set of 10 actions included in the CCAP (see Fig. 1).
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Fig. 1 Goals, Objectives and Actions of the Climate Change Action Plan, Engineers andd
Geoscientists BC, 2021c. Note “GHG” greenhouse gas “CC” climate change
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Implementing the CCAPwill build on Engineers and Geoscientists BC’s previous
work in this space. Staff are making plans to track, evaluate and report on Engineers
and Geoscientists BC’s progress in delivering these actions to gauge success. The
regulatory body will continue to assess progress towards the goals in the CCAP
by engaging regularly with registrants to ensure they are receiving adequate support
and will evaluate progress on an annual basis. The Action Plan will be reviewed and
updated in three years.

3 Conclusion

Through the development of theCCAP,we heard that taking action on climate change
presented both challenges and opportunities for the engineering and geoscience
professions. While engineers and geoscientists are only a small group of actors
considering the broad scope of climate change and thewide-ranging societal response
that is necessary, we can play significant roles in advancing positive change and
manage climate risk through our professional practice. No single profession or orga-
nization alone can make sense of, let alone mitigate, the multitude of risks posed by
a rapidly changing climate. Interdisciplinary collaboration with professions working
across all orders of government, academia, industry, and beyond can help engineers
and geoscientists identify and manage such risks and meaningfully contribute to
avoiding the worst effects of climate change.

The development of this plan has helped Engineers and Geoscientists BC iden-
tify new actions and build on existing practices to support registrants in fulfilling
their professional responsibilities and meet the requirements of clients and owners
to consider climate change. The CCAP’s robust engagement and thorough develop-
ment process helped Engineers and Geoscientists BC determine how to carry out its
mandate to serve and protect the public interest as a regulatory body in responding
to climate change. The Plan and development process is an example that other orga-
nizations may reference in their own activities to integrate climate change risk into
their business, organizational or legislated objectives.
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Structural Defects Classification
and Detection Using Convolutional
Neural Network (CNN): A Review

P. Arafin and A. H. M. M. Billah

1 Introduction

With increasing amount of assets and business competition, owners and property
managers are now more concerned with assessing the condition of their assets more
efficiently to improve business performance and quality of work effectively to main-
tain their assets in operable condition [19]. In light of abrupt changes in our climate
and natural disaster pattern, currently structures are in need of more frequent inspec-
tion and remediation plan.As a result, clients aremore indulgent towards time-saving,
effective, and economical solutions [1, 20, 28]. However, in the conventional inspec-
tion method, engineers physically perform a detailed condition assessment of the
structure and prepare the final assessment on a remediation plan and, cost-estimation
based on their experience. Unlike the traditional methods, computer-vision analysis
offers a comprehensive solution that include detection, diagnosis and projection of
the structural defects as well as remaining service life estimation [3]. Consequently,
in Structural Health Monitoring system deep-learning models have become the most
attractive approach showing significantly accurate performance [11, 29].

Surface defects, for instance- crack, surface deterioration, spalling, moisture
damage, corrosion, are the most intimidating conditions that reflect the performance,
durability, and soundness of the structure. To avoid the conventional human-based
surface defects identification, various image processing techniques (IPTs) are devel-
oped. For instance, some of these IPTs are able to identify [8], and measure the width
and localization of the cracks [17]. Despite being effective in detecting some specific
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image patterns, the overall accuracy of IPTs are not quiet appraisable.Different preva-
lent conditions such as, light, shadows, and rusty and rough surfaces can affect the
images collected from a damaged concrete structure [16]. To overcome these short-
comings, Deep-learningwas considered to be a great computer visionmodel to detect
and classify the defect types from a vast set of labeled data. In recent years, a popular
class of Deep-Learning methods known as Convolutional neural networks (CNNs),
have been considered to be a strong candidate for damage detection due to their
accuracy and ability in automatic feature extraction [22]. Later on, CNN was used
by Gao and Mosalam [9]—for Multiple building systems and components damage
classification, Kucuksubasia and Sorgucb [14]—for RC buildings cracks classifica-
tion, where the performance evaluation was done based on confusion matrix and
accuracy, respectively [23]. Over the last decade, significant advancement in artifi-
cial intelligence and IPTs have found their way in structural inspection and condition
assessment. This paper aims to provide a summary of recent applications of CNN in
structural damage detection with the following objectives:

1. To review the frontier CNN-based defect classification, detection process and
workingwith pre-buildCNNarchitecturemodels. The first segment summarizes
the data preparation process, input methods, layers, parameters, and the classi-
fication output, and the second section outlines the advantages and performance
criteria for pre-build CNN architecture models.

2. To study and summarize the existing CNN-based literature focusing on the
structural defects classification and identification, address the significance and
limitations of existing literature and identify the future scopes of CNN-based
structural condition assessment.

2 Brief Description of CNN

2.1 How Convolutional Neural Network Works

Convolutional Neural Network (ConvNet/CNN) is a deep learning algorithm in
Machine Learning (ML), which takes images as an input, learns the distinct features
of an input image with training and validation through learnable parameters and
hyper-parameters, and as an output classifies the images one from the other (Fig. 1).

2.2 General Process of Data Preparation and Data Input
Method

Pre-labeled defect images are collected from various sources, including investigation
reports, and image database, such as- ImageNet, DEEDS. The datasets are then
divided into a Training set, Validation set, and Testing set for each type of defect,
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Fig. 1 Schematic diagram of basic CNN architecture

depending on the original size of the dataset and the number of hyper-parameters
to train. Even though the original images can have different resolutions, the images
are modified into lower resolution with RGB (Red–Green–Blue) channels (Fig. 2),
and a close-cut image of defects is cropped out from the original image. When the
network is trained on relatively small images, it can scan any desired feature quiet
accurately larger than the designed size, but not vice-versa [7].

In data preparation, it is crucial to have an extensive amount of images as the
performance of the CNN model tremendously depends on the size of the dataset,
otherwise data augmentation-an artificial technique to create new datasets from
existing datasets, can be an ultimate solution to optimize the model performance.
Different techniques are typically employed for image manipulation, for instance-
flips, zooms, shifts, crop, translations, brightness adjustment, rotations, resizing,
and with a minor alteration to the existing dataset, neural network considers the
manipulated image as a distinct image.

Depending on the image resolution, computers see the image as an assemblage of
pixels such as—h x w x d, where h=Height, w=Width, d=Dimension of Channel
(RGB channel) (Fig. 2). To reduce the computational time, CNN classifier transfers
every Image from RGB channels to the grayscale level as the color feature is not an
essential filter (Flah et al. 2020).

Fig. 2 Data input style
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2.3 Layers of CNN Model

The CNN model consist of—(a) input layer, (b) hidden layer—(b.1) convolutional
layer, (b.2) pooling layer, (b.3) fully connected layer, (c) classification layer (Fig. 3).
In convolutional layer ‘filter’ are used to extract certain feature from an input image.
To explain- filter is a prespecified matrix which moves across the image in a conse-
quent way and multiplied with the input value which enhances the output in a certain
preferable manner. Filters are updated based on the best feature output with each
forward-pass and backpropagation.

With each upcoming layer in deep neural network two problems are faced—(a)
the image size shrinks, and (b) the pixels at edge side of the image are less used than
the middle potion of pixels. So, technically a lot of informaton of the edge side is
getting missed and to solve this Padding is introduced, which simply indicates to add
layers containing value of “0” in both direction of the input matrix to keep the output
size same as the input size. Padding, P = f −1

2 , where f indicates the size of the filter.
After the convolutional layer, pooling layer extraxts the specific feature of an image
and helps with three things—(a) by having less spatial information, it helps to gain
computation performance (Down sampling), (b) Less spatial information also means
less parameters, which minimizes the chances of over-fit model, and (c) translation
invariance can be gained. The most common type of pooling techniques are—(a)
Max Pooling—Calculate the maximum value for each patch of the feature map, (b)
Average Pooling—Calculate the average value for each patch on the feature map.
Later on the fully connected layer works simply as a feed-forward neural networks.
Fully connected (FC) input layer takes the 3D output of the previous convolutional
layers or pooling layers, “flattens” them, and turns them into a single vector that
can be an input for the next stage. When an input data is multiplied with its weight,
the output data is verified through an activation function. The activation function
works as a limit function, which sets a range to determine if the output data is within
the limit. Each layer of the Convolutional Neural Network follows the g (Wx + b)
formulation, where x = input, W = weight, b = bias, g = activation function. The
working principle of CNN is summarized in Fig. 4.

At the output layer, which is also called a classification layer typically considers a
SOFTMAXactivation function (amulti-classifier neural network),where a standanrd
exponential fucntion of each element is devided by the sum of all the exponentials
and the output is defined as a probability value for each of the classification labels
which the network is trying to predict.

Fig. 3 Some examples of pre-defined filters
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Fig. 4 Flow chart of CNN work procedure

During the trailing process at the end of each forward-pass and back-pass, which
is called an epoch, the loss will be calculated using the network’s output predictions
and the true labels for the respective input.

Loss/Error = (model’s prediction—(true label). Loss function optimizes the
models’ hyper-parameters ((weight, bias, learning rate).

2.4 Detection, Localization and Segmentation in CNN

In CNN, image classification labels the images based on a specific feature of an
image and localization helps to identify the location of a single feature in an image.
Some Object Localization algorithms such as—Sliding Window algorithm, YOLO
(You Only Look Once), CAM (Class Activation Mapping), which works by putting
a rectangular bounding box to show the existent defect area. Whereas the localiza-
tion algorithm identifies a single object, object detection process identifies multiple
objects present in an image. Image segmentation works as dividing an image into
segments to focus only at the segments with certain features and to avoid processing
the entire image at once (Fig. 5). U-NET, a profound segmentation method works in
two steps-feature extraction and unsampling operations, also known as the encoder-
decoder structure. U-NET is an end-to-end fully convolutional network, which can
work with any sizes of images.

 (a)         (b)                (c) 

Fig. 5 a Classification and locatization b Object detection c Segmentation process of an image
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3 Descriptions of Pre-build CNN Model

A pre-build or pre-trained model represents a fully trained filters, weights and bias
features of a certain dataset and these learned features are often transferred to a
different dataset to initialize the model, which is time-saving and beneficial for
the modeller to easily identify the required features. This is introduced as Transfer
Learning in CNN. In transfer learning, the pre-build model is adjusted to newmodel,
for instance- the number of nodes in the input and output layers are adjusted to
perform a similar task which is called fine tuning of the model.

AlexNetwas one of the first deep learningCNN to achieve a considerable accuracy
of 84.7%, consisting of five conv layers, three FC layer and ReLu (Rectified Liner
Unit) as activation layer. Later on VGGNet was introduced to improve the training
time while reducing the parameters of the conv layers, where each conv block is
followed by a pooling layer [2]. In deep learning going deeper does not always
results in more accuracy but in most of the cases the accuracy decreases by adding
more layers to the network. To mitigate this vanishing gradient problem, ResNet
architecture is introduced with the concept of skip connection to add the output
from an earlier layer to a later layer. In CNN architecture Inception model is one
of the latest upgradation, working with the concept of Inception layer, which is a
combination of a block of parallel convolutional layers with multiple sized filters,
a max pooling layer and as the output of the module the result is concatenated
(Fig. 6). Till today Inception model is being considered a very simple but powerful
architectural unit to learn both the same sized and different sized filters in parallel
manner. Over the timeline different type of CNN architectures are built to improve
the model performance, and a general timeline of introduction of CNN architectures
are showed in Fig. 7.

Conv Layer 
3x3

Conv Layer 
5x5

Conv Layer 
1x1

Filter 
Concatenation 

Previous Layer

Conv Layer 
1x1

Conv Layer 
1x1

Conv Layer 
1x1

Max Pooling
3x3

Fig. 6 Schematic diagram of inception layer
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Fig. 7 CNN architechture
over a timeline

4 Review of Prior Studies on Structural Defect
Classification and Detection Using CNN

CNN, a sub-branch of deep learning has captured the focus of the researchers, as its’
applications has successfully demonstrated the ability to classify and detect certain
features of an image quiet accurately.

In recent times, Yang et al. [25] trained a fully convolutional network based on pre-
build VGG-19 architecture to semantically identify and segment pixel-wise cracks
at different scales. The author used 800 images with 224× 224 pixels, where a split
of 80 and 20% of images were used to train and test the model respectively, and the
model performed an accuracy of 97.96%.

Yu et al. [27] utilized CNN to identify and localize the defects in a smart
building structure, equipped with smart control devices (Magnetorheological-MR
based device). In this study, the CNNmodels’ performance is evaluated based on the
damages due to external disturbance including vehicle loading and seismic loading,
and model has shown A remarkable identification accuracy compared to the conven-
tional signal processing methods and other Machine Learning methods. For data
preparation Fast Fourier transform (FFT) is used to transform the time-sequence
signals into frequency-domain features and a 2D feature matrix is designed as the
input for CNNmodel. Also they proposed a 10-layer CNNmodel including an input
layer, three convolutional layers and sub-sampling layer which are followed by two
fully connected and one output layer, where Leaky rectified linear unit (LeReLu)
and Cross entropy is considered as activation function and loss function respec-
tively. Using the Root-Mean-Square (RMS) error validation their proposed model
showed reasonable accuracy in predicting the damage severities and the location of
the damage in most cases, and found to assign low severity values for undamaged
section of the smart building.
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With the real-time images, collected with unmanned aerial system (wireless
data transmission system), Jiang and Zhang [10] applied CNN model- SSDLite-
MobileNetV2 to assess the crack condition of structures. The proposed model
SSDLite-MobileNetV2 was a combination of pre-build VGG-16 architecture based
SSD model (Single Shot Multi-Box Detector), and MobileNet. The authors took
1330 crack images as input with the size of 640X480 pixel and divided into 1030
training images and 300 testing images. The study compared the average precision of
the model with some other models and finally stated that the SSDLite-MobileNetV2
got the maximum average precision of 0.52.

Employing a Faster R-CNN build on the basic architecture of ResNet 101 [24]
developed an automatic efflorescence and spalling detection process for historic
masonry buildings. The orthophotos were taken from a certain area of the Palace
Museum wall in Beijing, China with the initial resolution of 57,780× 11,400 pixel,
whichwas resized into 500× 500 pixels. For,—input database 500 imageswere taken
where 400 images were used as training dataset and rest of the 100 images were used
for validation and testing dataset. They used a Faster R-CNN which starts with a
convolutional layer and max-pooling layer, followed by three building blocks of
conv layer, four building blocks of conv layer, twenty-three building blocks of conv
layer, three building blocks of conv-layer which finishes with an average-pooling
layer and a fully connected layer. The authors concluded that despite having some
minor errors the developedmodel was able to obtain substantial success in predicting
efflorescence and spalling.

For damage detection [6] accumulated images from hydro-junction infrastructure
and utilized transfer learning method with pre-build CNN architecture Inception-v3.
435 real-time high resolutions (7952 × 5304 pixels) images were split into patches
and prepared a dataset containing 18,605 images with 300 × 300 pixels each and a
split of 8:1:1 was used for training, validation and testing respectively. The authors
labelled the damages as- crack, spalling, seepage, rebar exposed and non-damage
class. The performance of the model was based on confusion matrix to predict the
damage types, accuracy, recall, precision and F-Score, and compared the value with
Support Vector Machine (SVM) method. This study achieved a 96.8% accuracy in
damage detection with the proposed method which is considerably higher than the
SVM.

An improved crack detection and recognition process with Batch Normalized
(BN) technique was adopted by [4] to detect crack on historical masonry buildings.
The dataset of 20,000 images was gathered from Middle East Technical University
Campus building and converted into 40,000 images the RGB pixels of 227 × 227.
This study gained an average accuracy of 99.71% using the improved crack detection
CNN model.

Ye et al. [26] proposed a fully convolutional network, Ci-Net for structural crack
detection in their study. This proposed Ci-Net, consisted seven convolution layers,
two max-pooling layers, two upsampling layers, six deconvolution layers, and a
softmax layer. The study collected dataset from CrackForest and TITS 2016 and
prepared 125,000 images with 80 × 80 pixels with a split of 70:30 for training and
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validation process, and rest 500 unused images were used for testing. This model
was able to achieve 93.6% accuracy at 40th epoch.

For defects at inaccessible area of concrete structures, Flah et al. [7], presented an
inspection model for damage classification, detection and segmentation. This study
prepared the dataset from real-time photoshoot and multiple database- SDNET2018,
ImageNet, google and Baidu images. This dataset contained 20,000 cracked images
and 20,000 undamaged surface images, and cropped into a resolution of 224 × 224
pixels from high-resolution of 4032× 3024 pixels. The CNNmodel was trained with
10,000 images (5000 cracked + 5000 non-cracked images) and a split of 60:20:20
for training, validation and testing. This study adopted three CNN classifier models
based on the different size of the input data size. They reported superior accuracy of
97.63% for training, 96.5% for validation and 96.17% for testing data.

To develop a deep-learning based automated inspection system of concrete struc-
tures, Kim et al. [13] adopted a three stage of image processing. In this study, the first
two stages consisted 2D convolutional neural networks for crack classification and
segmentation, and the final stage worked with a thinning and tracking algorithms to
define the crack length and width. The dataset of images was collected from [18],
with resolution of 4032 × 3024 pixels and resized into 227 × 227 pixels as input
images. For- crack detection the network was built on 12 convolutional layers, and
for segmentation work HiRes3DNet was adopted, consisting of 10 layers of convo-
lutional layers and one dense layer. For classification stage- 36,000 input images
are used for training and 4000 for testing, and the proposed model achieved the
verification accuracy of 99.98%. For segmentation network-1751 images are used
as training dataset and 249 images for evaluation, and the Intersection over Union
(IoU) evaluation function obtained 87% of accuracy. For crack measurement the
real-time crack length, minimum depth and maximum depth was quiet similar as the
algorithm-based measurement.

Kim and Cho [12] employed a Mask R-CNN model to detect concrete damage.
The model consisted of three stages- regional proposals, classification and segmen-
tation. A dataset of total 765 real-time defect images (i.e., crack, efflorescence, rebar
exposure and spalling) was taken from building and bridge structures. The authors
successfully obtained an average of 90.41% precision and 90.81% recall for local-
ization of defects, and 87.24% precision and 87.58% recall for segmentation of
defects.

A multiscale convolutional neural network infused with different levels of
semantic information to detect pavement crack damage, named as CrackSeg was
proposed by Song et al. [21]. CrackSag was built on the basis of pre-trained model
ResNet and a dilated network strategy. The pavement crack dataset was collected
from 14 cities in the Liaoning Province, China, composed of 4736, 1036 and 2416
of images for training, validation and testing, respectively. Comparing with other
CNN model, this study stated that the CrackSeg attained the high performance with
an overall accuracy of 98.79%, precision of 98%, Recall 97.85%, F-Score 97.92%
and mIoU 73.53%.

More recently, Dais et al. [5] utilized CNN and transfer learning for automatic
crack classification and segmentation on brick masonry surfaces. They developed
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an image dataset having 351 photos with cracks on the masonry surface and 118
images without any cracks. The dataset contained cracks of different shapes (i.e.
zigzag, straight lines and combinations), length, width, and backgrounds. They used
image patch classification for detecting cracks using transfer learning. The authors
employed eight different deep learning (DL) networks for pixel-level crack segmenta-
tion onmasonry surfaces. They foundMobileNet to be themost accurate DL network
with 95.3% accuracy. Similarly, Perez et al. [19] used pre-trained model (VGG-16,
ResNet 50 and Inception model) and transfer learning to detect defects, e.g., mould,
deterioration and stain. A dataset of 2622 images (1890 images as training dataset,
732 images as testing dataset)was used, and sliced into 224× 224 pixels as input size.
The study got a consistent overall accuracy of 87.50%, where 90%, 82%, 89% and
99% of images were classified correctly for mould, deterioration, stain and normal
images respectively. Table 1 shows the summary of CNN-based literature mentioned
in this study.

5 Limitations and Future Research Scope

With the introduction of Deep learning and studying the prior literatures, it is evident
that the structural health assessment sector has a great future scope with the current
limitations and major challenges, such as-

a. The datasets are very limited and mostly built on investigation reports, which
raises the necessity to build an enormous resource of real-time investigation
images. Also, the data preparation and data selection criteria are not centralized,
mostly depending on the individual researcher’s decision making capability,
which can severely affect the precision of the model accuracy. Such standard-
ization procedures should be addressed in future studies, including the expertise
knowledge on significant defect types and conditions. Moreover, environment-
related issues cannot be perfectly simulated via generalized numerical models;
therefore, larger datasets can only be formed by acquiring data from the real
world [3].

b. The defects type, significanctly vary considering the global structural context.
As a result, considering only a few types of defects can not be counted or
generalized as a performance evaluation assessment for any structure. Damage
detection works with computer-vision will need to extended in future research
work to classify and detect all types of defects in construction.

c. In all these research papers mentioned here, except for Kim et al. [13] a single
image contains only one type of defect, while in the real infrastructure, typically
multiple defects are prominently visible in a single area. Also, the images that
are used mostly have high resolution without any background noise (shadow,
extreme lightening, and orientation, etc.), which gives a significant research
scope to perform a CNN analysis taking account of the extreme condition while
achieving higher accuracy in training a model.
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Table 1 Summary of CNN-based literature

References Application CNN architecture Performance criteria

Yang et al. [25] Automatic pixel-level
crack detection

VGG-19 Accuracy, precision,
recall, F-score

Yu et al. [27] Damage identification
and localization

10-layer CNN model RMSE, SCC, AAD,
ESR

Jiang and Zhang
[10]

Crack condition of
structures

SSDLite-MobileNetV2 Accuracy, mIoU

Wang et al. [24] Concrete crack
detection

Faster R-NN based on
ResNet 101

Average precision,
mean average precision

Feng et al. [6] Damage detection at
hydro-junction
structures

Inceprion-v3 Accuracy, precision,
recall, F-score

Chen et al. [4] Crack detection and
recognition of historic
building

CNN model with Batch
Normalized technique

Accuracy

Ye et al. [26] Structural crack
detection

Ci-Net Accuracy, precision,
recall, F-score, IoU

Flah et al. [7] Concrete crack
detection,
segmentation, and
density evaluation

11-layer CNN model Accuracy,
quantification error

Kim et al. [13] Spalling detection for
historic masonry
structures

2D CNN model Evaluation accuracy,
intersection over union
(IoU)

Kim and Cho
[12]

Concrete damage
detection

Mask R-CNN—instance
segmentation, ResNet
101

Precision, recall

Song et al. [21] Pavement crack
detection

Multiscale
Convolutional model,
ResNet

Precision, Recall,
F-Score, mIoU

Dais et al. [5] Crack classification and
segmentation

VGG-16, ResNet34,
ResNet50,
DenseNet121,
DenseNet169,
InceptionV3,
MobileNet,
MobileNetV2

Accuracy, precision,
recall, F-score

Perez et al. [19] Dampness of building.
Criteria as—mould,
stain or deterioration

VGG-16, RseNet-50,
Inception

Accuracy
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6 Conclusions

In the last couple of decades, the construction industry has faced and overcome an
enormous amount of challenges regarding structural defects and damages with the
expertise of engineers and researchers, but still, this sector is lacking in collaboration
with the computer vision prospective. It is prevalent that with the rapid construc-
tion of gigantic structures, more environmental challenges and quality issues are
at stack, which makes structures more susceptible to damages and defects. While
identifying and decision making on solving these issues only by humans can be
time-consuming, labor-intensive, dangerous, and inefficient, deep learning-based
analysis, for instance, CNN can be the ultimate solution. With a long-term vision
towards creating a vast, open-source database on different structural defect types
can radically boost up the world-wide research works on condition assessment and
redemption plan for any type of structure. In conclusion, the research in the futurewill
concentrate on building an open-source standardized data source for civil structures,
implementing the CNN algorithms to analyze the actual condition of the structure,
and reducing the percentage of safety factors, making the construction sector more
economical.
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Nonlinear Buckling Analysis of Conical
Steel Tanks Considering Field-Measured
Imperfections—A Case Study

H. Zhang, A. M. El Ansary, and W. Zhou

1 Introduction

Steel tanks are widely used as containers of mass materials for industrial and civilian
use. For water storage tanks, they are usually fabricated into cylindrical and conical
shapes and located at a high elevation to provide pressure utilizing gravity. According
to the steel water tank design standards published by the American Water Works
Association (AWWA D100-11), loads from multiple sources are required to be
considered in the design process of elevated steel tanks. Linearly varying hydro-
static pressure exerts hoop tensile stresses and meridional compressive and bending
stresses on the wall. Superimposed roof load from additional structures on the top of
tanks contribute to meridional stresses. The state of stresses in a liquid filled conical
tankwall is shown in Fig. 1. Tankswith conical parts aremore prone to buckling at the
bottom part than the pure cylindrical ones since part of the meridional compression
stress is contributed by hydrostatic pressure, which reaches a maximum amplitude
at the base. Geometric imperfections formed during fabrication can have a nonneg-
ligible impact on the buckling capacity of tanks. An elevated conical water tank in
Seneffe, Belgium collapsed in 1972, initiated by buckling failure at the bottom. This
generated attentions on the buckling problem of imperfect hydrostatically loaded
steel tanks. After conducting experiments on hundreds of small-scale models, Ref.
[16] proposed a series of design equations as the remedy of insufficient considera-
tion of imperfections referenced later in The European Recommendations of Steel
Construction (ECCS, 1984 edition), where a critical axisymmetric imperfection in
the shape of sinusoidal waves was assumed along meridians.

Another incident happened in Fredericton, Canada in 1990, where a conical steel
tank collapsed after being filled with water for the first time. Reports were published
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Fig. 1 Membrane stress in
conical tank walls by Azabi
et al. [2]

soon after the incident [4, 13, 17]. It was found that few measurements had been
applied on geometric imperfections of the tank during fabrication nor the applied
standards (AWWAD100, 1984 edition) have involved design tolerance about imper-
fections. Based on the axisymmetric meridional imperfections suggested by [5, 16]
superimposed a circumferential wave on this assumption. El Damatty et al. [6] found
that an axisymmetric circumferential pattern also has a critical impact on the buckling
capacity of tanks. This imperfection was then introduced into a series of experiments
on conical tanks with finite element analysis (FEA), where they were modelled with
a sub-parametric triangular shell element. Similar studies have been carried out on
pure conical tanks [5], stiffened conical tanks [8] and combined conical tanks with a
cylindrical cap added at the top [11]. These assumed imperfections were also imple-
mented in a simplified design approach by [7] as an alternative to the complexmethod
in AWWA D100-05, standard which involves nonlinear analysis.

Compared to theoretical assumptions, few measurements and analyses have been
carried out on geometric imperfections extracted from existing tanks. Hornung et al.
[12] presented a series of investigation of cylindrical oil tanks. Geometric imperfec-
tions were measured from the inside surface, and the buckling test results showed
conservativeness that despite real amplitude exceeded the tolerance in European
codes (prENV1993-1–6 1999; prENV1993-4–2 1999), the capacity is much higher
than predictions from codes. Another important investigation was carried out by
Teng et al. [15] who studied the geometrical imperfections of a cylinder metal silo in
Australia. A set of measurements were extracted and decomposed with 2D Fourier
series. Results showed the relevance between imperfection wavelength and the panel
size.

The current paper reports a novel investigation on the buckling capacity of existing
liquid-filled steel conical tanks by considering in-situ measured geometric imperfec-
tions. A set of surface scan data of an imperfect combined conical tank is gathered
and processed. Shapes of global and local imperfections are extracted and compared
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Fig. 2 Geometry of the tank and stiffeners (elevation view)

with tolerances in design codes and assumed patterns reported in the literature. A
series of elastoplastic finite element analyses are carried out to obtain the impact of
measured imperfections on the tank buckling capacity. Furthermore, the measured
imperfections are then used to assess current geometric imperfection assumptions
available in design codes and the literature.

2 Tank Geometry and Imperfection Data

A stiffened liquid-filled steel conical tank has been considered as a case study. The
nominal geometry of the tank is shown in Fig. 2. This elevated water tank has been
in service for many years. It is combined with a conical part sitting on the concrete
shaft (not shown in Fig. 2) and a cylinder cap. A total of 48 stiffeners are distributed
evenly around the tank circumference at the lower section of the cone, where the
shell thickness t1 = 17.5 mm.

Imperfection was captured by a laser scan on the exterior surface of the tank
when it is empty. Since the conical part is the most critical component of the tank for
buckling failure, the cloud points of the conical vessel were extracted from the laser
scan data for further analyses. Figure 3 shows the cloud data of the conical vessel,
which contains 3,250,386 scan points in the Cartesian coordinate system. Data points
on the plane z = 0 m are aligned to the horizontal level of the cone bottom.

3 Imperfection Assumptions

An axisymmetric imperfection shape along the tankmeridians is proposed byVande-
pitte et al. [16],where the bucklingwavelengthLb can be calculated as shown inEq. 1.
The imperfection amplitude is classified by [16] into two different levels reflecting
the quality of tank construction. This amplitude, which is measured in a direction
perpendicular to the tank surface, is assigned two values equal to 0.8 and 2% of half
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Fig. 3 Plan and elevation view of cloud data

Fig. 4 Imperfection specification by a Vandepitte et al. [16] and b El Damatty et al. [8]

buckling wavelength, respectively (Fig. 4a).

Lb = 3.6
√
Rbt/cosv (1)

where Rb is the radius at the tank base; θv is the angle between tank wall and vertical
direction, and t is the thickness of the tank wall.

El Damatty et al. [8] specified a superimposed circumferential pattern on stiffened
tanks (Fig. 4b), where the wave number can be calculated as half of the total number
of evenly spaced longitudinal stiffeners N. The amplitude of the imperfection δ is
given by Eq. 2:

δ(s, θ) = δ0sin(2πs/Lb)cos(Nθ/2) (2)
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where δ0 is the maximum imperfection amplitude; s is the distance measured on a
generator of tank; Lb is the imperfection wavelength specified by Vandepitte et al.
[16] and θ is the angular coordinate measured from the center of circumference.

4 Data Processing

According to design standards AWWAD100-11 and EN 1993–1-6, geometric imper-
fections can be classified as global and local imperfections. Global imperfections are
usually defined as out-of-roundness (e.g. ovalization). Local imperfections include
eccentricities between steel panels and local dimples. In this study, a least-square
(LSQ) fitting approach is employed with an ellipse function, as shown in Eq. 3, and
illustrated in Fig. 5.

[
(x − x0)cosθ+(

y − y0
)
sinθ

]2
/A2 +

[(
y − y0

)
cosθ − (x − x0)sinθ

]2
/B2 = 1

(3)

where x0 and y0 are the coordinates of the centre of the ellipse; θ is the inclination
angle of ellipse, and A and B are the lengths of semi-axes of the ellipse.

Deviation of the center (x0, y0) and twisted ovalization effect (θ, A and B) in
the obtained results are considered as the global imperfections. The residual part is
considered as the local imperfections. Since the calculated imperfections are planar,

Fig. 5 Ellipse utilized in LSQ fitting
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they are converted into imperfections perpendicular to the 45° tank wall with an
approximation shown in Eq. 4. For demonstration purposes, part of the imperfections
along meridians and circumferences extracted from the laser scan data are shown in
Fig. 6.

Fig. 6 Extracted imperfection shapes
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δplanar =
√
2δperpendicular (4)

It is concluded from Fig. 6 that the amplitude of the circumferential imperfections
is small close to the base of the tank. Local imperfections become dominant at one
third of the height measured from the base, while global imperfections are dominant
at the top. By studying varies meridians, the amplitude of total imperfections does
not always show a larger amplitude than global or local components. At lower part,
global and local imperfections sometimes have opposite directions, which makes the
total imperfections have a smoother shape.

5 Finite Element Analysis of the Imperfect Tank

The studied tank ismodelled in commercial FEMsoftwareANSYS16.1 using a four-
node or three-node element SHELL181 element available in the ANSYS library. It
has 6 degrees of freedom at each node: Translations�x,�y and�z; Rotations θx, θy
and θz. Triangular shape is adopted to enable the mesh grading between coarse and
fine regions. A gist of the employment of SHELL181 element is its introduction of
the reduced integration technique [18] where the shear locking phenomenon can be
effectively avoided. The studied conical tank shown in Fig. 1 is examined with both
measured imperfections (Fig. 6) and assumptions recommended in the literature [8,
16]. The accuracy of this commercial FEM package is also verified by simulating
the tank located in Fredericton, Canada and comparing the results obtained from the
FEM analysis with those reported by Vandepitte et al. [17], which are part of their
investigation on the collapse incident of the Fredericton tank. Geometry of the tank
and illustration of the SHELL181 element are shown in Fig. 7a, b.

Table 1 shows the material properties of both tanks. Bilinear strain hardening
is applied in the studied conical tanks with isotropic hardening rule. The tangent
modulus is assumed as 3% of Young’s modulus [5]. No strain hardening is assumed
in the work by Vandepitte et al. (1992).

Fig. 7 Geometry of a SHELL181 element and b Fredericton tank (Symmetric)
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Table 1 Material properties
of tank models

Properties Fredericton tank Studied conical tank

Density (kg/m3) 7850 7850

Young’s modulus
(MPa)

2 × 105 2 × 105

Poisson’s ratio 0.3 0.3

Tensile yield
strength (MPa)

250 270

Compressive yield
strength (MPa)

250 270

Tangent modulus
(MPa)

– 6000

Reference [16] assumed that the top edge of Fredericton tank is free to move.
Translations of the lower edge are restrained. For the studied tank, the top rim is
welded to a steel plate to support roof structures. The bottom edge is restrained
to the top of concrete shaft. These physical constraints are simulated by boundary
conditions in the finite element model. Bottom edges of stiffeners and lower rim of
both tanks are simply supported where only rotations are allowed. Restrictions of
translation along x and y directions are applied on the top rim of the cylindrical part
of the studied tank.

Loads of both tanks are shown inTable 2. Thedesign hydrostatic load in the studied
tank is factored by multiplying water density as 1.25/0.9 × 1000 ≈ 1400 kg/m3. The
factors 1.25 and 0.9 are the partial safety factors for the dead load and reduction
factor for steel yield strength, respectively (NBCC 2015, AWWA D100-11). A line
load is assumed at the top rim of Fredericton tanks; the main part of line load due to
the roof structure and other part is the substitution of self-weight due to limitations
of simulation program utilized by Vandepitte et al. [17].

Table 3 shows the element size of the mesh determined from preliminary sensi-
tivity analysis. The solution reaches convergence by reaching the limit that the differ-
ence is within 0.5% when the mesh size decreases by 20%. The meshing process in
both tanks is controlled by the local minimum element size. A coarse mesh is used in
upper cylindrical part, and amore refinedmesh is used in the lower part of the conical

Table 2 Loading conditions
of tank models

Load parameters Fredericton tank Studied conical tank

Fluid density
(kg/m3)

1000 1400

Gravitational
acceleration (m/s2)

9.81 9.81

Elevation of free
surface (m)

Top of the tank 12.1

Self-weight Not included Included

Line pressure (N/m) 9.236 × 10–3 –
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Table 3 Determined local
minimum element size (m)

Section in the
model

Fredericton tank Studied conical tank

Cylindrical part 0.2 0.3

Top part of the cone 0.13 0.2

Bottom part of the
cone

0.07 0.15

Stiffeners – 0.15

Fig. 8 a Mesh grading in FEM model b Calculated Pcr value for each step in mesh sensitivity
analysis

vessel to yield towards more accurate prediction of the buckling capacity of the tank.
The generated mesh is shown in Fig. 8a. The critical load factor (Pcr) is collected
in the mesh sensitivity analysis to detect the convergence, where Pcr = 1 means a
tank capacity that can just withstand the load levels applied on the model. Results of
all steps are shown in Fig. 8b, where a convergence is shown by the variation of Pcr
value reaching a plateau.

For the Fredericton tank, the imperfection shape suggested by [16] are simu-
lated for verification. For the studied conical tank, the simplified imperfection
patterns suggested by [8] is introduced. Each tank is assigned with two classifi-
cations of imperfection amplitude: ‘good cone’ and ‘poor cone’. Additionally, the
studied tank with measured imperfections is also analyzed as a comparison. Three
extracted components: global imperfections, local imperfections, and total geometric
imperfections (global and local imperfections) are assigned respectively to the FEM
model.

The critical load factor (Pcr) is collected as a criterion for comparison. The von
Mises yield criterion with associated flow rule is applied to the model, finite-strain
configuration is adopted considering large strain may occur in the model. To get
accurate solutions at buckling, the arclength method is utilized with the termination
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Table 4 Pcr results from analyses

Case Fredericton tank Studied conical tank

Perfect 1.936

Global Imperfections 1.516

Local Imperfections 1.488

Total Imperfections 1.653

Verification with ANSYS 16.1 Good cone 1.705

Poor cone 1.184

Table 5 Pcr reported in literatures

Case Fredericton tank Studied conical tank

Assumption by El Damatty et. al [8] Good cone 1.705

Poor cone 1.406

Report by Vandepitte et al. (1992) Good cone 1.44

Poor cone 1.10

at the point when stiffness matrix becomes singular. Tables 4 and 5 show the results
from analyses conducted in the current study and those reported in the literature.

For verification with Fredericton tank, the calculated Pcr value is 18.403% and
7.636% larger than Vandepitte et al.(1992) results for the ‘good cone’ and ‘poor
cone’, respectively. The possible reason for a larger difference in ‘good cone’ case is
the difference in mesh, since Vandepitte et al. [16] utilized finite difference method
in his analysis. This influence is more obvious for lower imperfection amplitude.

For the simplified imperfection pattern suggested by [5, 8], Pcr value obtained
from FEA results is 88.07% (good cone) and 72.62% (poor cone) of the buckling
capacity of the perfect tank. The tank assigned with total measured imperfections has
85.38% capacity of the perfect tank. It drops to 78.31% with global imperfections
and 76.86% with local imperfections. These results suggest that local imperfections
have the most significant effect on the reduction of the buckling capacity of such type
of shell structures. The higher capacity associated with total imperfections might
be attributed to the following reasons: (1) Counteraction between global and local
imperfections plays a role in the coupling of individual components. Figure 7 shows
that directions of global and local imperfections are sometimes opposite, which
makes the amplitude of the total imperfection smaller than ossn e of its components.
Furthermore, locationswhere the global imperfection are large are generally different
from those where the local imperfections are large. This makes the total imperfection
not necessarily the most critical case. (2) The imperfection shape has a significant
effect on the buckling capacity. From meridional imperfections, shown in Fig. 7,
compared to the smooth shape of total imperfections, sinusoidal waves with small
wavelength are more obvious at the lower part of meridians (z = 2 m) with global or
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local imperfections only. Such locations are critical where high meridional stresses
are anticipated.

6 Conclusions

In this study, geometric imperfections extracted from laser scan cloud data on an
existing stiffened conical water tank are implemented into a numerical model based
on a verified FEA technique. The impact on the buckling capacity of a liquid-
filled conical tank is compared with specifications in literature. Imperfection shape
suggested by [8] for stiffened tanks leads to the most critical case with imperfec-
tion amplitude of 0.02 Lb/2 (classified as ‘poor cone’ by Vandepitte et al. [16],
where the buckling capacity decreased to 72.62% of the perfect case. Measured
local imperfections give a larger capacity (76.86% of perfect tank) even with the
amplitude reaching 200% of the tolerance of classification ‘poor cone’. In this case,
more reduction in the buckling capacity of the tank with local imperfections has been
noticed compared to the casewith total measured imperfections or only global imper-
fections, where 85.38 and 78.31% capacity are reported in such cases, respectively.
Based on the results, it is recommended that local imperfections can be deemed as
the critical case. This introduces a conservative consideration in design procedures
and help reducing complexity by ignoring global imperfections. Also, by comparing
the buckling capacity while considering different imperfection assumptions and field
measurements, it is shown that following current codes provisions for the assumed
geometric imperfection will certainly lead to conservative design.
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On the Analysis and Design of Reinforced
Railway Embankments in Cold Climate:
A Review

R. Desbrousses and M. Meguid

1 Introduction

With 41,757 kmof track operated [10], Canada has a large railway network that trans-
ported over 88million passengers and 341million tonnes of freight in 2018 [10]. Due
to their geographical location, many of the railway lines built on Canadian soil are
exposed to seasonally cold climates. Such climatic conditions pose significant chal-
lenges to the stability and integrity of ballasted railway embankments that must be
designed tomaintainminimum track roughness and ensure optimal riding quality and
safety. Issues associated with railway embankments in seasonally cold regions arise
from the occurrence of frost action, which unfolds as a two-step process that consists
of frost heave and thaw subsidence. This paper first describes the structure of conven-
tional ballasted railway embankments and the role of their components in resisting
frost action. The mechanisms by which frost action affects railway embankments are
then reviewed. Finally, the design strategies used to mitigate frost action are exam-
ined with a particular focus on the incorporation of geosynthetics as reinforcement
in the substructure of railway embankments.

2 Conventional Ballasted Railway Embankments

Ballasted railway embankments consist of a superstructure and a substructure (see
Fig. 1). The superstructure is composed of the tracks, the fastening system and the
ties. Its role is to guide the train and transfer the train wheel loads to the under-
lying substructure. The substructure is a multi-layer system made of a ballast layer,
a subballast layer and a subgrade. The ballast layer consists of clean, coarse, angular
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Superstructure

Ballast

Subballast
Subgrade

Fig. 1 Typical ballasted railway embankment

unbound aggregates and is tasked with reducing the stresses coming from the super-
structure down to a level that can be withstood by the subballast. Besides acting as
a bearing platform for the superstructure, the ballast layer also provides drainage,
resiliency, void space for the storage of fouling material and frost protection [2, 3,
31, 41]. Frost protection is achieved by providing a layer of ballast material which,
by virtue of being composed of coarse granular material is non-frost susceptible and
thick enough to prevent the frost penetration depth from reaching a potentially frost
susceptible subgrade. However, the ballast material degrades over time under the
combined action of cyclic traffic loading, maintenance operations and weathering,
leading to an increased fines content in the ballast layer [28, 41]. The fines content
in heavily fouled ballast may increase its frost susceptibility and render it prone to
suffering from frost heave [34].

Below the ballast layer lies the subballast. It is made of non-frost susceptible
broadly graded sand-gravel mixtures and acts as an extension of the ballast layer.
It is used to reduce the required thickness of the expensive ballast material. Its
core functions are to reduce the magnitude of the vertical stresses down to a safe
level for the subgrade, separate the ballast and subgrade layers, allow for water
drainage and extend the frost protection offered by the ballast layer [34, 41]. The frost
protection offered by the subballast is akin to that of the ballast with the layer acting
as an insulator preventing subfreezing temperatures from reaching a potentially frost
susceptible subgrade [41]. Nurmikolu [34] states than in Finland, the subballast is
composed of two layers of non-frost susceptible material with one layer designed to
reduce vertical stresses and act as a filter and separator while the second solely acts
as an insulator for the underlying subgrade. In cold climates, the possibility of the
subballast becoming frost susceptible due to fouling must be considered [34].

The subgrade is the bottommost layer of an embankment’s substructure. It is
typically made of the naturally existing soil or fill and acts as the bearing plat-
form that supports the entire embankment. It plays a crucial role in maintaining
satisfactory track performance. Subgrade problems are often the root cause of track
failure or excessive maintenance needs [32]. In cold climates, the temperature is of
concern when it causes freezing and thawing cycles in a frost susceptible subgrade
that has access to water because it creates an environment where frost heave and
thaw softening are likely to occur [32].
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3 Impacts of Cold Weather on Ballasted Railway
Embankments

Ballasted railway embankments located in seasonally cold regions are subjected
to frost action, i.e., a phenomenon caused by the combined action of soil freezing
and thawing. Frost action is detrimental to the integrity and stability of railway
embankments due to the frost heaving and thaw softening that occur during freezing
and thawing respectively [1, 4, 24, 36]. Freezing triggers a phase change in the water
present in soil, leading to the formation of ice followed by the flow of water from
unfrozen to frozen soil that accumulates in ice lenses. Ice lenses significantly increase
the volume of the soil in which they form and cause it to heave. Correspondingly,
when temperatures increase, the ice present in the soil starts to melt from the top
down, increasing the amount of water in the soil. However, the melt water is not
able to drain downward through frozen soil and contributes to increasing the pore
water pressure, resulting in decreased soil strength and increased subsidence. Three
conditions must be concurrently satisfied for frost action to take place: (1) freezing
temperature and sufficient frost depth, (2) access to water, (3) frost susceptible soil
[4, 36].

Frost heave and thaw subsidence are particularly detrimental to railway embank-
ments given that they significantly disturb the track geometry and are the source of
differential settlement. Increased track roughness results in poor riding conditions
that may warrant the reduction of traffic speed on the affected portions of the train
tracks or create a need for maintenance operations to restore the track geometry
[34, 36].

3.1 Frost Heave Mechanism

Frost heave is characterized by the expansion of soil caused by the formation of ice
lenses. It occurs in frost susceptible soils located within the frost penetration depth
with an access to water [42, 44]. The frost susceptibility of a given soil is determined
by its capillary rise, permeability and fines content, with soils having more than 10%
passing No. 200 sieve assumed to be frost-susceptible [4]. When a frost susceptible
soil with access to water freezes, part of the water undergoes a phase change and
solidifies. The remaining water then flows from the unfrozen part of the soil to the
frozen one through capillary rise, accumulating around the existing ice and leading
to the formation of ice lenses [30]. The formation of ice lenses significantly increases
the soil volume through the combined action of water accumulation at the freezing
front and the expansion of water as it solidifies [1, 42, 44].

In a railway embankment, frost heave may occur as a result of the subgrade
being frost susceptible, the ballast material being highly fouled and therefore prone
to developing heave-causing ice, and issues with the subballast material such as
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the subballast aggregate becoming too fouled or being too thin to prevent the frost
penetration depth from reaching a frost susceptible subgrade [1, 34–36].

Particular attention must be paid to the cyclic train loading applied on railway
embankments. This dynamic load generates excess pore water pressure in the foun-
dation soil of railway embankments that can lead to the upward flow of water and
fine, also known as pumping, from the subgrade to the ballast. Sheng et al. [42]
defined pumping-enhanced heave as frost heave driven by the excess pore water
pressure generated by cyclic train loads that becomes trapped below the frozen soil
during the freezing period. The excess pore water being unable to dissipate then feeds
the existing ice lenses and contributes to the existing heave [42]. Using numerical
modeling, Sheng et al. [42] demonstrated that while the rate of frost heave increase
stabilizes over time when there is no excess pore pressure, the rate of heave increase
remains constant when excess pore pressure caused by dynamic train loads is gener-
ated, thereby indicating that pumping-enhanced frost heave occurs all winter long
due to the frequent passage of trains on the tracks.

Frost heaving is a major contributor to the frost deterioration of ballasted railway
embankments. The formation of ice lenses is not uniform in the substructure and
leads to differential heave, thereby increasing track roughness [29]. Frost heave is
also responsible for the thaw subsidence and softening that occur during warmer
seasons when the ice lenses that formed during the cold season start to melt.

3.2 Thaw Subsidence and Softening

During thewarmermonths of the year,when temperatures cease to be subfreezing, the
ice lenses that formed during the coldermonths start melting from the top downwards
[24]. While the ice thaws, the water escapes through the space initially occupied by
the ice, leaving behind a weakened soil with a high void ratio [4, 24]. As thawing
takes place, the soil can be divided into three zones, i.e., the thawed zone, the thawing
zone, and the frozen zone [46]. Given that thawing occurs from the top downwards,
the melt water cannot initially drain because the soil below remains in a frozen state,
resulting in an increased water content. This increased water content reduces the
soil’s strength and bearing capacity [27, 32, 46]. This weakening of the soil creates
conditions where railway embankments can easily get damaged by train traffic loads
that generate additional pore pressure in the supporting soil, further weakening the
soil and increasing settlement.

4 Mitigating Frost-Induced Damage

The frost heave and thaw softening of railway embankment materials caused by
freezing and thawing cycles considerably increase settlement and create dangerous
train riding conditions. Different approaches to tackle frost-induced damage have
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been described in the literature and involve either the insulation of frost suscep-
tible material to prevent it from freezing, or the incorporation of reinforcement in
the embankment structure to cope with the effects of freezing and thawing or a
combination of the two approaches.

Based on an extensive survey of the railway network in Finland, Nurmikolu et al.
[34–36] emphasized on the importance of preventing frost susceptible material from
freezing. To do so, attentionmust be paid to ensure the ballast and subballast material
are not heavily fouled to avoid the presence of frost susceptible material in these two
layers. The ballast and subballast layers must also have sufficient thickness to act as
an insulating system for the underlying subgrade. Additionally, the subballast must
be designed to act as a filter and separator to prevent themigration of frost susceptible
materials within the embankment.

Geosynthetic reinforcements have been introduced in railway embankments built
in cold regions to mitigate the effects of freezing and thawing. Various geosyn-
thetics were used on the Qinghai-Tibet Railway to reduce the detrimental effects
of cold weather on railway embankments. Geogrids were used as subgrade rein-
forcement to reduce settlement and increase bearing capacity, while seepage-proof
geomembranes, insulation materials, geocells and geotextiles were used to prevent
water infiltration and insulate the subgrade [14]. The geogrids successfully reduced
differential settlement, improved stability and led to a more uniform embankment
deformation compared to unreinforced sections [14]. Geogrids have more generally
been used in ballast railway embankments wherever excessive settlement and lateral
spreading are identified as issues. As such, geogrids can be used to mitigate the loss
of bearing capacity and subsequent increased settlement experienced during spring
thaw as the ice water melts and softens the subgrade [37]. Following the introduction
of geogrids in embankments on the Qinghai-Tibet Railway, the use of geotextiles in
combination with a crushed rock layer to prevent frost damage was investigated [29].
It was reported that the assortment of geosynthetics and crushed rock successfully
reduced the depth of frost penetration, prevented moisture migration and frost heave
and resulted in smaller settlements [29].

5 Geosynthetic Reinforcement

Railway embankments located in seasonally cold regions are exposed to freezing
and thawing cycles and experience significant weather-induced deformations that
have a detrimental impact on track roughness. Additionally, the degradation of the
ballast and subballast layers must be avoided such that they do not become frost
susceptible and further contribute to frost heave and thaw subsidence. The cold
weather-induced deformations and degradation of the unbound aggregate layers can
be mitigated through the incorporation of geosynthetic reinforcement materials in
railway embankments [8, 18]. The uses and functions of geogrids, geotextiles and
geogrid composites are discussed in the following subsections and summarized in
Table 1.
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Table 1 Functions of
geogrids, geotextiles and
geogrid composites

Geogrid Geotextile Geogrid composite

Reinforcement ✓ ✓

Separation ✓ ✓

Filtration ✓ ✓

5.1 Geogrids

Geogrids are geosynthetic materials composed of large openings called apertures
bordered by longitudinal and transverse ribs that are used as reinforcement materials
in railway tracks [12, 25, 28]. As shown in Fig. 2, geogrids may typically be placed
within the ballast layer, at the interface between the ballast layer or at the interface
between the subballast and subgrade [12, 20, 40]. The reinforcing action of geogrids
hinges of their ability to develop a strong mechanical interlocking with the soil they
are placed in [28]. A geogrid’s apertures allow for the surrounding aggregate or soil
to strike through the plane of the geogrid, thereby reinforcing the soil or unbound
aggregate layer by confining it laterally, increasing its stiffness and modulus and
reducing the magnitude of stresses transferred to underlying strata [15, 16, 20, 22].
By providing additional lateral confinement to the ballast material, geogrids reduce
the lateral spreading and vertical settlement that would normally occur in the ballast
layer, reduce breakage of the ballast aggregate and diminishes the magnitude of the
vertical stresses transferred to the subgrade [22].

In the context of railway embankments located in cold regions, geogrids can help
reduce the rate of degradation of ballast material under regular service loads and
prevent the increase in the content of fine particles in the voids between the ballast
material that could render the layer susceptible to frost heave [38]. Geogrids may
also lessen the magnitude of the deformations experienced by the embankment as a
result of freeze/thaw cycles [14, 29]. The depth of placement and the aperture size
of a geogrid have a significant impact on its ability to perform its functions. These
two parameters are discussed in the following subsections.

Fig. 2 Geogrid placed: a In
the ballast, b Between the
ballast/subballast, c Between
the subballast/subgrade

(a) (b)

Ballast

Subballast
Subgrade

(c)

Geogrid
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5.1.1 Depth of Placement

Various recommendations exist on the desirable depth of placement of geogrid rein-
forcement in the ballast layer of a railway embankment. Bathurst and Raymond [5]
and Raymond and Ismail [40] indicated that geogrids placed between 50 to 100 mm
below the bottom of the ties are the most effective at reducing settlement but that
for practical reasons, a depth of placement of 200 mm below the depth of the ties
is appropriate. The depth of reinforcement placement to tie width ratio (Dr/B) was
defined to characterize the depth of placement of geogrids in the ballast layer and
acceptable values for the ratio were given as 0.2 <Dr/B < 0.4 ( Bathurst and Raymond
1987). Indraratna et al. [22] indicated that the effects of a geogrid are maximum in
its immediate vicinity and quickly decrease with increasing vertical distance from
the geogrid and concluded that there exists a threshold distance beyond which a
geogrid loses its ability to restrain the lateral deflection of the ballast. The optimum
depth of geogrid placement was found to be 130 mm above the subballast, but the
recommended geogrid placement depth was set to 65 mm above the subballast due
to practical considerations [22]. Similar findings were reported by Hussaini and
Sweta [19] who determined that the geogrid placement depth that resulted in the
maximum decrease in ballast particle damage was 130 mm above the subgrade but
that the recommended placement depth was 65 mm due to practical considerations
[19]. Additionally, Gedela andKarpurapu [15] reported that geogrids placed 125mm
below the ties were most effective at reducing vertical settlement.

5.1.2 Aperture Size

The reinforcing mechanism of a geogrid relies on the strong mechanical interlock
between the geogrid and the soil that surrounds it. The effectiveness of the interlock is
itself a function of the relative size of the geogrid apertureswith respect to the average
particle size of the surrounding soil. An extensive study conducted at the University
of Nottingham comprising of a numerical modeling campaign [33] and laboratory
experiments [9] on the geogrid reinforcement of railway ballast that an optimum ratio
of aperture size to ballast particle diameter of 1.4 was needed to achieve maximum
resistance, mobilize the greatest interlock and obtain the smallest displacement in
the ballast layer when it is subjected to loads [33]. Laboratory experiments echoed
the results of the numerical study, showing that for aggregates with a nominal size
of 50 mm, a geogrid with an aperture size of 65 mm were very effective at reducing
settlement while a geogrid with an aperture size of 38 mm yielded no improvements
compared to the unreinforced case due to a lack of interlock with the surrounding
aggregate [9]. The ratio of the geogrid aperture size (A) to average particle diameter
(D50) was related to the effectiveness of themechanical interlock between the geogrid
and the surrounding particles by Indraratna et al. [21]. The ratio A/D50 was divided
into three zones: the feeble interlock zonewhereA/D50 < 0.95, the optimum interlock
zone where 0.95 < A/D50 < 1.20, and the diminishing interlock zone where A/D50

> 1.20 [21]. The relevance of these categories was validated by Indraratna et al.
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[22] who demonstrated that a geogrid’s ability to reduce the lateral spread of ballast
increases when A/D50 increases from 0.60 to 1.20, but that a geogrid became less
effective at reducing lateral spread when A/D50 exceeds 1.20. Similar findings were
reported by Hussaini and Sweta [20] who showed that a geogrid is increasingly
successful at preventing ballast material from spreading as its A/D50 ratio increases
from 0.63 to 0.93 and described the existence of a threshold value for the A/D50

ratio beyond which a geogrid became unable to restrain ballast lateral displacement
due to the free movement of ballast particles in its aperture. Gedela and Karpurapu
[15] described direct shear and pull-out tests on geogrid-reinforced aggregates which
indicated that the aperture size played a central role in a geogrid’s ability to reinforce
soil and that the range of aperture sizes to obtain an optimal reinforcing action is
0.9D50 to 2.5D50.

5.2 Geotextiles

Geotextiles are a type of geosynthetics that are made of non-woven, woven or knitted
polymeric textile. In railroad applications, geotextiles are usually used to perform
three functions: separation, filtration and reinforcement, with the third function being
a consequence of the first two [15, 23, 39]. Geotextiles are typically installed at the
interface between the ballast and subballast layers, within the subballast or between
the subballast and the subgrade to act as a barrier against the migration of particles
from one layer to another, improve drainage conditions and provide some degree
of reinforcement [39]. A geotextile acts as a separator when placed over a layer
of fine and soft materials (e.g., subgrade) and under a layer of coarser materials
(e.g., subballast) by preventing the upward migration of fine particles into the voids
of the coarse materials [25]. Filtration is a necessary complement of a geotextile’s
separation ability. In the presence of water in the track structure and under repeated
loading generated by the passage of trains, high pore pressures are induced in the
track roadbed and may force fine particles from the subgrade and sub-ballast to
migrate upwards into the ballast layer [39]. A geotextile placed at the bottom of the
ballast layer prevents the mixing of fines with the ballast materials by retaining the
fine particles while allowing water to pass through it [39].

In seasonally cold regions, a geotextile’s ability to improve the internal drainage
conditions of the track support structure and to separate its various components are
of particular interest. During the spring, thaw occurs from top to bottom in a frozen
track embankment, with the bottom frozen soil preventing the downward dissipa-
tion of the melt water which then becomes trapped in the embankment, creating
conditions where high pore water pressure may arise under train traffic loading [39].
A geotextile’s filtration ability may help drain the melt water away from the track
support structure and into the side ditches. A geotextile may also act as a barrier to
prevent capillary rise and reduce frost heave during the winter [18]. Additionally, a
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geotextile may mitigate the extent of ballast fouling by separating it from the under-
lying subgrade and/or subballast which contain smaller particles, thereby preventing
potentially frost-susceptible materials from reaching the ballast layer [11, 38].

5.3 Geogrid Composites

The reinforcing property of geogrids can be combined with the separation and filtra-
tion properties of geotextiles with a geosynthetic product called a geogrid composite.
A geogrid composite consists of a geogrid bonded to a geotextile that acts as a sepa-
rator, filter and reinforcement. This typeof geosynthetic has beenused in the construc-
tion of railway embankments in Canada [6, 7] over weak saturated subgrades. The
use of geogrid composites rolled over the subgrade improved drainage conditions
and allowed excess pore pressures generated by train traffic to be dissipated while
also separating the subgrade soil from the rest of the embankment and reinforcing
the entire track support structure [6].

6 Conclusion

Seasonally cold regions akin to those found in Canada impose harsh environmental
conditions on railway embankments. The subfreezing temperatures that characterize
the coldest months of the year can adversely impact the geometry of railway tracks
through frost heave. Frost heave occurs when frost susceptible materials found in the
subgrade and fouled subballast/ballast layers of a railway embankment are exposed
to subfreezing temperatures and have access to water, leading to the formation of ice
lenses that significantly increase the volume of the soil and results in the heaving of
the embankment’s surface. Frost heaving is followed by thaw softening and subsi-
dence that take place during warmer months. As the ice lenses start to melt from
the top down, melt water becomes trapped in the embankment substructure, being
unable to drain downward through the frozen soil, and causes a reduction in the soil’s
strength, leaving it vulnerable to damages caused by ongoing train traffic. Several
approaches are used to either prevent frost action fromoccurring in a railway embank-
ment through the use of sufficiently thick, non-frost susceptible ballast and subballast
layers, or to reduce the deformations caused by frost action through the incorpora-
tion of geosynthetic reinforcement in the embankment substructure. Commonly used
geosynthetic reinforcements include geogrids, geotextiles and geogrid composites.
Geogrids are typically placedwithin or at the bottom of the ballast layer and reinforce
it by developing a strong mechanical interlock with the ballast aggregates, thereby
reducing ballast breakage, deformation and the magnitude of stresses transferred to
underlying layers. Geogrids help reduce the frost action-induced deformations and
prevent the ballast from becoming frost susceptible by reducing its fouling. Geotex-
tiles are primarily used for their separation and filtration functions. They inhibit the
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upward migration of frost susceptible fine soil particles coming from the subgrade
into the subballast and ballast layers and drain water away from the embankment’s
substructure. Finally, geogrid composites combine the properties of both geogrids
and geotextiles and effectively reinforce an embankment while providing filtration
and separation.
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Applications of Flow-Drilled Connections
in Modular Construction

L. Kalam, J. Dhanapal, S. Das, and H. Ghaednia

1 Introduction

Aproprietarymethod of steelmodular building construction currently exists that uses
modules made from hollow structural steel (HSS) members. These HSS members
are used to form both the beam and column members of the modules [5]. Making
a traditional bolt and nut connection on the HSS members is difficult due to access
limitations resulting from its geometry, thus holes are required to be made on the
face of the HSS to allow access for the nut to connect to the bolt. Such a method
impedes the speed and efficiency of the modular construction method; thus, the flow
drilling method is preferred.

Flow drilling and flow tapping allow bolted connections to only require access
to one side of the HSS member. This method involves using a quick rotating drill
bit that displaces the work metal as the screw hole is drilled. The displaced metal
forms a bush that extends two to four times the thickness of the work metal from
the metal face. Threads are made on the bush using a technique called flow tapping,
which uses a special drill bit that does not cut into the bush metal. Traditional tapping
techniques can also be used on the bush to form threads as well. The extension of the
bush from the work metal face increases surface space to allow for more threads to
increase screw engagement. This study focuses on the experimental testing of single
flow drilled connections made on HSS members under tension and shear loads. The
ultimate strength and behavior at failure were studied and compared to standard
drilling and tapping techniques. The effect of the number of threads per inch (TPI)
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was explored, and analytical equations to predict the mode and sequence of failure
of the flow drilled connection are presented.

2 Experimental Setup

Four parameters were considered in this study, resulting in fifteen different connec-
tions. The parameterswereHSSwall thickness and geometry, TPI, drilling technique,
and tapping technique. The parametric combinations and their respective connection
notations are presented in Table 1. The diameter of the screw hole was kept constant
throughout the specimens at 0.75 inch. Five specimens for each connection and
loading type (tension and shear) were manufactured, resulting in a total of 150 spec-
imens. The HSS specimens used in this study conform to ASTM A500 Grade C [1]
and the socket head cap screws (SHCS) used conform to ASTM A574 [2].

2.1 Tension Setup

The tension test specimen contained an HSS section with its bottom face welded to a
steel T section and a single screw hole on one wall. A SHCSwith a diameter of 0.75′′

Table 1 Test matrix

HSS Section (b × h ×
t)

TPI Drilling technique Tapping technique Connection notation

6′′ × 3′′ × 1/8” 10 FD ST 1-10FDST

FT 1-10FDFT

SD ST 1-10SDST

6′′ × 3′′ × 3/16” 10 FD ST 2-10FDST

FT 2-10FDFT

SD ST 2-10SDST

16 FD ST 2-16FDST

FT 2-16FDFT

SD ST 2-16SDST

5′′ × 2′′ × 1/4” 10 FD ST 3-10FDST

FT 3-10FDFT

SD ST 3-10SDST

16 FD ST 3-16FDST

FT 3-16FDFT

SD ST 3-16SDST

FD—Flow drilling; SD—Standard drilling; FT—Flow tapping; ST—Standard tapping
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Tension Test Schematic 
(a) 

Shear Test Schematic 
(b) 

Fig. 1 Test schematic

was connected to the screw hole on the HSS wall on one end and a steel support
rod on the other. The entire specimen was installed on a universal testing machine
(MTS) by clamping the end of the support rod and the web of the T-section. The
displacement control method was used to apply the pure tension load. A schematic
of the tension setup can be seen in Fig. 1a.

2.2 Shear Setup

The shear test specimen was similar to the tension specimen, composing of an HSS
section with a screw hole welded to a steel T section; however, the orientation of the
screw hole and support rod differs. The T section was strengthened using two 0.25′′
brackets due to a higher predicted capacity of the connection in shear over tension.
The same MTS machine was used by clamping the end of the support rod and the
web of the T section and the displacement control method was used. A schematic of
the shear setup can be seen in Fig. 1b.
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SHCS Rupture 
(a) 

Thread Stripping 
(b) 

HSS Wall Yielding 
(c) 

Shear Rupture of Bush 
(d) 

Fig. 2 Tension failure modes

3 Analytical Equations for Failure Sequence

3.1 Tension Failure Modes

3.1.1 SHCS Rupture

The equation used to calculate the capacity associated with the SHCS rupture was
based on the equation from the Canadian design standard, CSA S16-14 (CSA S16-14
2014). In Eq. 1, ∅b is the bolt resistance factor, Ab is the nominal bolt cross-sectional
bolt area, and Fu is the ultimate tensile strength of the bolt material. A diagram of
this failure mode can be seen in Fig. 2a.

Tr,1 = 0.75φbAbFu (1)

3.1.2 HSS Hole Thread Stripping

Thread stripping refers to the shear rupture of bending deformation of the threads in
the screw hole. The load at which thread stripping occurs was calculated using Eq. 2
[7]. A diagram of the thread stripping failure mode can be seen in Fig. 2b.

Tr,2 = Min
(∑

FS,1,Rd,
∑

FS,1,Rd

)
(2)

In Eq. (2), Fs,1,Rd and Fs,2,Rd refers to the shear and bending strength of a single
thread, respectively. They are calculated as shown:

Fs,1,Rd = πDhFy√
3

(3)

Fs,2,Rd = πDh2Fy,p

4b
(4)
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In Eqs. 3 and 4, Fy, p refers to the yield strength of the HSS material, D is the
SHCS outer diameter, h is the thickness of a thread, and b is the height of a thread.
The values of h and b were calculated based on the thread profile provided in ASTM
B1.1 [3].

As Eqs. 3 and 4 are for the strength of a single thread, the summation in Eq. 2 is to
account for the strength of the total number of threads in the connection. The length
of the bush was determined to be 3t for HSS wall thicknesses of 1/8′′ and 3/16′′. The
length of the bush was assumed to be 2.3t for HSS wall thickness of 1/4′′, which was
determined by measuring the bushes of the test specimens.

3.1.3 HSS Wall Yielding

The yielding of the HSS wall section around the screw hole is of a circular pattern
similar to the way a concrete slab yields around a column. As such, the yield line
analysis results of the circular yield pattern of slabs [6]. was used to determine the
required tensile load to cause yielding in the wall. The required load is given in
Eq. 5, where m1 and m2 are the plastic moment capacities in the circumferential and
radial direction. For isotropic materials such as steel, m1 and m2 are equal, so the
plastic moment capacity per unit width is given by Eq. 6. Substituting Eqs. 5 and 6,
the required tension load to cause yielding of the HSS section is given by Eq. 7. A
diagram of this failure mode can be seen in Fig. 2c.

Tr,3 = 2π(m1 + m2) (5)

m = m1 = m2 = Fy,pt2

4
(6)

Tr,3 = π t2Fy.p (7)

3.1.4 Shear Rupture of Bush

A diagram of the failure mode in which the bush ruptures is shown in Fig. 2d. In
this failure mode, the bush ruptures along a shear plane. The equation for the tension
load required to cause this failure is given by Eq. 8.

Tr,4 = πDtFy,p√
3

(8)
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Bearing Tearing of HSS Wall 
(a) 

Shear Rupture of SHCS 
(b) 

Fig. 3 Shear failure modes

3.2 Shear Failure Modes

3.2.1 Bearing-Tearing of HSS Wall

Since the shear load applied to the connection is transverse to the screw hole, the
bearing capacity of the flow drilled connection and the standard drilled connection
was expected to be the same. The required shear load to cause the bearing-tearing of
the HSS wall was calculated from Eq. 9, which was provided in CSA S16-14 (CSA
S16-14 2014). In this equation, ∅br is the bearing resistance factor of value 0.8 and
Fu,p is the HSS material tensile strength. A diagram of the bearing tearing of the HSS
wall can be seen in Fig. 3a.

Sr,1 = 3φbrt DFu,p (9)

3.2.2 Shear Rupture of SHCS

The required load to cause the shear rupture of the SHCSwas calculated from Eq. 10,
which was provided in CSA S16-14 (CSA S16-14 2014). This equation assumed that
the rupture occurs at the thread of the SHCS, thus the reduced cross-sectional area
at the thread root for different TPI was not considered in Eq. 10. A diagram showing
the shear rupture of the SHCS can be seen in Fig. 3b.

Sr,2 = 0.42φbAbFu (10)
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4 Results of Experimental Tests

4.1 Tension Tests

The ultimate load for the tensile tests was considered as the peak or highest load
reached by the specimen. The average ultimate load reached, standard deviation, and
coefficient of variation for each connection configuration is presented in Table 2. The
coefficient of variation is under 5% for each connection, showing consistency of the
test results. The increase in the ultimate capacity of the flow drilled connections in
comparison to standard drill and standard tapping connections is also shown in Table
2.

The load–displacement curves of the connections made on the 6′′ × 3′′ × 1/8′′,
6′′ × 3′′ × 3/16′′, and 5′′ × 2′′ × 1/4′′ HSS sections are presented in Fig. 4a–c
respectively. Each curve in Fig. 4 represents the results of all the specimens for the
respective connection. It can be observed from Fig. 4a that the flow drilled (FD)
connections reached a higher ultimate load than standard drilled (SD) connections.
Also, flow tapped (FT) connections exhibited a higher ultimate load than standard
tapped (ST) connections and it can be observed from Table 2 that FDFT connections
had a 90% increase in ultimate load capacity when compared to SDST connections
for the 6′′ × 3′′ × 1/8′′ HSS section.

Figure 4b shows that FD connections again have a higher ultimate load capacity
than SD connections for the 6′′ × 3′′ × 3/16′′ HSS section; however, the percent

Table 2 Tension test results

Connection Average ultimate load
(kN)

Coefficient of variation
(%)

Increase in ultimate load
over SDST connection (%)

1-10FDST 29.3 2 77

1-10FDFT 31.6 2 90

1-10SDST 16.7 2 0

2-10FDST 53.1 3 55

2-10FDFT 58.2 2 70

2-10SDST 34.3 3 0

2-16FDST 54 2 71

2-16FDFT 58 1 84

2-16SDST 31.5 1 0

3-10FDST 99.2 4 23

3-10FDFT 119.2 1 48

3-10SDST 80.5 2 0

3-16FDST 98.9 2 21

3-16FDFT 104.4 1 28

3-16SDST 81.4 2 0
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Fig. 4 Tension load displacement curves

increase in ultimate load capacity from FDFT to SDST connections is 20% less
than the improvement observed on the 6′′ × 3′′ × 1/8′′ HSS section. This indicates
that the improvement in ultimate load capacity of FD connections decreases for
increased wall thickness. No distinction could be made on the impact of TPI for FD
connections. However, the 10 TPI screw hole had a 9% decrease in ultimate load
capacity from the 16 TPI screw holes in SD connections. The yielding of the HSS
wall was observed in all the tests for each HSS section. For the 6′′ × 3′′ × 1/8′′
HSS section, yielding occurred earlier for SD connections at approximately 7 kN
in comparison to the 10 kN observed in the FD connections. Yielding of the HSS
wall began at approximately 20 kN for all of the connections on the 6′′ × 3′′ ×
3/16′′ HSS section. At the point of yielding, the HSS wall containing the screw hole
began to deform plastically as shown in Fig. 2c. The connections continued to carry
increased loads beyond the point of yielding due to the SHCS holding it together.
Bush rupture, shown in Fig. 2d, was observed at failure for FDFT connections, while
thread stripping, shown in Fig. 2b, was observed at failure for SDST connections.
For FDST connections, inspection after failure showed the SHCS was still securely
attached to the bush, indicating that the failure occurred due to the beginning of
bush rupture. Figure 4c shows that the ultimate load reached for FD connections is
significantly higher than the SD connections. For the FDFT connection with the 10
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TPI screw hole, the ultimate load capacity is significantly higher than the rest of the
connections on the 5′′ × 2′′ × 1/4′′ HSS section.

4.2 Shear Test Results

The ultimate load for the shear tests was considered as the peak or highest load
reached by the specimen. The average ultimate load reached, standard deviation,
and coefficient of variation for each connection configuration is presented in Table 3.
Table 3 also shows the change in the ultimate capacity of the flow drilled connections
in comparison to standard drill and standard tapping connections is also shown in
Table 3.

Similar to the shear tests, the ultimate load for the tensile tests was considered
as the peak or highest load reached by the specimen. The change in the ultimate
capacity of the flow drilled connections in comparison to standard drill and standard
tapping connections is also shown in Table 3. The load–displacement curves of the
connections made on the 6′′ × 3′′ × 1/8′′, 6′′ × 3′′ × 3/16′′, and 5′′ × 2′′ × 1/4′′ HSS
sections are presented in Fig. 5a–c, respectively. Each curve in Fig. 5 represents the
results of all five test specimens for the respective connection.

It can be observed from Fig. 5a, b that the connections exhibited similar initial
behavior irrespective of the type of drilling, tapping, and TPI used. It can be seen

Table 3 Shear test results

Connection Average ultimate load
(kN)

Coefficient of variation
(%)

Change in ultimate load
over SDST connection
(%)

1-10FDST 56.7 2 11

1-10FDFT 55.7 2 9

1-10SDST 51.3 4 0

2-10FDST 97.2 3 −2

2-10FDFT 96.9 3 −2

2-10SDST 98.7 1 0

2-16FDST 104.4 2 2

2-16FDFT 98 3 −4

2-16SDST 102.3 4 0

3-10FDST 120.9 3 0

3-10FDFT 127.5 13 5

3-10SDST 121.2 2 0

3-16FDST 123.4 2 2

3-16FDFT 125.5 2 3

3-16SDST 121.4 1 0
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Fig. 5 Shear load displacement curves

from Table 4 that there is an 11% increase in ultimate load for FDST connections
over SDST connections for the 6′′ × 3′′ × 1/8′′ HSS section; however, no significant
change was observed in the 6′′ × 3′′ × 3/16′′ HSS section. At the point where
the nonlinear behavior begins is when the HSS wall began to deform plastically,
ultimately resulting in the bearing tearing failure shown in Fig. 3a as the loading
increased. A drop in the load can also be seen in Fig. 5a, b at the ultimate load, which
may be due to the rupture of the bush.

Figure 5c shows that the FD connections have a higher ultimate load capacity
than SD connections on the 5′′ × 2′′ × 1/4′′ HSS section. The 10FDFT connection
has a much higher ultimate load capacity than the other FD connections; however,
the remainder of the FD connections exhibited more similar results. Bush rupture
occurred at the ultimate load for the FD connections on the 5′′ × 2′′ × 1/4′′ HSS
section. Sudden fracture occurred on the edges of the HSSwall with the screw hole at
ultimate load for the 10FDFT connection. The sudden drop in load after the ultimate
load seen in Fig. 5c can be attributed to this failure. The major nonlinear behavior of
the SD connections indicates slight plastic deformation in the HSS wall, after which
thread stripping was observed.
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5 Analytical Test Results

5.1 Tension

The capacity of the connections for the different failure modes under tension is
presented in Table 4. In the calculation for these capacities, the thickness of the HSS
wall was taken to be 90% of the nominal thickness to account for the allowable
variation in HSS wall thickness. The first mode of failure was predicted to be the
lowest calculated capacity among the four identified failure modes and marked the
beginning of nonlinear behavior. The predicted first mode of failure matched the
observed first mode of failure for all the connections, which was HSS wall yielding.
The ultimate failure occurred due to a different subsequent failure mode, however,
which is shown in Table 4. This subsequent mode of failure was predicted to be
the second lowest calculated capacity among the modes identified. The predicted
subsequent mode of failure is highlighted in bold in Table 4 and matches with the
observed mode of failure at ultimate load for all the connections. This indicates that
the sequence of failure can accurately be predicted using the identified analytical
equations. Table 4 also shows that the predicted ultimate load was overestimated for
certain connections, namely all the connections on the 6′′ × 3′′ × 1/8′′ HSS section
and the SD connections on the 6′′ × 3′′ × 3/16′′ HSS section. This could be attributed
to the influence of the first mode of failure on the connection which the analytical
equations do not consider. Despite this, safety factors can be applied to the equations
to get a reasonable estimate of the ultimate capacity of the connections.

5.2 Shear

The capacity of the connections for two failure modes under shear is presented in
Table 5. The mode of failure in the connection was predicted based on the lowest
calculated capacity corresponding to the two failure modes. It can be observed from
Table 5 that the predicted failure mode matched with the observed failure mode for
all of the connections apart from the 10 TPI connections on the 5′′ × 2′′ × 1/4′′
HSS section. This could be due to the load capacity associated with the two failure
modes being very close (111 kN for bearing tearing of the HSS wall and 112 kN for
shear rupture), thus shear rupture was observed in some specimens. From Table 5 it
can be observed that the analytical equation yields slightly overestimated capacities
of the connections on the 6′′ × 3′′1/8′′ HSS section; however, the equations yield
conservative estimates for the remainder of the connections. Thus, the equations can
be used to estimate the ultimate shear capacity of the connection; however, safety
factors are required for thinner walled HSS sections.
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Table 5 Shear analytical results

Connection Analytical findings Test results

1. Bearing
tearing (kN)

2. Shear
rupture (kN)

Predicted
failure

Observed first
failure

Avg. ultimate
load (kN)

1-10FDST 56 112 1 1 56.7

1-10FDFT 56 112 1 1 55.7

1-10SDST 56 112 1 1 51.3

2-10FDST 83 112 1 1 97.2

2-10FDFT 83 112 1 1 96.9

2-10SDST 83 112 1 1 98.7

2-16FDST 83 112 1 1 104.4

2-16FDFT 83 112 1 1 98

2-16SDST 83 112 1 1 102.3

3-10FDST 111 112 1 1/2 120.9

3-10FDFT 111 112 1 1/2 127.5

3-10SDST 111 112 1 1/2 121.2

3-16FDST 111 112 1 1 123.4

3-16FDFT 111 112 1 1 125.5

3-16SDST 111 112 1 1 121.4

6 Conclusion

This study presents the findings of a parametric study of flow drilled and stan-
dard drilled connections on HSS sections that are used in the modules of modular
buildings. The connections were subject to axial tension and shear and the parame-
ters considered were HSS wall thickness, screw threads per unit length, screw hole
drilling technique, and tapping technique. The results of this study showed that under
axial tension, the connections exhibit initial failure through deformation of the HSS
wall; however, the full failure of the connection occurs due to a subsequent failure
mode. This full failure was due to bush rupture in flow drilled connections and
thread stripping in standard drilled connections. An improvement of up to 90% in
the ultimate capacity was observed in flow drilled connections over standard drilled
connections on the 6′′ × 3′′ × 1/8′′ HSS section; however, this improvement was
lower with increased wall thickness. No significant impact of the threads per inch
of the screw was observed on the tension capacity of the connection; however, a
9% reduction in the ultimate capacity from 10 to 16 TPI was observed for standard
drilled connections on the 6′′ × 3′′ × 3/16′′ HSS section. The analytical equations
developed in this study for tension can be used with safety factors to estimate the ulti-
mate load capacity of the connections and can predict the sequence of failure modes.
The method of drilling did not have a significant impact on the shear capacity of the
connection and the analytical equations developed for shear can be used to estimate
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the shear capacity of the connections; however, safety factors are required for the 6′′
× 3′′ × 1/8′′ HSS section.
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Behavior of Vectorbloc Beam-Column
Connections

L. Kalam, J. Dhanapal, S. Das, and H. Ghaednia

1 Introduction

Modular construction is on the rise due to the increased speed, efficiency, and quality
control it provides in comparison to traditional construction practices. Modular
construction involves the offsite construction of elements, panels, and modules in a
factory before onsite installation [1]. Among the many types of modular construc-
tion, structural steel-based modular construction is of particular interest in high-rise
buildings [2]. A key component in modular construction is the connection between
the individual modules, which hold the building together against applied loads such
as gravity, snow, and wind.

A state-of-the-art cast steel connector, named the VectorBloc connector, is
presently used in the connections between steel modules of modular buildings. These
modules are made using hollow structural steel (HSS) members. The novelty of this
connector is that it provides both beam-column connection in amodule and intermod-
ular connection between modules with a construction tolerance of 1/16 inches. This
study focuses on the VectorBloc connector used in the corner connection of these
modules under the design loads of a mid-rise building that was in development.
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2 Test Specimen

Four full-scale specimens were manufactured for experimental testing. Two of the
specimens were used for axial tension and compression testing and the remaining
two were used for bending testing. The specimens were composed of the VectorBloc
corner connector, two 18 in long HSS 4′′ × 4′′ × 3/8′′ upper and lower columns,
two 50 in long HSS 3′′ × 8′′ × 1/5′′ floor beams, and two 48 in long HSS 3′′ × 3′′
× 3/8′′ ceiling beams. The columns, floor, and ceiling beams were connected to the
connector via full penetration fillet welds all around.

2.1 Vectorbloc Connector

The VectorBloc corner connector comprises a upperbloc, lowerbloc, two 0.75 in
diameter flat head cap screws (FHCS), two 1 in diameter socket head cap screws
(SHCS), a 0.5 in thick gusset plate, and a 2 in diameter registration pin. The lower
bloc connects the topHSScolumn to theHSSfloor beamand the upper block connects
the bottom HSS column to the HSS ceiling beam. The gusset plate is connected to
the upper bloc with the FHCS, and the registration pin is threaded into the lower
bloc. The upper bloc and lower bloc are vertically connected via the SHCSs, which
thread into holes in the upper bloc. Details of the corner VectorBloc connector can
be seen in Fig. 1.

Socket Head Cap
Screw

Lowerbloc

Registration 
Pin 

Flat Head Cap 
ScrewGusset Plate

Upperbloc

Fig. 1 Vectorbloc connector
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3 Test Overview and Setup

3.1 Experimental Test

Three types of tests were conducted on the specimen: axial tension, axial compres-
sion, and bending. The experimental test setup for the axial tension and compression
tests were identical, while the setup for the bending test differed. The maximum
loads applied to the specimen were determined based on the maximum design loads
expected on a corner connection of a mid-rise building that was in development.
Loading the specimens until failure would cause damage to the loadcells, loading
jacks, and potentially other parts of the test setup. As the development of the test
setup was very expensive and time-consuming, it was determined that loading until
failure should be avoided to protect the equipment. Loads to the specimen for all of
the tests were applied using a displacement control method until the desired design
load was reached.

3.1.1 Axial Tension and Compression

Two full-scale specimens representing a typical corner connection were used: one
for the axial tension test and one for the axial compression test. The axial loads were
appliedwith a load jack and loadcell located at the end of the top column. The column
ends were given a pin-roller boundary condition. The bottom column was restrained
in translation in all three axes and the top column was restrained in translation in the
horizontal axes and free to translate in the vertical axes to allow for movement of the
load jack. Two linear variable transducers (LVDTs) were placed on the specimen to
measure the displacement between the sections of the specimen to which they were
connected. The first LVDT was connected to the top column and lower bloc, while
the second column was connected to the bottom column and upper bloc. The details
of the axial tension and compression setup can be seen in Fig. 2a.

3.1.2 Bending

Two full-scale specimens representing a typical corner connection were used for the
bending tests. The free ends of the floor beams were reinforced with 0.5′′ plates to
prevent local deformation under the applied loads. The reinforced ends of the floor
beams were beared on the ceiling beams to allow the load to be transferred between
them. The top and bottom columns were given a pin-roller boundary condition and
restrained in translation in all directions. Two load cells were placed at the end of
each floor beam in this test setup. Bending loads were applied to the connection by
applying vertical loads on the ends of the floor beams. Four LVDTs were placed
on the floor beams to measure its deflection at different points along its length.
The labeling and location of these LVTDs can be seen in the schematic of the test
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Fig. 2 Test schematics

specimen in Fig. 2b. As the floor beam beared on the ceiling beam, it was assumed
that the deflection for both would be the same, hence only the deflection of the floor
beam was measured.

3.2 Finite Element Analysis

Full-scale experimental tests are useful in obtaining information on the overall
behavior of the connection under axial and bending loads. However, they are very
expensive and do not provide certain information, such as stress and strain distribu-
tion, that is important to understand the structural behavior of the connection. Finite
element (FE)models of the specimenwere developed using a commercially available
finite element code, ABAQUS/Standard version 6.13 [3]. Three models were devel-
oped to simulate the axial tension, axial compression, and bending tests that were
experimentally conducted. These models were used to conduct further tests on the
connection and collect information that could not be obtained from the experimental
testing.

The welded joints of the connection, the threaded screw connection between the
SHCSs and upperbloc, and the connection between the gusset plate and upperbloc
weremodeled using surface-to-surface tie constraints. Surface-to-surface frictionless
hard contact was used on all areaswhere contact occurred between the components of
the connection. The ends of the upper and lower columnswere kinematically coupled



Behavior of Vectorbloc Beam-Column Connections 337

to points corresponding to the center of the column end fixture. Boundary conditions
of the corresponding supports were applied to these points. Coupon testing of the
components of the specimen was performed and the results were used to determine
the material properties used in the models.

4 Test Results

4.1 Axial Compression

The maximum compression load applied to the specimen was 400 kN. The load
was gradually increased using the displacement control method until the maximum
design load of 400 kN was reached. The axial load-deformation results of this test
are shown in Fig. 3. It can be seen that the behavior of the connection is linear under
the applied load, indicating that it is still in the elastic range and the connection is
safe under the design load. The load was eccentric at the lower bloc and gusset plate
contact due to the difference in the cross-sections of the blocs and columns. This
resulted in the columns and cross-section of the bloc being subjected to both axial
compression and bending, causing a small relative rotation of the blocs which was
resisted by the SHCSs.

Figure 3 also shows the axial load-deformation results of the finite element
analysis (FEA) that was conducted on the specimen. From this figure, it can be
observed that the FEA results are in good alignment with the experimental test

Fig. 3 Axial compression load deformation
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(a) Compression Von Mises Stress (b) Tension Von Mises Stress

Fig. 4 Von Mises Stress Distribution

results. Observing the von Mises stress distribution of the specimen in Fig. 4a, the
maximum stress occurred at the columns. At the maximum applied compressive
load, the equivalent plastic strain (PEEQ) is zero. This confirms that the specimen
under an axial compressive load of 400 kN remains within the elastic limit and if
the specimen were loaded to failure, the failure would most probably occur at the
columns.

4.2 Axial Tension

The maximum tension load applied to the specimen was 200 kN. The displacement
control method was used to gradually apply tension load to the specimen until the
maximum design load was reached. The axial load-deformation results of this test
are shown in Fig. 5, which also shows the results of the FEA that was conducted on
the specimen. Like the compression test results, the behavior of the specimen under
the design load was linear. The SHCSs primarily resist the loads under axial tension.
Due to the eccentricity of the SHCSs with the center of the applied load, there was
a relative rotation between the upper and lower blocs which caused a separation
between the blocs on one side and bearing on the other.

Comparing the FEA data with the data collected from the experimental testing,
it can be seen that they are in good agreement. Observing the von Mises stress
distribution of the SHCS shown in Fig. 4b, it can be seen that the maximum stress
occurred at the threaded region of the SHCSs. The PEEQ measure on the SHCSs is
zero at the maximum design load of 200 kN, which shows that the SHCSs stayed
within the elastic limit. If the load was increased beyond 200 kN until failure, the
ultimate failure would likely occur due to the rupture of the SHCSs.
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Fig. 5 Axial tension load deformation

Table 1 Bending load summary

Specimen Applied load

Left Plane (kN) Moment (kNm) Right plane (kN) Moment (kNm)

Uniaxial bending 40 50 – –

Biaxial bending 40 50 40 50

4.3 Bending

Two types of bending tests were conducted, uniaxial bending and biaxial bending.
The bending load was applied to the connector by applying a vertical load to the end
of one floor beam for the uniaxial test and the ends of both floor beams for the biaxial
bending test. The maximum vertical load applied to the ends of the floor beams was
40 kN. A summary of the applied vertical loads and resulting moments can be seen
in Table 1. The moment values in this table were calculated using a moment arm of
1.25 m, which is the distance from the location of the applied load to the face of the
column.

4.3.1 Uniaxial Bending

As shown in Table 1, the applied bending load to the floor beam end for the uniaxial
bending test was 40 kN. The results of the uniaxial bending test are shown in Fig. 6.
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Fig. 6 Uniaxial bending load deformation

which also shows the results of the FEA that was conducted. The applied bending
load caused the floor and ceiling beams to flexural defect, causing deformation on
the columns. These deformations caused a separation between the upper and lower
blocs, but this was resisted by the SHCSs which held them together. The deflections
in Fig. 6 are the deflections measured from the LVDTs A and B shown in Fig. 2 (b).
From the load-deformation plot, it can be observed that the behavior of the connection
is linear under the applied load.

It can be seen from Fig. 6 that the FE analysis results are in good agreement with
the results obtained from experimental testing. The von Mises stress distribution of
the specimen showed that the columns experienced the maximum stress under the
applied design load. The FE analysis also confirmed that the specimen remained
well within the elastic limit, which indicates that the connection is safe under the
maximum bending design load.

4.3.2 Biaxial Bending

The bending load applied to both floor beams was 40 kN. Both loads were applied at
the same time to the two beams. The load-deformation curve of the biaxial bending
test can be seen in Fig. 7. The deflections in Fig. 7 are the deflections measured from
LVDTs A, B, C, and D, as shown in Fig. 2b. The deflections of the floor beams under
the applied loads show that the behavior of the connection under the design bending
loads was linear.
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Fig. 7 Biaxial bending load deformation

From Fig. 7, it can be seen that the FEA results are in good agreement with the
experimental test results. The vonMises stress distribution of the specimen under the
biaxial design loads showed a high concentration of stress in the columns where the
column and VectorBloc connector intersect. The FE analysis revealed local plastic
deformation in this area. These local stress concentrations and plastic deformation
in the columns were not large enough to cause any nonlinearity in the overall global
behavior of the specimen under the bending loads, which is in line with what was
observed in the experimental tests.

5 Parametric Study

A parametric study was conducted on the specimen using FEA. The parameters
considered were the weight of the upper and lower blocs and the location of the
SHCSs. The models were tested under axial compression and tension. The results
of the parametric study were compared with that of the reference model, which is
the model used in the experimental tests in this study. The varied weights of the
blocs were calculated based on the percent weight reduction with respect to the
reference model. The weight reductions considered were 5%, 10%, 15% and 20%.
The locations of the SHCSs varied from that of the reference model by ± 0.5 inches
and are shown alongwith their respective notations in Fig. 8. In this parametric study,
the models were loaded until failure, and the ultimate load is considered to be the
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Reference Model -0.5 in Model +0.5 in Model

Fig. 8 SHCS locations

maximum load capacity of the model. The yield load is considered to be the load at
which the model begins to show plastic strain.

In all of the FEmodels under axial compression, the plastic strain initially occurred
in the columns. The columns underwent axial deformation with increased compres-
sive loading and experienced inelastic bucking after the ultimate load was reached.
All the models were also subjected to the maximum compressive design load of 400
kN and remained well within the elastic region at this load.

The yield and ultimate loads of the reference model with varying weights under
axial compression are shown in Fig. 9. The specimen had an ultimate compres-
sion capacity of approximately 1440 kN. It can be observed that a reduction in the
weight reduces the ultimate load capacity of the connection. The reduction in capacity
compared to the reference model was calculated to be 2%, 6%, 13%, and 21% for the

Fig. 9 Ultimate and yield loads under compression
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Fig. 10 Ultimate and yield loads under tension

5%, 10%, 15%, and 20% weight reductions, respectively. The reduction in capacity
may be acceptable due to the maximum design load of 400 kN being much lower
than the yield load, as shown in Fig. 9. Reducing the weight would decrease the cost
of the connector andmake it lighter. The parametric study showed that the location of
the SHCS did not have an effect on the axial compressive behavior of the connection.

The yield and ultimate load capacities of the reference model with varying SHCS
locations are shown in Fig. 10. It can be seen from this figure that the locations of the
SHCSs affect the capacity of the connection. As the eccentricity of the SHCSs from
the column increases, the capacity of the connection decreases. Thus, the highest
capacity was seen in the model with 0.5 in eccentricity. The increase in the ultimate
load capacity for the −0.5 in SHCS location was calculated to be 25%. It is thus
recommended that the SHCSs are moved towards the column to increase the load-
carrying capacity of the connection under axial tension. It can also be seen from this
figure that the reference specimen has an ultimate tensile capacity of approximately
490 kN.

6 Conclusion

The main objective of this study was to determine the structural performance of
the VectorBloc connector under design axial compression, tension, and bending
loads. Full-scale experimental testing and finite element analysis were conducted. A
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parametric study of the connector was also conducted. The following conclusions
were made based on the analysis of the results of these tests.

i. The connection is within the elastic limit under the applied axial compression,
axial tension, and uniaxial and biaxial design loads.

ii. The failure of the connection occurs due to plastic deformation of the columns,
which are the critical members.

iii. The weight of the connector affects the compression capacity of the connection
and the location of the socket head cap screws affect the tension capacity of
the connection.

iv. Up to 20% of the weight of the current connector can be reduced while still
maintaining its ability to safely carry the design loads.

v. The socket head cap screws can be moved up to 0.5 inches towards the column
to increase its tensile capacity by 25%.

vi. The failure loads of the connection are much higher than the maximum design
loads.
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Step Through the Noise: Insight
into Resilience-Driven Power Asset
Management

E. Goforth, W. El-Dakhakhni, and L. Wiebe

1 Introduction

Power infrastructure systems offer critical service to the operation of society. The
ability of power systems to return to operation following an outage is crucial to
ensure customers do not experience a long power disruption. Over the past few
decades, there has been an increasing frequency and severity of outages affecting
power infrastructure systems [3]. This has led to an increased focus on the resilience
of power systems to such unplanned outages [6]. Resilience is defined as the ability
of a system to prepare for, absorb, and recover from external adverse events [5],
and can be quantified in terms of resilience goals (i.e., robustness and rapidity) and
means (i.e., resourcefulness and redundancy) [7]. The resilience goals are presented
in Fig. 1 showing the resilience triangle indicating the loss of operation and outage
duration due to an adverse event [7].

In order to improve the response of utilities that own and operate power infras-
tructure assets, several data-drivenmethods have been deployed to derive insight into
the resilience goal metrics [3]. Data-driven modeling involves collecting, cleaning,
processing, and analyzing related datasets and subsequently gaining informative
insights [1]. Data-driven models have been developed to handle the ever increasing
volume and variety of data being collected by sensors and maintenance reports in
power infrastructure systems [8]. Data-driven models, such as machine learning
methods, have been shown to identify patterns within large and diverse datasets that
would have been previously hidden from standard analysis techniques (e.g., figures
and tables) [8]. Specifically, association rule analysis has shown promise in deriving
insights into power asset performance in several applications. Bashkari et al. [2]
investigated patterns in outage causes for distribution network components using
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Fig. 1 Resilience concept
including metrics robustness
and rapidity [7]

association rules and Doostan and Chowdhury [4] used association rules to identify
correlated features to fault code occurrences in the distribution network.These studies
presented a detailed analysis of outage and fault cause dependent features using asso-
ciation rules, but their studies lacked an application to transmission infrastructure
and the connection of resilience to the insights gained from feature association. This
study tackles those elements where a transmission line outage dataset is analyzed to
find feature associations related to long-duration outage events to identify the key
features that affect rapidity.

2 Methodology

All data-drivenmodels require the use of a clean data set (e.g., nomissing values) that
can be used as a direct input into a machine learning model. This study used a data
set that includes transmission line outages from 2005 to 2018. The original data set
included outages from 1978 to 2018 but in 2005 additional features were added that
describe the primary outage cause and location of each outage event. The dataset from
2005 to 2018 included 16,792 transmission line outage events. Each outage event had
input features that described the voltage, primary cause group, primary cause name,
subcomponent group, subcomponent name, type of failure, type of fault, structure,
conductors per phase, ground wires, circuits per tower, month, day, and hour. The
output feature was the duration class. The duration class feature was based on the
duration of the corresponding outage and was split based on that duration into one of
three different classes (i.e., short (1–5min),moderate (5–240min), and long (greater
than 240 min)). The long-duration outage class is the output feature for this study,
to provide feature associations to characterize the resilience metric of rapidity.

Utilities would benefit from knowing which combinations of features commonly
lead to long-duration outage events in order to assign appropriate repair crews. The
goal would be to improve the rapidity of a utility to unplanned outage events. This
study uses association rule analysis to evaluate feature associations. Association rule
analysis is a machine learning method that generates frequent feature sets from data
in the form of X → Y where X is a set of input features and Y is a set of output
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feature(s) [1].Metrics used to evaluate the importance and significance of a generated
association rule are support, confidence, and lift, as shown in Eqs. (1–3) respectively.

Support(X → Y ) = P(X ∩ Y ) (1)

Con f idence(X → Y ) = P(X ∩ Y )

P(X)
(2)

Li f t(X → Y ) = P(X ∩ Y )

P(X)P(Y )
(3)

Support is a metric of feature set frequency among all occurrences in the data
set. Confidence is a metric of output feature likelihood given that the input features
are in the feature set. Lift is a metric that compares the frequency of a feature set
occurrence with the occurrence of input and output features. The lift metric indicates
the likelihood that a generated rule is not a coincidental occurrence. The metrics
from Eqs. 1–3 were calculated for each generated association rule.

3 Results

All the association rules for long-duration outages are shown in Fig. 2. The confi-
dence metric is shown by the colour of the point on the figure. Confidence is directly
correlated to the lift of each rule. This corresponds to Eq. 3 where lift is calculated
using the base from Eq. 2 accounting for the likelihood of the output feature occur-
rence. In this study, the output featurewas specified, therefore the correlation between
confidence and lift is expected. Figure 2 shows the number of rules decreases with
increasing lift value and as the lift increases, the support for each rule decreases.
This indicates that there are few important rules (i.e., rules with high lift values) that
occur among the reviewed transactions, but when these rules do occur, there can be
high confidence in their association to long-duration outages. Also of note are rules
that fall along the Pareto front in Fig. 2. These rules indicate associations that occur
more frequently among the transactions (i.e., high support) and because the lift is
still greater than 1, they are important to take note of to indicate long-duration outage
events.

The top five association rules by lift are shown in Table 1. These rules allow an
asset manager to see the key input features that lead to long-duration outages and plan
accordingly. Among the association rules shown in Table 1, common input features
(i.e., features that occur three or more times in Table 1) include subcomponent group
= 1 (i.e., outage occurred in the integral subcomponent), equipment failure as the
primary cause name, and two ground wires on the transmission line asset. The long-
duration outage events are closely associated with equipment failures, specifically to
the structure of the transmission line. An asset manager can use this information to
inform their decision-making regarding allocation of resources towards repair and
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Fig. 2 Long-duration outage association rules

Table 1 Top five association rules by lift to determine long-duration outages

LHS RHS Support (%) Confidence (%) Lift

{Primary cause name = Equipment
failure,
subcomponent group = Integral,
Conductors/phase = 1,
Ground wires = 2}

{>240 min} 2.3 84.8 2.67

{Primary cause group = Defective
equipment,
Subcomponent name = Structure,
Failure type = Normal operation}

{>240 min} 2.0 84.2 2.65

{Primary cause name = Equipment
failure,
Subcomponent group = Integral,
Ground wires = 2}

{>240 min} 2.6 83.5 2.63

{Primary cause group = Defective
equipment,
Subcomponent group = Integral,
Conductors/phase = 1,
Ground wires = 2}

{>240 min} 2.4 83.5 2.63

{Primary cause name = Equipment
failure,
Subcomponent name = Structure}

{>240 min} 3.1 82.9 2.61
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maintenance of these assets. This knowledge and insight would improve the future
performance of a utility to long-duration outage events therefore improving their
rapidity to unplanned outage events.

4 Conclusion

This study developed association rules to find sets of input features that led to long-
duration outage events. These association ruleswould allow assetmanagers to review
the important features commonly leading to long duration outage events. The asso-
ciation rules were generated based on a transmission line outage data set from 2005–
2018. The study revealed that equipment failures, specifically in the transmission
line structure, were important features of long-duration outages. An asset manager
could take this information and deploy additional resources inmaintenance and repair
to minimize these long-duration outage events, therefore improving the rapidity of
the utility to unplanned outages. Future work would include prediction of outage
duration based on similar input features to attempt to classify outages to proactively
manage long-duration outage events.
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Shell Analysis of Steel Frames
Considering Low-Cycle Fatigue Within
the Continuum-Damage-Plasticity
Framework

S. Delir, E. Erkmen, and L. Tirca

1 Introduction

Low-cycle fatigue failure under cyclic loading is one of the common causes of failure
in structures. Cyclic loading causes crack initiation and propagation in steel mate-
rial which then cause changes in structural stiffness and load carrying capacity.
Among different modelling strategies that can capture fatigue effect in the material
behaviour, the Continuum Damage Plasticity (CDP) framework is one of the widely
used approaches especially for multi-axial loading situations [1, 9–13]. Using CDP,
Murakami et al. [15] studied the loss of ductility due to low-cycle fatigue damage.
They have related the effect of small cracks that are present in the material with the
loss of ductility and limited life due to fatigue. Their experiments showed the corre-
lation of crack length present in the surface and the fatigue life. They also showed
that by removing surface cracks, ductility and fatigue life could be extended. Zhan
et al. [19] used ContinuumDamageMechanics-based approach to predict the fatigue
life of aluminum alloy. In their study, Lemaitre’s plasticity damage model (1994)
was used to evaluate the damage accumulation and accordingly the fatigue life of
aluminum alloy that has undergone foreign object impact. Springer and Pettermann
[18] developed a multi-axial damage model to predict fatigue life under low-cycle
loading. Martinez et al. [12] presented an evolution law for the hardening param-
eter. One dimensional beam-type element are frequently used for structural analysis
purposes in which uniaxial material models are often adopted. Bosco and Tirca [3]
used fibre-based uniaxial damage accumulation modelling to simulate the damage
evolution in I-shaped steel beams. Their model is based on Miner’s Law to predict
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fatigue damage due to cyclic loading and had good agreement with related experi-
ment results. However, to capture local buckling effects on thin-walled steel sections
shell element modelling is required e.g., Fafard et al. [7].

In this study we employ a shell element formulation by combining the 4 Node–3
DOFper node quadrilateral plate element of Batoz and Tahar [2] and the quadrilateral
4-Node membrane element with drilling DOF of Ibrahimbegovic et al. [9]. Second-
order geometrical nonlinearities are considered in the strain-deflection relations by
adopting Green–Lagrange strains. When shell elements are used, multi-axial mate-
rial models are needed and for this purpose Continuum Damage Plasticity (CDP)
framework is used to build an inelastic multi-axial stress–strain relationship. We
employ the multi-axial Continuum Damage Plasticity (CDP) framework introduced
by [1]. The damage evolution law for fatigue effects was adopted from [18]. The yield
surface of von Misses and the associated flow rule were adopted for the evolution of
plastic deformations. We have included the isotropic softening of the yield surface
due to fatigue according to Martinez et al. [12].

2 Continuum Damage Plasticity

Following [1], the coupled damage and plasticity constitutive equations can be built
on 3 basic hypotheses: additive decomposition of the total strain field, the strain
energy and finally the plasticity and damage initiation criteria.

• The additive decomposition implies that the total deformation can be decomposed
into elastic part εe, plastic part εp and damage part εd as

ε = εe + εp + εd . (1)

• The strain energy stored during deformation can be written as the sum of elastic
and damage strain energies plus the energies due to hardening effects of plastic
and damage parts as:

�
(
ε, εp, κp, φ, εd ,

) = �e(εe) + �d(εd , φ) + �p(κp) + �d(κd) (2)

where hardening effects can be accounted with the hardening potentials for the
plastic behaviour �p(κp) and damage behaviour �d(κd), which are functions of
hardening variables κp and κd for plasticity and damage, respectively. The�e(εe)

parameter is the elastic strain energy and the �d(εd , φ) is the damage strain
energy. The damage parameter φ can be written in terms of the reduction factor as
φ = ϕ/(1 − ϕ), where ϕ ∈ [0, 1] is a measure of reduction in the load carrying
area.

• The elastic domain can be specified as the domain in stress space where no
change of internal variables, i.e. εp, κp, φ, εd , κd , takes place. The boundaries
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of the domain is determined by the plastic failure criterion and the damage failure
criterion with:

�p
(
σ, κp

) ≤ 0and�d(σ, κd) ≤ 0 (3)

The plastic and damage failure criteria are generally independent from each
other. However, an a-priori assumed partitioning of the strain tensor in the form
of dεd = ϕdε, simplifies the selection of the failure surfaces as it permits the use of
single failure criterion, i.e., �p

(
σ, κp

) = �d(σ, κd) and dκd = φdκp Therefore, the
coupled elastoplastic-damage model can be easily calibrated to fit to the observed
behaviour. The proposed approach also simplifies the numerical procedure, details
of which can be found in Sarikaya and Erkmen [16].

2.1 Effect of Fatigue on the Stiffness

Change in material properties due to fatigue can be introduced as an evolution equa-
tion for the damage parameter. Following Springer and Pettermann [18], we update
damage parameter φ in a cycle that produces plastic deformations. The plastic work
in a closed cycle can be written as provided in:

�w =
∫

1cycle
σε pdε p (4)

As the plastic strains are only deviatoric in associated von Misses plasticity, a
volumetric term is also introduced additional into the energy term in each cycle as
per.

�wm = �w + ασmax
h (5)

Herein, x is a material parameter and σmax
h is the maximum hydrostatic pressure

that occurs during a cycle. Accordingly, the evolution of the damage parameter can
be written as in:

ϕ =
∫

x1
l

(�wm)x2dN (6)

where x1, x2 are material properties, l is the characteristic element length and dN is
a measure of cycle increment.
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2.2 Hardening

Fatigue not only reduces the stiffness of the material it also reduces the maximum
load carrying capacity. In order to consider that effect, fatigue should cause
an isotropic strain softening effect on the yield surface. The functions used for
hardening/softening effects due to fatigue are adopted from Martinez et al. [12]:

K = K0 + Hs

√√√√1 −
(

κp − κpt + 1
(
1 + κpt

)2

)

i f κp < κpt (7)

K = K0 + Hs + Hss

√√√√1 −
(

κp − κpt
(
1 + κpt

)2

)

i f κp ≥ κpt (8)

where K0, Hs, andHss, are material related hardening parameters. The parameter κp

is the total plastic work and κpt is a plastic work-related threshold which separates
the hardening and softening stage of material. Thus, the hardening potential can
be expressed as �p(κp) = 0.5Kκp

2. The parameters α, x1, x2, l, K0, Hs, Hss, κpt

should be calibrated from material and structural tests.

3 Finite Element Modelling of Thin-Walled Beams
and Frames

The shell element is a combination of a membrane element with drilling degree of
freedom and Discrete Kirchhoff Quadrilateral (DKQ) plate element. The strains in
the shell element formulation can be decomposed into three parts which are strains
due to plate bending εb, membrane deformations εm , and second order terms in
Green–Lagrange strains considering both membrane and plate bending actions εN ,
i.e.

ε = εb + εm + εN (9)

εb = −z

{
∂θ

∧

x

∂x
,
∂θ

∧

y

∂y
,
∂θ

∧

x

∂y
+ ∂θ

∧

y

∂x

}

(10)

εm =
{

∂u
∧

0

∂x
,
∂v

∧

0

∂y
,
∂u

∧

0

∂y
+ ∂v

∧

0

∂x

}
(11)
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Fig. 1 Deflections and coordinate systems for the shell element formulation. a Local deflections
of the shell element b Global versus local coordinate system
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(12)

in which u
∧

0 and v
∧

0 are deflections in the mid-surface of local x–y plane, respectively
and w

∧

0 is the out of plane deflection in the local z-direction, as shown in Fig. 1. The
bending rotations θ

∧

x and θ
∧

y are defined within local x–z and y–z planes, and the
drilling rotation θ

∧

z is around z-direction.
The displacements are interpolated according to the shape functions of Batoz and

Tahar [2] and Ibrahimbegovic et al. [9], accordingly, the virtual work can be written
in algebraic form and the equilibrium equation obtained can be solved iteratively.
Details of the shell element formulation and its implementation for nonlinear analysis
can be found inErkmen [5].Closest-Point Projection algorithmwas used for the stress
update considering inelastic deformations. Details of the stress update can be found
in Erkmen and Saleh [6].

4 Model Validation

The I-shaped cantilever beam which was introduced by Engelhardt et al. [4] was
chosen in Bosco and Tirca [3] as a case for validation. Herein, the obtained results
are compared with that found by Bosco and Tirca [3]. The type of analysis performed
in this case is under quasi-static cyclic loading. The information for the material and
the structural properties are provided in Table 1 and the system setup and boundary
conditions are presented in Fig. 2 (Figs. 3 and 4).
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Table 1 Mechanical properties of the specimen 7A as per Engelhardt et al. [4]

Specimen
number

Cross-section Fy Flange
(MPa)

Fy Web (MPa) Elasticity
modulus (MPa)

Lv (mm)

7A W36 × 150 301.3 362.3 2.1 × 105 2985

The model considered without fatigue effect and the hardening function values are K0 =
100MPa, Hs = 200MPa, with κpt = 0.1MPa. (Wedo not use the second part isotropic hardening

Hss = 0)

Fig. 2 Cantilever beam a
Experimental test setup [3] b
modelling of I-shaped
specimen in the setup

Lv

L
lcdc

FSectionBoundary

Load 
cell

a)

b)

Fig. 3 Finite element
modelling of the cantilever
beam using 60 shell elements
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Fig. 4 a The quasi-static cyclic displacement loading protocol b Hysteresis loops from nonlinear
analysis using beam theory in shell elementwithout stiffness degradation against the results obtained
by Bosco and Tirca [3]

5 Case Studies

5.1 Details of the Analysed Frame

For the purpose of investigating fatigue effects on the load deflection relations, a
single story one bay moment frame is modelled using the proposed material model
and the shell element. Sections for columns and beam areW14× 176 (W360× 162)
and W21 × 44 (W530 × 66) respectively and dimensions are presented in Table 2.
The schematic view and dimensions of the frame is also provided in Fig. 5. The
shell modelling of each section consists of 6 elements in transversal and 20 elements
in longitudinal directions. To capture the effects of fatigue damage, the parameters
introduced in Eq. 6 are taken as α = 0.006, l = 300mm and x1, x2 are considered
as 3.75 mm/cycle (MPa), 0.45 and 0.45, respectively. The hardening parameters
presented in Eq. 7 and Eq. 8 are taken as K0 = 100MPa, Hs = 200MPa, Hss =
0.09MPa, MPa with κpt = 10.0MPa. For the steel material, the yield stress limit
was taken as Fy = 317.1MPa.

Table 2 Dimensions and characteristics of beam and columns sections

Element Area
mm2

Ix
103 mm3

Zx
103 mm3

Iy
103 mm3

Zy
103 mm3

d
mm

b
mm

tf
mm

tw
mm

W530 ×
66

8390 351 1560 8.57 166 525 165 11.4 8.9

W360 ×
162

20,600 515 3140 186 1520 364 371 21.8 13.3
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Fig. 5 The geometry of
investigated one–storey
moment frame
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5.2 Pushover Analysis

Three case studies are considered under different kinematic assumptions. In the first
case, constraint conditions are imposed to prevent local, as well as, lateral-torsional
buckling behaviour, which is called as Case 1. The kinematic behaviour in Case 1, is
similar to conventional beam element-based models. To impose such beam element
behaviour, we have used Multiple-Point Constraints (MPC) and lateral supports on
the shell model. In Case 2, we have prevented local buckling only by usingMPCs but
allowed lateral-torsional buckling behaviour and Case 3 is completely free to locally
buckle or move laterally. As initial imperfections, the mode shapes based on the first
elastic mode were introduced (e.g. [17]). The first buckling mode shapes are shown
in Fig. 6.

A displacement control pushover analysis is performed, and the results are
presented in Fig. 7. As it is shown in Fig. 7, different restrictions on the same system
can lead to different responses. In this example, the results based on Case 3 is more
conservative than the other results which is due to the fact that plasticity occurs in
an earlier stage compared to other cases with restrictions.

5.3 Cyclic Pushover Analysis

Because the fatigue effects appear only under cyclic loading, a cyclic pushover anal-
ysis is performed to compare the response under different kinematic assumptions.
Again, three cases are used; Case 1 is prevented against local and lateral-torsional
buckling using MPCs and lateral supports; Case 2 is prevented against local buck-
ling using MPCs but allowed to deform laterally; and Case 3 is completely free to
locally buckle or move laterally. Again, as initial imperfections the first buckling
mode shapes were imposed in each case. The cyclic loading protocol is presented in
Fig. 8. From Fig. 9, by comparing the responses in each kinematic case, it can be seen
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a) Case 1 b) Case 2

c) Case 3

Fig. 6 Buckled shapes based on the first mode

Fig. 7 Pushover analysis
results
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Cycle count 

Fig. 8 Loading protocol for quasi-static cyclic pushover analysis
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Fig. 9 Hysteresis loops a for the cases without fatigue, b for the cases with fatigue

that the load carrying capacity reduces in each cycle when fatigue effects are consid-
ered. Figure 9 also shows that the stiffness also reduces in each cycle. Comparison
of each individual case with and without fatigue effects is also presented in Fig. 10.

6 Conclusions

This paper mainly focused on validation and applicability of a 3D elasto-plastic
damage model for the analysis of steel frames under cyclic loads. It was shown that
the developed analysis tool based on the Continuum Damage Plasticity framework
can capture the low-cycle fatigue effects in the constitutive behaviour of the steel
material. The parameters of the steel constitutive model were introduced in detail.
Early yielding and stiffness degradation of the material due to low-cycle fatigue
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a) b)

c)

Fig. 10 Hysteresis loops resulted with and without fatigue subjected to quasi-static cyclic loading
using cyclic-pushover analysis a Case 1 b Case 2 c Case 3

effects were captured by adopting a suitable hardening/softening and damage accu-
mulation criteria from literature specific to the low-cycle fatigue behaviour of metals.
As the material model is multi-axial, it is particularly suitable for the shell-type
analysis of steel frames. By using Multiple-Point-Constraints some of the possible
buckling modes were avoided and it was shown that when the model is not capable
of capturing the kinematic behaviour properly, significant over-estimation of the
capacity may occur in the predicted behaviour of steel frames. Such sophisticated
modelling approaches might be required especially when local buckling of steel
frame components and connections is a major concern due to reduction of stiffness
and load carrying capacity under cyclic loads.
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Basis of Sustainable Infrastructure
Project Decisions

V. Ferrer, P. Pradhananga, and M. ElZomor

1 Introduction and Background

Sustainability is an important worldwide concern; addressing climate change and
global warming is becoming an emerging necessity in the construction industry,
which introduces a new challenge not only in the design of projects but also in the
construction and operation phases. Low awareness of a project’s societal and environ-
mental impacts and a lack of standardized procedures to quantify these impacts are
often roadblocks to achieving sustainability [25]. Infrastructure projects play a critical
role in the built environment, but these projects also tend to reduce the ability of the
natural environment (i.e., pervious soils), its habitats, and species to adapt to climate
change [1]. Despite such an impact of infrastructure projects, sustainable materials
that have lower cost and environmental implication are seldom integrated during the
construction of infrastructures [20]. To ensure sustainable development and mitigate
environmental damage, it is critical to adopt sustainable design elements early in
the design phase such that it meets people’s need as well as improves the resilience
of infrastructures [25]. Sustainable design aims to improve the built environment’s
performance through a suite of economic, social, and environmental aspects, or as
it is usually called: “The Triple Bottom Line (TBL)”. It is known that most of the
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natural resources are finite and community development has consequences that affect
the TBL, thus the construction of infrastructures should not only be robust, but it must
also be sustainable [15]. The construction industry has spotlighted green buildings as
an approach to creating a more sustainable built environment. However, infrastruc-
ture projects have typically been left out of sustainable construction efforts, which
maybe because of the many challenges that stakeholders must encounter resulting in
increased difficulty assessing sustainability.

Infrastructure projects play a critical role in the built environment; they provide
the basis for personal security and public health, influence the economic growth and
competitiveness of communities, provide drinkingwater and handle waste, and, most
importantly, allow building and industrial projects to connect with all main utilities.
In comparison to building projects (vertical construction), infrastructure projects are
“horizontal” and act as vectors that connect residential and industrial nodes as well
as provide services and goods within the built environment. According to ISI [15],
massive investments in infrastructure are now needed due to decades of negligence
and outdated infrastructure around the world. The American Society of Civil Engi-
neers (ASCE) rates the U.S. infrastructure every 4 years; in 2017 ASCE reported
a score of D + for infrastructure, confirming that the U.S infrastructure systems
are declining as a result of negligence, overuse, insignificant investment, and poor
construction [2]. Furthermore, proper planning for infrastructure projects, or better-
called infrastructuremanagement (IM), is often notmet due to the complexity of such
projects, thus causing schedule overruns and failure to meet the forecasted budgets.
Research shows that, despite the usual practices, the best way to deliver a project is
focusing on the Front-End Planning (FEP) phase, prior to authorizing its funding and
subsequent construction [7, 7]. Infrastructure projects may present unique planning
and sustainability challenges (i.e. right-of-way (ROW) acquisitions or adjustments,
underground, more interface with the public and the environment). Thus, there is
an existing need for infrastructure projects with improved project performance and
low environmental and social impacts. Incorporating traditional planning is vital to
address the additional efforts during the planning, design, construction, and operation
phases of sustainable projects, yet FEP remains paramount.

Front-End Planning is a critical process that establishes a suitable scope definition
and a structured approach for a project while uncovering any project’s unknowns and
risks [3]. FEP comprises all the tasks between project commencement and the initi-
ation of the detailed design [25]. The FEP of a project helps stakeholders addressing
and minimizing risks to accomplish improved project outcomes [11]. Applying FEP
practices to infrastructure projects is vital for the development of these projects, and
thus, maintain access to critical goods and services throughout the nation. Previous
research has demonstrated the significance of FEP tools on capital projects and how
they correlate with a project’s success [10, 21]. Hansen et al. [12] compiled 30 years
of valuable FEP literature review in response to the low general understanding of
FEP and how it differs from traditional project planning. Their research included the
strong need for implementation of FEP, a concise differentiation between FEP and
traditional planning, the benefits and challenges of implementing FEP, and more.
The CII [6] indicated that despite the requirement for initial investment for FEP even
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higher savings can be achieved on a project. According to Bingham and Gibson [3],
the FEP process aid in recognizing and mitigating risks on infrastructure projects
related to issues such as environmental hazards, permits, right-of-way concerns,
utility adjustments, and logistic problems. CII [6] also highlighted that proper FEP
can help achieve project objectives such as improved scheduling, cost, and operating
characteristics, as well as social and environmental goals.

Nowadays, construction companies need to shift from focusing on the cost, time,
and quality performance of a project, to also include the Triple Bottom Line (TBL)
impacts by incorporating sustainability into project management [23]. Sustainable
Infrastructure (SI) and infrastructure management (IM) are typically seen as two
different and distinct topics, and yet these are strongly related. Mneimneh et al. [19]
and Weerasinghe et al. [25] have demonstrated that sustainability can be properly
accomplished if coupled with Front-end Planning (FEP) tools. Weerasinghe et al.
[25] piloted a framework that correlated a green building rating system and a scope
definition tool (FEP tool) and concluded that both systems complement each other.
Their findings indicated that this synergy assists in (1) the overall FEP process, (2) the
decision-making process; (3) setting adequate costs and procurement requirements;
(4) quality management; and (5) ensuring the sustainability of the project. Addi-
tionally, Silvius and Schipper [23] concluded that sustainability can influence the
entire process of project management. The authors identified three different changes
in the integration of sustainability into project management: (1) a fluctuation in the
scope of the project, from managing cost and schedules to managing the TBL, (2)
a variation in the common practices of project management by including resilience
and opportunity; and (3) a change-of-mind for the project manager of also consid-
ering sustainable development in their projects. In fact, existing sustainable rating
systems may provide a standardized pre-project planning process that takes into
account the TBL [15, 25]. However only a few research studies have connected FEP
tools to sustainability purposes, and none of them have had a focus on infrastructure
projects specifically. Therefore, this research fills in the literature gap by providing
a sustainable framework that addresses horizonal infrastructure rather than vertical
projects.

Despite the variety of sustainable rating systems, there is only one that addresses
sustainability for all types of civil infrastructure projects: The Envision™ Rating
System, created by the Institute for Sustainable Infrastructure (ISI) and the Zofnass
Program for Sustainable Infrastructure at the Harvard University Graduate School of
Design. Based on ISI [14] and Huang [13], there are higher probabilities of achieving
increased long-term profitability on Envision™ projects, particularly in regards to
anticipating limited maintenance activities as well as controlled operational require-
ments and running costs. Vandebergh et al. [24] highlighted that it is critical to start
pursuing a sustainability certification as early as possible i.e., during the Front-End
Planning (FEP) phases, so there is more broad and effective collaboration between
stakeholders and higher ability tomake changes at little to no cost. Likewise,Weeras-
inghe et al. [25], recommended that the overall cost of the project, including any
sustainability rating system certification, must be identified and mitigated during
FEP.AlthoughEnvision™ is applicable at any point during an infrastructure project’s
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lifecycle, to date it has not been integrated nor alignedwith any of the evidence-based
Front-End Planning tools. Klakegg [18] listed some of the reasons why sustainability
is seldom integrated into construction projectmanagement: faulty economic benefits,
high investments, lackof stakeholder commitment,multiple changing conditions, and
poor scope definition. Moreover, when construction companies do decide to pursue
a sustainable project, they are mostly focused on vertical construction (residential
and commercial projects), leaving civil infrastructure projects behind. Despite the
large investments needed for infrastructure projects, enhanced performance can be
reached if sustainability criteria are integrated as part of the entire project manage-
ment process [17]. To this end, this study aims to help infrastructure stakeholders
better assess the sustainability of their projects by demonstrating how FEP, jointly
with sustainable design, can maximize the possibilities of a successful infrastructure
project.

2 Methodology

This study aims to investigate the existing synergies between sustainability criteria
for infrastructure projects and the scope definition elements of the FEP process. To
this end, the research analyzed the most important (i.e. highest-weighted) section
in one of the effective FEP tools for infrastructure projects: The Project Definition
Rating Index (PDRI) [8]. This section, Basis of ProjectDecision (BPD), is the process
where the project team decides the project strategy, its objectives, and requirements
[7]. It is divided into five major categories: (1) Project Strategy, (2) Owner/Operator
Philosophies, (3) Project Funding andTiming, (4) ProjectRequirements and (5)Value
Analysis. This study investigated the nexus between the FEP phase, such as Basis
of Project Decision for infrastructure projects, and 59 sustainability credits (derived
fromEnvision™Rating System) divided into fivemajor categories: (1)Quality of Life
(QL), (2) Leadership (LD), (3) Resource Allocation (RA), (4) Natural World (NW),
and (5) Climate and risk (CR) through a conceptual matrix analysis. A conceptual
matrix is an analytical tool that provides a logical and reliable framework [9, 25] and
easily demonstrate the relationship between sustainability credits andBPDdecisions.
The BPD section is manually correlated to the selected Envision™ sustainability
credits to determine when, during the BPD phase, the appropriate sustainability
decisions need to be made. The matrix approach adopted for correlation analysis is
partially based on the research finding of Weerasinghe et al. [25], who developed a
LEED-FEPmatrix framework for green buildings. This research highlighted that the
matrix provides a logical and reliable framework that support teammembers in plan-
ning, assessing risks, and managing sustainable projects. Given that infrastructure
projects are more complex and require advanced tools, this research addresses the
gap by defining a similar matrix framework that connects the sustainability criteria
of the Envision™ Rating System and the elements of the FEP process.
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The authors also conducted more than a hundred case-studies to assess the impor-
tance of establishing synergies of FEP practices with sustainability criteria for infras-
tructure projects. The case-studies utilized in this paper included only those infras-
tructure projects with sustainability certification (i.e. Envision™). The analysis was
based on online surveys conducted to 109 stakeholders that have been involved in
at least one SI project, which represents more than 60% of the number of projects
awarded by Envision™ to date in the U.S. The case-study surveys entailed infor-
mation about the overall planning process of the projects and how the sustainability
certification process relates to the BPD elements. Some of the questions included
information regarding the approximate value of the project, the rate of success, the
financial and change management performance, the strengths and weaknesses of the
sustainable rating system, the challenges presented during the certification, and in
which stages of the project life cycle they applied all sustainability criteria.

3 Results and Analysis

The analysis of this study is divided into two phases, to determine the correlations
between the sustainable criteria of infrastructure projects and the Basis of Project
Decision (BPD) during FEP phase. Phase 1 presents the developed framework that
shows the sustainability-related decisions corresponding to the BPD elements.While
Phase 2 serves as a validation approach to the developed framework and is based on
the surveying case-study analyses.

3.1 Phase 1: Developing Framework for Basis of Project
Decision and Sustainability Criteria

This segment describes in detail the matrix presented in Fig. 1 for FEP Basis of
Project Decision of infrastructure projects, diving deeper into how the framework
supports proper scope definition for sustainable infrastructure projects. The potential
correlation decisions between Envision™ criteria and FEP tool are marked with an
“X” in Fig. 1 and are chosen based on the BPD elements descriptions identified by
Bingham et al. (2010). Each sustainability criteria have been analyzed, and the corre-
sponding FEP elements have been identified. This comprehensive analysis demon-
strates that sustainability certification criteria can aid in the scope definition process
of sustainable infrastructure projects. For instance, the analysis of three credits from
the sustainability Climate andRisk (CR) categorywas selected to provide an example
of the analysis. This category was chosen because it includes credits with the highest
points in the Envision™ Rating System.

• CR2.1 Avoid Unsuitable Development. The intent of this credit is to minimize
construction on hazardous sites to avoid site-related risks [15]. This credit needs
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to be considered during A.1 Need and Purpose Documentation since this BPD
element aids in identifying and selecting alternatives, i.e. a proper location of the
project. The CR2.1 credit also requires decisions under A.2 Investment Studies
since it may need investment in preliminary surveys, such as geographic informa-
tion systems (GIS), satellite imaging, site and environmental conditions, safety
and social studies, and more. The B.1 Design Philosophy element should also
consider this credit since it includes issues such as environmental sustainability,
safety improvement requirements, hazard mitigation strategies, and compliance
with applicable jurisdictional requirements. All these issues may need to be
considered while deciding the project site to avoid unsuitable development. D.1
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Fig. 1 (continued)

Project Objectives Statement was correlated to this credit because it considers
any limitation placed on the project and multiple performance objectives, i.e.
sustainability and security. Element D.5 Site Characteristics was also considered
to be correlated to this credit. After all, it aids in considering any site-related
characteristics including uncertainty and investigation of existing conditions. D.8
Lead/Discipline Scope ofWorkwas correlated to all sustainability credits because
it includes a complete description of the project, including background informa-
tion and sequencing ofwork. LastlyE.1ValueEngineering andE.2DesignSimpli-
fication were connected to CR2.1 because they assess a project’s overall effec-
tiveness and may help in identifying alternatives without compromising safety,
function, and security.

• CR2.3 Evaluate Risk and Resilience. The intent of this credit is to identify risk
and resilience-related risks and hazards [15]. This credit helps to identify vulner-
abilities of the infrastructure’s critical functions, which is considered during the
A.1 Need and Purpose Documentation of the BPD. The risk evaluations may be
done through collaborative work between all stakeholders including the commu-
nity affected by the project (A.3 Key TeamMember Coordination and A.4 Public
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Involvement). Additionally, the project needs to be designed following sustain-
ability and safety guidelines, which are included in the B.1 Design Philosophy
of BPD. And, if there are possibilities of expansion in the project, risk and
resilience evaluation should also be considered for those future stages (B.4 Future
Expansion Considerations). Similarly, all risk assessment activities need to be
included in the project’s cost and schedule estimates (C.1 Funding, C.2 Prelim-
inary Project Schedule), and in the project objectives (D.1 Project Objectives
statements). Besides, while identifying threats and hazards, the project teammust
consider all possible compliance with national, regional, and local requirements,
including design and control standards (D.3 Evaluation of Compliance Require-
ments). Finally, as with all other sustainability criteria, the evaluation of risk and
resilience must be included in the project’s scope of work (D.8 Lead/Discipline
Scope of Work)

• CR2.5 Maximize Resilience. The objective of this credit is to maximize the
project’s durability to increase its ability to withstand hazards [15]. In order
to do so, the project team needs to establish resiliency goals and strategies,
as well as to define the need of the project which may include site visits and
stakeholders and public input (A.1 Need and Purpose Documentation, A.3 Key
Team Member Coordination, and A.4 Public Involvement). In some cases imple-
menting resiliency strategies may result in additional costs and time, which is
why the CR2.5 credit should be considered during investment analyses, and cost
and schedule estimates (A.2 Investment Studies, C.1 Funding and Programming,
and C.2 Preliminary Project Schedule). Resiliency is critical to a project’s entire
lifecycle, thus, it must be considered during design, operation, and maintenance
phases as well as possible future activities (B.1 Design, B.2 Operating, and B.3
MaintenancePhilosophies, andB.4FutureExpansion).Additionally, all resiliency
goals and approaches need to be included in the project objectives and scope of
work (D.1 ProjectObjectives statements, andD.8Lead/Discipline Scope ofWork)
as well as comply with national, regional, and local standards and codes (D.3
Evaluation of Compliance Requirements). Finally, when considering possible
resiliency strategies, the project team may identify and document activities that
optimize the project’s performance (E.2 Design Simplification)

The sustainability rating systemdeveloped for infrastructure projects alsoprovides
a comprehensive project planning framework to help stakeholders pursue infrastruc-
ture projects in the ‘right’ way [15]. Integrating sustainability principles, including
social and environmental aspects, can influence the entire project management
process, i.e. the requirements of the project’s final output [23]. Research findings
of Shivakumar et al. [22] andWeerasinghe et al. [25] as well as results obtained from
this study demonstrate that implementing sustainability criteria at the FEP phases
of a project can reduce risks and uncertainties while increasing the possibilities of
a successful and resilient project. Additionally, previous investigations have indi-
cated that sustainable projects may focus more on proper FEP than conventional
projects, resulting in better cost performance and reduced change orders [16]. Thus,
the additional efforts that sustainable projects implicate can be better justified since
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they can result in better cost performance than traditional projects. To this end, the
framework developed in this study, aids in the FEP process of sustainable projects
for all stakeholders.

3.2 Phase 2: Multiple Case-Study Analysis

To validate the conceptual correlationmatrix developed in Phase 1, the research team
surveyed industry professionals with more than 10 years of experience in sustainable
infrastructure projects. All surveyed professionals agreed that the sustainability certi-
fication process serves as a project planning outline and has improved the overall
performance of their projects. The respondents mentioned that, although sustain-
ability can be applied throughout the entire project life cycle, including the end-
of-useful-life activities, it begins at the early stages of planning and design. This
connects sustainability criteria with the processes of FEP on infrastructure projects.
Respondents also agreed that the FEP tools (i.e. the PDRI) can support a better and
smoother process towards sustainability certification.

The survey resulted in qualitative and quantitative data, which was later analyzed
and evaluated to support Fig. 1. Figure 2 summarizes some of the FEP processes
that the respondents followed during a sustainability certification and these are sepa-
rated according to the corresponding categories. Based on the survey responses, the
majority of the case-study projects would have benefited from a standardized FEP
process or tool during the sustainability certification, i.e. a similar framework to the
one developed in this research. The activities they pursued throughout the project
to accomplish the sustainability credits were strongly related to FEP, as can be seen
from the examples given in Fig. 2. Many infrastructure projects in which the stake-
holders contributed seldom integrated sustainability in an early phase, i.e. during
FEP. Consequently, there were not only uncertainty and barriers to its successful
operation but also unexpected costs to address environmental implications after the
design phase had been initiated. The respondents agreed that to pursue a sustainability
certification, all credits and procedures should be analyzed prior to project initiation,
i.e. during FEP. This early design work includes defining the owner’s requirements
and including them in the overall project strategy [25]. It involves more than basic
design, like the selection of the location, the right materials and systems, innovative
technology, riskmanagement, and so forth. Thisway, the case-study survey responses
and the presented Fig. 2 serve as a supporting document to the framework developed
in Fig. 1.
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Fig. 2 Case-study-based results of sustainability criteria applied during the FEP phase

4 Conclusions and Future Work

This study explained how sustainable infrastructure criteria complement the Front-
End Planning of infrastructure projects, specifically during the Basis of Project Deci-
sion (BPD) phase. A matrix framework was developed, which correlates 59 of Envi-
sion™’s sustainability credits and 23 scope definition elements of FEP tools. This
framework helps stakeholders to seamlessly transition from pre-planning to design
and construction while considering the entire sustainable Triple Bottom Line of
infrastructure projects. Stakeholders can easily identify from Fig. 1 when, during
FEP, each sustainability criteria should be considered to further support the planning
decisions for infrastructure projects. Thus, the developed framework may reduce
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uncertainty and risks while improving resiliency and overall sustainability as well as
allows project stakeholders to set achievable schedule and costs estimates, as well
as procurement requirements.

According to the matrix developed in this study, the scope definition elements
from the BPD section are highly correlated with all presented sustainability credits.
Sustainable infrastructure goals like the improvement of the community’s life quality,
the engagement of stakeholders, and the pursuit of the best project solution can be
accomplished by properly defining the scope of the project at FEP phases. The
existing synergies between BPD and SI have been demonstrated and supported
throughcase-study analysis. 109 stakeholderswere surveyed to support the developed
framework by investigating the sustainability and planning process of case-study
projects. All respondents indicated that applying sustainability to their infrastructure
projects has improved their overall performance, including reduced costs and shorter
schedules. They agreed that the sustainability certification process serves as a project
planning outline, but that following an FEP tool would have beenmuchmore helpful.
The scope definition elements presented in this study, together with all sustainability
criteria, can aid project managers in determining adequate estimates and require-
ments. Overall, the framework presented in this paper forms the foundation of an
FEP tool for sustainable infrastructures. In addition, the matrix advises project stake-
holders to focus more on elements that have a higher impact on the performance of
a project and aids in a detailed scope definition by reducing uncertainty and risks
associated with the project. Thus, as future studies, it is recommended to investigate
how all phases of infrastructure project management can complement sustainability
requirements, and vice versa.
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Assessing Suitability of Geopolymer
Composites Under Chloride Exposure

M. J. Hasan and K. M. A. Hossain

1 Introduction

In modern age, concrete is one of the most widely used construction materials
and the most conventional form concrete is produced from Portland cement (PC)
[14]. However, the production of cement often leads to almost 8% of total global
carbon-dioxide emissions along with substantial amounts of nitrogen oxides, partic-
ulate matter, and other pollutants [2]. This, eventually, contributes to the increase
in global greenhouse gas emissions up to about 7–9%, creating sustainability issues
[9]. In order to address this growing environmental concern, geopolymer was intro-
duced as an alternative binder option to PC.Unlike traditional concretes, Geopolymer
Concrete (GC) releases 5–6 times lower amount of CO2 [11] along with the advan-
tages of reduced energy consumption [17] and utilization of waste by-product [18].
Geopolymer, the environment friendly alternative to Portland cement (PC), is an
amorphous aluminosilicate material, composed of cross-linked alumina (AlO4

5−)
and silica (SiO4

4−) tetrahedra forming polysialates [10, 19, 25]. Geopolymer is the
by-product of the reaction between aluminosilcate source material (such as: fly ash,
metakaolin and other waste materials) and alkaline activator [34] and unlike conven-
tional cement, it hardens and develop strength through polycondensation [10, 12].
Moreover, numerous research studies have shown the advantages of geopolymers
over conventional concrete in terms of better strength gain, thermal and chemical
stability, strong adhesion to any surface and low permeability [29]. Despite of these
advantages, there are some limitations confining its application for small-scale usage
till date. As suggested by [13, 23, 27], the conventional approach of producing “two
part” geopolymer mix using solution-based activator often leads to issues such as-
difficulties in proper quality control during mass production due to highly corrosive
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and viscous alkaline solution, complex rheology and inadequate field level aid to
control it, alkali to available silicate ratio sensitivity of the system, efflorescence,
high permeability etc. Therefore, it will be prudent to consider “one part (just add
water)” approach in developing geopolymer mixes considering the ease and prospect
for large-scale application, similar to the conventional PC concrete.

The geopolymer mixes assessed during the current study, were developed
following “one part mix” technique due to its possible future implications. Also,
Polyvinyl alcohol (PVA) fiber was incorporated as reinforcing material within the
mix to develop engineered geopolymer composites (EGCs). The brittle characteris-
tics of the geopolymer mix necessitates studying the impact of fiber incorporation
within concrete to improve its flexure and tensile performance. This study is primarily
focused on assessing the performance of EGCs when subjected to aggressive chlo-
ride environment. One of the severe and costly deterioration mechanisms hampering
serviceability of reinforced concrete structures is chloride-ion induced corrosion of
steel reinforcement [20, 32]. In a well compacted and properly cured concrete, rein-
forcement steel is unlikely to corrode owing to a firmly adhering passive oxide film of
γ-ferric hydroxide with pH = 12.5 which can impede ingress of corrosion inducing
agents [3, 33]. However, such ideal conditions are usually difficult to ensure resulting
in intrusion of corrosion inducing agents which abolishes the passive oxide film at
low pH and induces corrosion [15, 21, 30]. Thus, it is imperative to assess the chloride
susceptibility of the developed concrete mix as an indicator of long-term durability.
Recently, few researches attempted to study the chloride and corrosion susceptibility
of geopolymer composites [4, 16, 24] but the number is, still, limited.

This paper presents with the performance evaluation of the fiber reinforced engi-
neered geopolymer composites when subjected to aggressive chloride environment.
The developed geopolymer composites were prepared following “one part mix”
technique using powder-based activator with aluminosilicate source materials. Also,
an oil-coated Polyvinyl Alcohol (PVA) fiber was incorporated within concrete as
reinforcing material. The chloride susceptibility of these composites was evaluated
from Rapid Chloride Permeability Test (RCPT). RCPT provides with rapid testing
opportunity for otherwise time-consuming chloride penetration testing. In addition
to the RCPT, surface resistivity, sorptivity, compressive strength and UPV values
of the developed mixes were evaluated and are presented. The findings and recom-
mendations of this ongoing research will provide a base guideline for any future
research endeavour to evaluate the long-term durability performances of “one part”
geopolymer composites.
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2 Experimental Program

2.1 Materials and Mix Proportions

Anumber of fiber reinforced engineered geopolymer compositemixeswere prepared
using combinations of three types of aluminosilicate source materials: Fly Ash-
Type C (FA-C), Fly Ash-Type F(FA-F) and Ground Granulated Blast Furnace Slag
(GGBFS). As for activator reagents, two different combinations of powder-based
alkaline reagents designated asA1madeofCalciumHydroxidewithSodiumMetasil-
icate (A1: Ca(OH)2 + Na2SiO3·5H2O) and A2 made of Calcium Hydroxide with
Sodium Sulphate (A2-Ca(OH)2 + Na2SO4) were used to activate the source mate-
rials. The activator component ratios were: Na2SiO3·5H2O: Ca(OH)2 = 2.5:1 and
Ca(OH)2: Na2SO4 = 2.5:1. The silica modulus (SiO2/Na2O) of Sodium Metasilicate
was 1. The specific gravity for these three basic reagents Na2SiO3·5H2O, Ca(OH)2
and Na2SO4 were 1.81, 2.24 and 2.70, respectively.

The geopolymer composite mixes were prepared following “one-part mixing/dry
mixing” by adding water to the powder-based alkaline activators and aluminosilicate
source materials. Four different mixes were prepared following the mix proportions
as outlined in Table 1.

M1 and M2 mixes are binary blends (FA-C and GGBFS) whereas M3 and M4
are ternary blend. As superplasticizer, a polycarboxylate based high range water
reducing admixture (HRWRA)was used. In order to produce engineered geopolymer
composites, PolyvinylAlcohol (PVA) fiberwasmixedwithin thematrix. These fibers
were of 8 mm in length and 40 μm in diameter and the surface was coated with 2%
oil by weight to reduce fiber/matrix frictional bond. Silica sand was used as fine
aggregate.

2.2 Sample Preparation and Curing

As mentioned earlier, the mixes were prepared following “one-part mix” technique.
At the start of the mixing, the different activator components were mixed to produce
a uniform mix of activator. This activator powder was then added to the source
materials and dry mixed in a shear mixer for about 5 min. After the dry mix, water
was added gradually followed by superplasticizers to make a flowable enough paste
for sand addition.Next in sequence comes addition of silica sand followed by addition
of 2% PVA fiber. The total mixing procedure was finished within 20–25 min. For
each mix, three cube specimens (50 mm × 50 mm × 50 mm) and three cylindrical
specimens (dia-100 mm and height-200 mm) were prepared and kept in a curing
room maintained at 23 ± 3 °C and 95 ± 5% relative humidity (RH). After 24 h, the
specimens were demolded and then, kept in the same curing condition till the day of
testing.
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2.3 Testing Methodology

The cube specimens were tested for compressive strength as per [5] at the age of
28 days. The cylindrical specimens were used for the measurement of different
transport and durability related properties. The transport properties of the developed
geopolymer composites were measured in terms of chloride permeability, water
absorption and initial sorptivity and surface resistivity (SR) values. Additionally,
Ultrasonic Pulse Velocity (UPV) measurement was conducted to correlate with the
transport property values. Both UPV and surface resistivity measurements were
conducted on the 100 × 200 mm cylinders and the average values were reported.
UPV of the specimens were measured in terms of pulse velocity using a Portable
Ultrasonic Non-Destructive Digital Indicating Tester as per ASTM C597 [6] during
which the time taken by the ultrasonic waves to pass through the 200 mm length of
the cylinders. The SR testing was performed as per directives of [1] and it involved
measuring resistivity of a saturated 100 × 200 mm cylinders using 4-pin Wenner
probe array (Fig. 1a). During testing, the surface was wetted to ensure a conductive
medium and an alternate current potential difference was applied between two outer
pins. The resultant potential difference between inner pins is, eventually, used to
measure the resistivity of the specimen (Eq. 1).

(a) (b)

(c)

Fig. 1 a Surface resistivity measurement, b sorptivity test, and c schematic of RCPT setup as per
ASTM C1202
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Table 2 Degree of chloride
penetrability based on RCPT
[7] and SR [1] values

Chloride
penetrability

Total charges passed
(Coulomb)

Surface resistivity
(k�/cm)

High >4,000 <12

Moderate 2,000–4,000 12–21

Low 1,000–2,000 21–37

Very low 100–1,000 37–254

Negligible <100 >254

ρ = 2πa
V

I
(1)

where, ρ = resistivity, V = potential difference, I = applied current through outer
probe, a = spacing of the probes.

As for water absorption and chloride permeability measurements, the cylindrical
samples were sawed into three pieces of 50 mm depth and tested. The absorption and
initial sorptivity of the specimensweremeasured as per [8]which involvedmeasuring
difference of the initial mass of the oven dry sample and mass after immersing in
water to a depth of 5–10 mm (Fig. 1b). The mass gain was measured at the interval of
30 min for 2 h followed by 1 h interval up to 6 h of testing. From the straight-line plot
of the cumulative volume of penetrated water per unit surface the slope is measure
and reported as initial sorptivity. The chloride permeability values were determined
following Rapid Chloride Permeability Test (RCPT) as per ASTM C1202 [7] where
50 mm sawed concrete specimen was subjected to an accelerated testing (Fig. 1c)
under a specificDCvoltage and the value of total charge passed indicated the chloride
permeability of the tested specimen. Both ASTM C1202 and AASHTO TP 95 have
categorised concrete chloride permeability from high to negligible for certain ranges
of observed RCPT and SR values, respectively (Table 2).

3 Results and Discussions

3.1 Chloride Permeability and Other Transport Properties

During this study, the suitability of four developed engineered geopolymer composite
mixes had been assessed in termsRCPTvalues and the results are presented in tabular
form (Table 3). The surface resistivity and initial sorptivity results are also provided
in Table 3 to further complement the findings from RCPT.

Based on the observed transport properties of the geopolymer composites, as
outlined in Tables 3 and 4, the mix type M4 (ternary blend with activator type A2)
is observed to be more durable as compared to other three mixes. However, general
trend of the RCPT values and surface resistivity (as shown in Fig. 2 and Tables 3 and
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Table 3 RCPT, Initial Sorptivity and Surface Resistivity of the developed geopolymer composites

Mix ID Density
(kg/m3)

RCPT-total
charges
passed
(Coulomb)

Surface
resistivity
(k�/cm)

Chloride
penetrability

Initial sorptivity
(×
10–3 cm/min1/2)

UPV

Velocity
(m/s)

Time
(μs)

M1 2038.45 1233 22.4 (Low) 1.75 3202.4 62.5

M2 2024.44 1667 15.67 (Low) 3.0 3225.5 63

M3 1928.95 2007 10.67 (Moderate
to high)

2.55 3122.2 64.08

M4 2023.67 988 39.117 (Very low) 1.5 3492.5 57

Ganeshan
et al. [16]

– Normal
GP

– 1321 – (Low) 2.85 – –

– GP with
steel
fiber

– 1392–1762 – (Low) 2.11–2.74 – –

Noushini
[24]

– GP (50%
GGBFS)

– 2272 – (Moderate) 3.1 – –

– GP (75%
GGBFS)

– 1041 – (Low) – –

–
GP(100%
GGBFS)

– 930 – (Very low) 4.0 – –

Noushini
and [26]

– Concrete
with PC

– 10–11 (High) 3675 ~ 3800

– Concrete
with GP

– 1.5–4 (High) 3200 ~ 3950

Table 4 Water absorption

Mix ID Density (kg/m3) Dry mass (gm) Absorbed water (gm) after immersing in
water for

30 min 60 min 90 min 120 min

M1 2038.45 695.02 13.31 15.735 17.87 19.145

M2 2024.44 649.05 26.19 33.045 39.76 43.155

M3 1928.95 641.09 18.81 22.625 25.985 27.96

M4 2023.67 645.35 11.25 13.37 15.025 16.11
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Fig. 2 Variation of RCPT and Surface Resistivity (SR) of different geopolymer composites

4) shows better durability performance of binary blend (M1 and M2) as compared to
ternary counterpart (M3). Both binary mixes (M1 and M2) exhibited “low” chloride
penetrability based on ASTM and AASHTO classifications as specified in Table 2.
This can be attributed to the presence of high calcium content in the source material
(about CaO/SiO2 = 0.82). As per [24, 28], geopolymer produced from source mate-
rial containing high calcium often leads to finer pore structure with higher tortuosity
due to the pore filling effect of calcium silicate hydrate gel which is formed due
to the presence of slag or high calcium fly ash in the blended matrix. The findings
of [24] shows with increasing slag content in the geopolymer blend, the calcium
content is expected to increase and thus, results in lower RCPT values. Similarly, in
terms of water absorption, binary mix -M1 shows about 31% lower absorption rate as
compared to its ternary counterpart-M3. Mix type M4 (ternary blend with activator
type A2) shows better resistance against chloride permeability (“very low”) than mix
type-M3 (ternary blend with activator type 1) due to densified pore structure. This
can be attributed to the formation of additional binding phase of C–S–H due to larger
amount of Ca2+ ions from activator type A2 (Ca(OH)2/Na2SO4 = 2.5:1) and FA-F’s
intrinsic high silica content [31].Apart frombetter chloride resistance,M4mix shows
about 41% lower initial sorptivity and thus, lower rate of water absorption than the
mix M3. As compared to the performances of steel fiber reinforced geopolymers as
studied by [16], the findings of the current study on engineered geopolymer compos-
ites with PVA fiber were found to be comparable or in some cases better. However,
long term chloride testing using RCPT as well as measuring diffusion coefficient of
the geopolymer composites are necessary and thus, recommended to further solidify
the observed facts.
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3.2 Correlation of RCPT, Surface Resistivity and Initial
Sorptivity Values

Figure 3 represents correlation between RCPT (total charges passed) and Surface
Resistivity (SR) values with initial sorptivity/water absorption rate. It is known that
concrete or composite mixes with higher chloride susceptibility are likely to show
higher coulombvalues duringRCPTmeasurement. Similarly, a high initial sorptivitty
value signifies a mix with higher porosity, higher rate of water absorption and thus,
has proportional relation to corrosion susceptibility. The plot in Fig. 3 of RCPT vs
sorptivity values is based on the findings of the current study and exhibits a correlation
supporting the above-mentioned facts. The correlation equation between RCPT and
sorptivity values can be expressed as: RCPT = 542.68 (Initial Sorptivity) + 279.85
with R2 value of about 0.7 signifying a moderate correlation.

As for correlation between surface resistivity (SR) and sorptivity values, the trend
is observed to follow the equation: SR=−14.565 (Initial Sorptivity)+ 54.006with a
R2 value of 0.67 indicating amoderate correlation. The negative slope of the equation
signifies the inverse relation between surface resistivity and sorptivity. As described
by [22], concretewith less interconnected pores ismore likely to impede electronflow
through the system resulting higher electrical resistivity. Therefore, the variation of
the sorptivity values with respect to surface resistivity will be inversely proportional.
Mixes M1 and M4 are expected to form a denser and less porous microstructure, as
mentioned earlier and thus, show higher surface resistivity and comparatively lower
initial sorptivity values (Table 3).

y = 542.68x + 279.85
R² = 0.6961
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3.3 Correlation of UPV with RCPT and Density

The UPV primarily measures the material characteristics. The velocity of the ultra-
sonic pulse will vary as a function of the density of the material with high UPV
for denser material signifying a proportional correlation similar to Fig. 4. This high
density and UPV value will eventually, correspond to the better resistance to chloride
permeability associated with lower RCPT values. This similar inverse relation can
also be observed for the mixes considered for this study (Fig. 4).

3.4 Compressive Strength

The observed 28-day compressive strengths for mixes M1, M2, M3 and M4 were
31.5, 24, 28.5, 37 MPa, respectively. These values again, points out the better perfor-
mance of mixes M1 and M4 as compared to the other two counterparts. This can
also be attributed to the presence of high Ca2+ content in the matrix of these two
mixes coming from FA-C, GGBFS and for M4 also from component of the acti-
vator Ca(OH)2 and forming denser microstructure with lower chloride permeability.
Figure 5 shows the correlation of compressive strength with RCPT and surface resis-
tivity values.Although further long termand big scale observations are recommended
to confirm the correlation pattern. It further validates the fact that mixes with better
strength and pore refinement will show lower chloride susceptibility and therefore,
high resistivity.
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4 Conclusions and Recommendations

The prime objectives of the current study were to assess the suitability of devel-
oped “one part” fiber reinforced engineered geopolymer composites when subjected
to chloride exposure using Rapid Chloride Permeability Test (RCPT). In order to
augment the findings from RCPT, water absorption, initial sorptivity, surface resis-
tivity, compressive strength and UPV measurements were also conducted. Based on
the test results of four developed geopolymer composite mixes (M1, M2, M3 and
M4), the following conclusions are drawn:

(a) In general, binary blends of geopolymer composites (mixesM1andM2) exhibit
“low” chloride susceptibility. The reason attributing to the fact is pore refine-
ment by C–S–H gel formed due to high Ca2+ content presence in source mate-
rials: fly ash class C (FA-C) and ground granulated blast furnace slag (GGBFS)
used in the binary mixes.

(b) Unlike the other ternary (source materials: FA-C+ GGBFS+ fly ash class F)
mix M3, mix M4 shows the lowest rapid chloride permeability (RCP) and the
highest surface resistivity values due to the densified pore due to additional
Ca2+ from activator and silica from FA-F.

(c) In terms of water absorption and UPV measurements, mixes M1 and M4
perform better considering the less interconnected pore network and thus,
densified matrix. This eventually aids in establishing the observed correlation
pattern and facts from RCPT and surface resistivity (SR) measurements.

(d) Correlations of the compressive strength with RCPT and SR values, further,
validate the fact that the mixes (M1 and M4) with denser matrix can be
expected to perform better in terms of both strength development and chloride
susceptibility.
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These findings present the prospect of the developed fiber reinforced geopolymer
composites with better performance under chloride exposure. However, a long-term
durability study along with mechanical properties is recommended before ensuing
field application and production of such composites.
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Integrated Project Delivery Perception
and Application in Washington State

D. Martin, H. Dang, and W. Plugge

1 Introduction

The traditional Design-Bid-Build (DBB) project delivery system dates to the late
nineteenth century. As design and constructionmethods have becomemore complex,
the contractual relationships between construction stakeholders require more collab-
oration and innovation. As a result, alternative project delivery methods continue
to evolve as the industry takes on more complex projects. Specifically, Integrated
Project Delivery (IPD) strives to maximize collaboration and optimize resources for
all parties in a complex project. The IPD process reduces rework, design changes
and iterations, construction duration, project costs, including materials, labor, and
equipment.

IPD is defined as “a method of project delivery distinguished by a contractual
arrangement among a minimum of the owner, constructor, and design professional
that aligns business interests of all parties” [1]. It has eight contractual and three
behavior principles [2]. These eight contractual principles are (1) key participants
being bounded together as equals, (2) shared financial risk and reward based on
project outcomes, (3) liability waivers between key participants, (4) fiscal trans-
parency between key participants, (5) early involvement of key participants, (6)
intensified design, (7) jointly developed project target criteria, and (8) collaborative
decision marking. These three behavior principles are (1) mutual respect and trust,
(2) willingness to collaborate, and (3) open communication. IPD principles can be
applied to various contractual arrangements, and IPD teams can include members
well beyond the basic triad of the owner, architect, and contractor. In all cases,
IPD projects are uniquely distinguished by highly effective collaboration among the
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owner, the prime designer, and the prime constructor, commencing at early design
and continuing through to project handover [3].

A desire to improve everyone’s position and align all participants’ interests
involved while increasing one’s position and interest is the central theme of IPD.
It is the foundation for integrating peoples’ labor, talents, and investments. “Two are
better than one, because they have a good return for their labor: If either of them
falls down, one can help the other up. But pity anyone who falls and has no one to
help them up” (Ecclesiastes 4: 9–10, New International Version). As the Wisdom of
Solomon suggests, two working together is better than two working separately, as
each acts as a support structure for the other. IPD contracts are structured in such
a way as to embody the spirit of Ecclesiastes 4 that elicits devotion to not only the
entity that each project participant represents but also to each other’s welfare. In the
end, the sacrifices made to lift the other up yields greater returns for everyone.

The IPD approach typically stands in opposition to the entrenched philos-
ophy in the construction industry, established through decades of distrust. IPD
contracts deviate from many other collaborative contracts, which are emblematic
of a distrustful industry, that attempts to modify behavior. IPD contracts are struc-
tured to resemble the Mayflower Compact that attempts to modify attitude and is a
critical and necessary first step toward acknowledging Solomon’s wisdom. However,
attitudes are unlikely to change based on structural changes alone. A cultural shift
toward collaboration is required to realize the benefits of a collaboratively structured
contract.

Through an initial investigation, a significant amount of information exists
regarding IPD but is still a relatively unknown concept to many in the industry.
Projects in all sectors of the construction industry are becoming more complicated.
So, as the project’s level of difficulty increases, the complexity in the network of
people also increases. Whether the contract is Design-Bid-Build, Design-Build, CM
at Risk, or IPD, there are always similar people that take on important roles in the
project [4]. Coordinating all these people is overwhelming but essential to all projects.
When the people involved in a project can communicate ideas and work together, all
other pieces of the project can come together with much more efficiency.

2 Literature Review

Comparing the structures of the DBB (Fig. 1) and IPD (Fig. 2) project delivery
methods, it is clear to recognize their differences, even though they consist of the
same personnel. For example, the DBB method requires several separate individual
contracts at different project phases. On the other hand, IPD operates under the
auspice of a single contract that all parties are signatory to execute at all project
phases.

One of the most significant contributions to establishing IPD as a mainstream
project delivery system is using contracts that encourage collaboration. Arguably,
traditional arrangements in the construction industry do not foster collaboration.
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Fig. 2 The basic breakdown
structure of contracting
parties in IPDs [5]
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Collaboration requires participants to understand each other regarding specific tech-
nologies, financing techniques, and operations of the respective participants [6].
In addition, sharing information requires a significant level of trust among project
participants.

A joint-venture construction company in central Florida provided a blueprint for
an IPD definition and is credited as the first organization to employ IPD. As observed
and reported, the fundamental changes to the organizational structure, administrative
procedures, design processes, field operations, and the use of technology were the
impetus behind this collaborative approach [7]. The delivery mechanism developed
represents compact-like characteristics and is structured as shown in Fig. 1. The
organizational structure consists of individual companies that work as one contract
party to design, procure, and construct the project. The firms include an architecture
and engineering firm, a mechanical–electrical–plumbing engineering firm, a general
contractor, a design-build electrical contractor, a mechanical contractor, a plumbing
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contractor, and a fire protection contractor. The individual has assumed responsibil-
ities for both the individual scope of work and the project’s overall performance in
a homogenous organization. Each member signs the primary contract. This contract
is framed similarly to a covenant-like contract (compact) that requires each member
to be a co-indemnitor to the performance of the entire project, not just the area each
is responsible for, as is the case in most traditional contracts [7].

Administrative procedures are also different from traditional contracts. Each
member is a joint-venture company’s proportional owner with shared costs and
profits, planning, budgeting, and decision-making. Each member is reimbursed for
direct job costs at the end of each month, and then at the end of the project, the gross
profit is distributed among the primary team members. Also, planning and coordina-
tion of the work become the responsibility of each member. To a large extent, this is
relegated to the people who perform the work to plan and coordinate amongst them-
selves. Furthermore, budgets are established by combining individual estimates from
each portion of the work. Because of the co-ownership of cost overruns and shared
profits, decisions are generally made in the field. Problems are identified, solved, and
then documented instead of the traditional identified, documented, negotiated, and
then solved. There are no change orders within the team or back-charges since any
additional cost is allocated proportionately among the members [7].

The design process is the responsibility of the contractors who have expertise
in technical areas. Along with the designers, the entire team develops and analyzes
alternatives.Once the design is selected, the budget is then developed. The contractors
work with the designers to produce the project documents, and they sign off on every
design document. In short, the project documents become fabrication drawings rather
than engineering drawings. Designers, engineers, and construction personnel are all
located on-site to provide immediate responses to questions and concerns and to
develop coordination documents as necessary [7].

Besides, regarding field procedures, participants perform activities that are outside
their original scope ofwork (provided no safety regulations are violated) to streamline
construction and make work easier for the other team members. For example, if a
plumber can spend an additional $5,000 to save the electrician $20,000, they will
do it. As mentioned previously, all direct costs are reimbursable, and all the team
members share profit. A significant factor that helps improve field procedures is the
use of composite teams. For example, during the renovation of a dormitory, a fire
sprinkler system, central hot water, data terminals, cable television, and a telephone
system for each room were needed to be added to the contract. Instead of having
each subcontractor perform all the tasks separately, a composite crew was formed to
complete each room [7].

The behavior of the project participants must be clearly specifiedwhen attempting
to approach construction with more collaborative project delivery systems [8].
Contracts need to identify howproject participants shouldbehave to pursue a common
goal. These are common beliefs that most experts adhere to as a requirement for
fostering collaborative construction projects. However, this approach reverses the
causal order of the variables. Contracts cannot establish trust. Contracts are based
on established trust. Underlying all contracts is an unstated established level of trust
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that the other party will meet their responsibilities. Attempting to instill trust through
a contract heightens the expectation that one party will not fulfill their responsibili-
ties, let alone act collaboratively outside contractual requirements. Therefore, some
practitioners think that more clauses in contracts are required to spell out what is
and what is not collaborative, again making situations more and more distrustful,
ultimately spiraling down to an inability to collaborate.

While laying the groundwork for research on organizational behavior, Katz states
that “anorganizationwhichdepends solely upon its blueprints for prescribedbehavior
is a fragile social system” [9]. To protect the rights of individuals, contracts inherently
divide the project participants and encourage individuals only to be concerned with
their individual self-interest [10], defined by roles, responsibilities, and behaviors.
Contracts provide rather prescriptive formulas that disrupt collaborative relation-
ships. In lieu of being inspired to work collaboratively, fear of the consequences of
breaching the contract then becomes the primary motivating factor for collaboration.
Fear may generate obedience, but it rarely generates collaboration.

Regarding commitment, traditional approaches continue to focus on behavior
versus attitude. In each of the aforementioned theses, the focus is on defining appro-
priate behavior and its enforcement through contracts or other legal means. Little
regard is given to commitment. The predominant motivating factor (fear) ultimately
leaves the project participants’ commitment level unchanged from the traditional
approach. In lieu of being inspired to work collaboratively, fear of the consequences
of breaching the contract is still the motivating factor. Respecting the rights of indi-
viduals is unquestionably a noble endeavor; however, contracts have little to do with
respect. Contracts merely safeguard against disrespect. Therein lies one of the prob-
lems with contracts. Behavior modification effectively ensures individual confor-
mity to a prescribed method of behavior; contracts attempt to ensure the same result.
However, commitment levels remain low, and behavior is limited to the scope of the
contract. Contracts do not inspire a sense of commitment since they are imposed
upon project participants thus, restricting individual freedom.

On the other hand, the compact understanding establishes a common identity
with people of a certain ilk that have a deep loyalty toward the cause of the common
good [11]. In compacts, the behavior is not stressed as much as attitude. Instead,
it is assumed that appropriate behavior is a by-product of the compact attitude.
Specifically, ensuring appropriate behavior is accomplished through an obligatory,
elective commitment by subjecting one’s interest to the benefit of the goal. In this
environment, the predominant motivating factor, and ultimately the project partic-
ipants’ behavior, is drastically changed from traditional construction project rela-
tionships. Instead of being inspired by fear, a compact generates commitment by
rewarding more significant benefits to the individual and the whole group. To benefit
the project by subjecting oneself to the goal, compacts inherently unite the project
participants and encourage individuals to support each other. Therein lies the benefit
of compacts. Each partner is benefited greater in the long term by each project partic-
ipant subjecting themselves to the project (goal) than if each individual pursued their
self-interest.
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This is not to say that compacts require complete self-sacrifice whenever other
project participants request it. Sometimes, a project participant might sacrifice too
much to the point that other project participants begin to take advantage of them
[12]. Rather it is understood that when one member of a project team is nega-
tively affected, all participants absorb this impact, therefore, they willingly agree to
support each other in difficult times. In this environment, compacts have a purpose. To
consider the well-being of others and to work together for the benefit of all involved,
compacts establish commitment rather than modify behavior. Compacts help unite
project participants to act responsibly toward other project participants to benefit
everyone willingly. Compacts establish a structure where stakeholders are in part-
nership, whereas contracts perpetuate separation. Consequently, compacts employed
in collaborative environments structurally unite collaborative forces to work for the
project, as shown in Fig. 2 [5] as well as act in the best interest of all the project
participants.

In response to the need for establishing more collaborative environments in
the construction industry, leaders in the construction industry are beginning to use
contracts that mirror compacts, which is referred to as Integrated Project Delivery
(IPD). Through research and real-world applications in the early to mid-2000s,
a definition of IPD was developed, and the principles behind IPD contracts are
outlined in the Integrated Project Delivery: A Guide publication [5]. IPD principles
include mutual respect and trust, mutual benefit and reward, collaborative innovation
and decision making, early involvement of key participants, early goal definition,
intensified planning, open communication, appropriate technology, and relational
contracting [5].

In an IPD project, the owner, designer, consultants, constructor, subcontractors,
and suppliers commit to collaboration and work towards the project’s best interests.
Using IPD requires earlier involvement by more of the project participants. IPD
compensation structures recognize and reward early involvement. Compensation
is based on the value-added by an organization, and it rewards behavior tied to
achieving project goals. IPD business models are designed to support collaboration.
The key participants are involved from the earliest possible time. Their combined
knowledge and expertise are most valuable during the early stages, where informed
decisions have themost significant effect. Decision-making considers the knowledge
and expertise of all key participants, key decisions are evaluated by the project team,
and to the greatest practical extent, decisions aremade unanimously. Project goals are
developed early and agreed upon by all participants. Finally, conflicts are recognized
as they occur and are promptly resolved.

Communication should be open, direct, and honest among all participants in a
no-blame culture leading to the identification and resolution of problems rather than
determining liability. The use of specific technologies is specified at project initiation
to aid functionality and interoperability. Because open standards allow for more
efficient communications between all participants, the technology that is compliant
with open standards is usedwhenever possible. The project team is an organization in
its own right and follows the project’s goals and values. Leadership is assumed by the
team member most capable with regard to specific work and services. Often, design
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professionals and contractors lead in their areas of expertise. However, specific roles
are determined on a project-by-project basis [5].

3 Research Method

Researchers at Central Washington University (CWU) distributed a short survey
to various construction contractors in the Pacific Northwest. This research aims to
determine the familiarity of IPD amongst these contractors and which characteristics
make a successful IPD project. The authors used open-ended questions to collect
qualitative data from contractors in the survey. The survey also consisted of a few
short answers to determine the use of IPD and project characteristics. A series of
survey emails were sent to several contractors, as shown in (Appendix A). Another
email was sent to follow up to ensure a significant number of responseswere provided
for analysis.

Researchers at CWU contacted a variety of general contractors throughout Wash-
ington state. Thedata set focusedonmid-to-large-sizedgeneral contractors.Although
the questions in the Appendix A survey were broad and straightforward, they were
selected to answer the following research questions:

1. Question 1 attempts to determine which construction sectors have a relationship
to IPD use.

2. Question 2 attempts to determine the types of contracts most commonly used
across all sectors. By identifying the most common contracts, companies can
reflect the contract aspects that do not work. If their most commonly used
contracts still put too much risk on the contractors, they may be more inclined
to try an alternative delivery method.

3. Question 3 aims to answer a company’s exposure to IPD?
4. Question 4 focuses on time, money, and resource constraints in construction.
5. Question 5 addresses the common themes among general contractors, jobs, and

people and if these relate to IPD.

4 Results, Discussion, and Conclusions

It is clear from Fig. 3 that the most responses (i.e., 36%) came from commercial
contractors who would most frequently be engaged in the IPD project delivery
system. It was surprising to see such a low representation of heavy civil contractors
because the program at CWU focuses on the commercial and heavy civil sectors.
One possible reason is that many heavy civil contractors engage in public projects
requiring thedesign-bid-build project delivery to determine themost qualifiedbidders
for the project based on the lowest bid. Therefore, this would explain why IPD has
not been widely adopted into the heavy-civil construction project arena. Also, there
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is a significant amount of mixed-use work projects taking place in the state of Wash-
ington. Mixed-use construction combines both vertical (i.e., general construction)
and horizontal work (i.e., heavy civil), much like how integrated project delivery
combines project delivery processes from other delivery methods. Although this
correlation would require further and more extensive research, it still poses some of
the following questions: What type of contract(s) have been most utilized to deliver
mixed-used projects? Would the IPD project delivery method be most effective for
mixed-use projects?

Figure 4 demonstrates that the D-B-B method is one of the most common in
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Fig. 5 Question three results
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this sample, along with Design-Build. While only two of the 22 responses selected
alternate delivery methods, that does not mean those companies are implementing
integrated project delivery. Another way to interpret this data is to compare the two
traditional methods to the two newer contracting models, including the CM Agency
and Alternate project delivery models. Construction Manager Agency and Alternate
delivery make up approximately 27% of the sample, while design-bid-build makes
up 36%. This is important because it shows that there is a portion of Washington
contractors using newermethods, and the gap between older andmore recentmethods
is beginning to close.

Figure 5 reveals that 23% of the responses were unfamiliar with IPD. This lack
of familiarity shows how little the state of Washington recognizes IPD. On the other
hand, this data also indicates that there is a large percentage of projects that have
been procured under the IPD delivery method. Almost half of the sample has been
on at least one or more projects using this contracting method. This large percentage
shows that contractors in the state of Washington recognize and use IPD.

Researchers were interested in the effectiveness of IPD as a project delivery
method. The literature review suggests all the positive theoretical remarks, reviews,
and successes of IPDs, but are they as good as what common research proposes?
Table 1 summarizes the responses to question 4. The collected data provides support
for IPD as being both efficient and inefficient. Only 50% of the IPD projects were

Table 1 Question four
results

Question 4 Yes No

On time? 5 5

Within Budget 5 5

Less Same

Change orders 6 4
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completed on time, while the other 50% did not. Also, only 50% of the IPD projects
were completed within budget. Change orders showed the most benefit as none indi-
cated that there were more change orders; 40% reported a similar amount, whereas
60% showed improvement. This was the most interesting piece of data because zero
response stated there were more change orders on their IPD job. It should be noted
that the number of responses was limited, which could skew these results.

Question 5was an open-ended question that provided an understanding of themost
important aspects of a construction project. The most common answers to question
5 were (1) communication, (2) planning/scheduling, and (3) trust. Communication
and planning are generally accepted as key to project success. However, the third
aspect, “trust,” is central to IPDprocesses and lends insight into some of the successes
associated with IPD.

5 Limitation

One of the most impactful limitations this study reveals was the number of partici-
pants and the response rate. The sample size should have been larger to reflect all the
general contractors in Washington better. The response was at approximately 41%.
Perhaps more time and persistence would have improved the response rate.

COVID-19 impacted the ability to ensure agreement to complete the surveys. This
has limited their work, causing dramatic changes in their practices. In addition, with
somany changes occurring on a day-to-day basis, companies likely did not have time
to answer the survey questions.

6 Future Research

To conduct similar research for the state of California. California is more IPD estab-
lished, and it would be interesting to collect data on how many general contractors
are using it. The sample size for this research would have to be much larger than
Washington because of the large population of people and projects.

Furthermore, conducting more surveys to general contractors across all the states
could provide results that better reflect the construction industry. By asking the same
questions to a larger sample of general contractors, you would be able to see the
trends of each state, region, and country. In addition, recognizing the areas that most
commonly use IPDwould allow researchers to have a more excellent comprehension
of the effectiveness of IPD.
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Appendix A

Dear Contractor.

The construction management program at Central Washington University is
conducting a study on Integrated Project Delivery. The program has created a short
survey inwhich your response is completely voluntary and answers the questions that
pertain to your company. It is your preference on how you provide your responses.
Please answer the questions shown below and email them back to the program at
cwucmgt@cwu.edu.

Survey Questions:

1. What type of projects does your company typically work on? Select the best
answer.

a. Commercial
b. Residential
c. Heavy Civil
d. Industrial
e. Mixed-Use
f. Other

2. What type of project delivery do you most often work with? Select the best
answer.

a. Design-Bid-Build
b. Design-Build
c. Construction Manager Agency
d. Alternate Project Delivery

3. Has your company ever used Integrated Project Delivery (IPD)? Select the best
answer.

a. Yes
b. No
c. I am unfamiliar with IPD

4. If yes, please answer the following regarding the IPD.

a. Was the project completed on time?
b. Was the project completed within budget?
c. Were there more, less, or about the same amount of change orders?

5. In your opinion, what are the 3–5 most essential items that must take place for
a successful project?

We sincerely appreciate your response. Your answers will significantly contribute to
my final project.

Central Washington University
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Construction Management

manningal@cwu.edu
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Earthquake-Induced Damage
Assessment of Segmental Post-tensioned
Precast Concrete Bridge Pier

Chanh Nien Luong, Cancan Yang, and Mohamed Ezzeldin

1 Introduction and Literature Review

It has been widely recognized that ‘Accelerated Bridge Construction’ (ABC) can
reduce construction time, minimize traffic interruption, reduce construction and
maintenance cost, improve work safety, and enhance concrete quality [1]. As such,
the implementation of precast concrete elements and systems, as an important ABC
technique, has been facilitated in Canada in the past two decades. However, most
of the current precast concrete bridge pier applications in Canada are limited in low
seismicity regions due to the lack of seismic code provisions [2]. Previous studies
on non-emulative precast concrete system with unbonded post-tensioning tendons
have shown prominent seismic response [3–10]. This non-emulative precast pier
outperforms the conventional cast-in-place pier in terms of the self-centering ability
of the former that allows the structure to undergo large lateral deformations with
small residual drifts. To enhance the energy dissipating (ED) capacity of the bridge
pier, researchers have investigated different systems including ED steel bars [5–7,
9, 11], bearing elastomers [12], external energy dissipaters [3, 4, 13], shear slips [8,
14], and friction dampers [15, 16].

Despite research efforts on segmental post-tensioned precast concrete (SPPC)
bridge pier, engineers are reluctant to adopt segmental precast bridge construction
in moderate-to-high seismic regions without well-established seismic design provi-
sions. The current seismic bridge design philosophy is shifting from a conventional
Force-Based Seismic Design to Performance-Based Seismic Design (PBSD) for the
objective of predictable structural performance in the event of an earthquake. The
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structure is designed not only to prevent collapse, but also to increase life safety,mini-
mize economic loss, reduce post-earthquake traffic disruption, and decrease emer-
gency needs. Currently, PBSD has been adopted in highway bridge design codes [17,
18] based on extensive studies on reinforced concrete bridge column [19–23].

The essence for the implementation of PBSD is high-fidelitymodelling techniques
for the prediction of structural performance andwell-defined damagemeasures. Prior
studies have only focused on the performance-based seismic performance assessment
[24–27]. However, limited attention has been directed toward the damage state quan-
tification for SPPC pier, which is an inherent requirement for PBSD. This study fills
this gap.CanadianHighwayBridgeDesignCode [17] defines four performance levels
(immediate service, limited service, service disruption, and life safety) according to
the material strain limits. However, these definitions of damage/limit states cannot
be directly used for SPPC piers due to the particular seismic response mechanisms
of the latter. Large-scale experiments have been performed to evaluate the damage
states particular to SPPC piers [5, 6, 8, 28]. However, an experimental investigation
is typically based on limited number of SPPC specimens due to the high cost and
time consumption. Numerical models are introduced as an alternative for evaluating
the damage of SPPC piers. Twomodelling techniques are frequently used to simulate
the SPPC piers: simplified model and finite-element (FE) model. Simplified models
are used to understand the global behavior, such as the lateral force-displacement
relationship [3, 29, 30]; while FE models allow for local structural damage assess-
ment [24, 25, 31]. This paper focuses on evaluating potential damage and failure
modes for SPPC piers, therefore a nonlinear FE approach is used.

The primary objectives of the current paper include (1) development of a FE
model capable of capturing not only global responses, including lateral stiffness
versus displacement, post-tension force versus lateral displacement, but also the
strain responses of concrete, EDbars and post-tension (PT) strands of SPPCcolumns;
(2) validation of the FE model against the experimental data obtained from quasi-
static testing of SPPC piers tested in previous experimental programs [5, 6, 10]; (3)
evaluation of the effect of ED bar on the global behaviour and limit states of SPPC
piers.

2 Finite Element Model

Finite element software ABAQUS/Standard was used to develop a 3D non-linear FE
model for the SPPC bridge pier in this study. The developed FE model features the
ability to assess both the global behaviour and local damages of SPPC piers. Figure 1
shows a typical SPPC bridge pier assembly in ABAQUS.
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Fig. 1 Typical SPPC bridge pier assembly

2.1 Geometry, Element Modeling, and Meshing

The model consists of a cap beam, column segments, foundation, PT strands, PVC
ducts, mild steel rebars and optional ED bars. The cap beam, column segments and
foundation were modelled using first-order 8-node, 3D hexahedral linear elements
with reduced integration and hourglass control (C3D8R). The beam and foundation
were expected to behave elastically throughout the loading process and were defined
using elastic concrete properties. On the other hand, column segments were assigned
both elastic and plastic concrete properties in order to analyze the damage due to
rocking. Post-tensioning strands and PVC ducts were modelled using 2-node linear
beam elements (B31). PT strands were assigned with material properties as will be
discussed later, while PVC ducts were given a small elastic modulus. 2-Node linear
truss elements (T3D2) were used to simulate mild steel reinforcement and ED bars.
They were both defined using the corresponding steel properties.

All concrete elements were meshed with a mesh size of 50.8 mm, except for the
bottom column segment which used the mesh size of 25.4 mm. The finer mesh in
the bottom column segment was used to better capture the concrete damage near the
rocking surface. The mesh size for all reinforcement bars, ED bars, post-tensioning
strands and PVC ducts were selected to be 25.4 mm.

2.2 Material Constitutive Modeling

2.2.1 Concrete

The elasticity limit for compression was assumed to be 45% of the concrete design
strength (50 and 35 MPa) as per ACI 318-19. The tensile stress–strain relationship
is assumed linear up until the tensile strength (4.3 and 3.2 MPa) was reached. The
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Fig. 2 Concrete model

Young’s modulus of concrete was calculated as per ACI 318-19 [32]. The unconfined
concrete constitutive model developed by Popovics [33] was selected to define the
inelastic compression stress–strain relationship [33]. Figure 2a shows the stress–
strain curve for 30 MPa compressive strength concrete. Tension softening behaviour
was denied as a function of crack opening as per FIB [34]. Figure 2b, c show the
tensile concrete model for 30 MPa compressive strength concrete.

Concrete damaged plasticity (CDP) was selected to model the nonlinearity of
concrete in ABAQUS/Standard [35]. The CDP model uses isotropic hardening and
non-associated flow rule. The yield criterion proposed by Lubliner et al. [36] with
the modifications of Lee and Fenves [37] was adopted. The ratio of initial equibiaxial
compressive yield stress to initial uniaxial compressive yield stress, fbo/ fco, and the
tensile-to-compressive meridian stress ratio, Kc were determined as 0.65 and 0.64
per Lim et al. [38]. The dilation angle, eccentricity, and viscosity parameter were set
to be 37°, 0.1, and 0.001, respectively.

2.2.2 Non-continuous and Energy Dissipation Bars

The nonlinear tensile constitutive models for both non-continuous and ED bars were
defined byMander [39]. TheYoung’smodulus andPoisson’s ratio for steelwere set to
be 200,000 MPa and 0.3, respectively. Figure 3 shows the stress–strain relationship
for Grade 60 steel bar. The fracture strain limit was set to be 0.09 as per ASTM
A615/A615 [40].

2.2.3 Post-Tension Strand-Anchorage Assembly

PT strands were 7-wire 15.2 mm, 1,860 MPa low-relaxation strands. A constitutive
model for the PT strand was developed by [31] to consider the pre-stress loss due to
anchoragewedge-seating and strand inelasticity.Although the ultimate strain is 0.035
as per ASTM A416/A416M-18 [41], the recommended design strain for PT strand
is 0.01, considering the premature failure due to stress concentration at anchorage
[31]. Figure 4 shows the stress–strain relationship of one PT strand with an initial
stress of 635 MPa.
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Fig. 3 Stress–strain
relationship of grade 60 steel
bar

Fig. 4 Stress–strain
relationship of 15.24 mm PT
strand with 635 MPa initial
stress

2.3 Contact Interactions and Constraints

Both cap beam and foundation were considered as a rigid body with reference points
located on the surface of the cap beam and the bottom edge of the foundation,
respectively. A small region near the contact-interfaces with column segments was
excluded when the rigid body constraint is defined. The depth of the non-rigid region
was set to be 101.6 mm for the model without ED bars, whereas it was set to be
equal to the length of unbonded ED bars for the model with ED bars. Embedded
constraintswere used between concrete segments/reinforcement bars and PVCducts.
For ED bars, a portion near the rocking surface was left unbonded to reduce the
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stress concentration,whichwould cause a premature fracture. The unbonded portions
remained unconstrained by the surrounding concrete. To unbond PT strands from
concrete, a small portion on each end of PT strands was embedded to the cap beam
to model the anchorage system. The anchorage slip was included when defining
the constitutive model of the PT strand anchorage assembly. The unbonded length
of PT strands was kept as same as in the experiments. To mimic the hard contact
between PT strand and PVC ducts (i.e., limit the lateral movement of strands within
the ducts), rigid links/springs with high stiffness were used to connect PVC ducts
and PT strands at a number of discrete points along the length of PT strands, as
shown in Fig. 1. Surface-to-surface contact formulation was used to allow finite
sliding between concrete segments. The behaviour in the tangential direction was
modelled using the Coulomb friction model with a constant friction coefficient of
0.5. For the normal direction, the hard contact, pressure-overclosure relationship was
selected because it can avoid tensile stress to be created once separation occurs and
can minimize penetration.

2.4 Boundary and Loading Conditions

Fix-end boundary condition was applied on the bottom face of the foundation, which
restrained the translations and rotations in all directions. Axial loadwas applied to the
structure as per the experimental set-up [5, 6, 10]. Lateral displacement was applied
to a reference point on the cap beam at the height that matches with the experimental
setup, as shown in Fig. 1. The initial post-tension force was applied on each strand
in the form of predefined tensile stress.

2.5 Analysis Methods and Loading Steps

The analysis was conducted using the standard solver provided by
ABAUQUS/Standard [35]. Two loading steps were used for the analysis in the
FE model. During the first step, gravity loads, initial post-tension force and fixed-
end constraint were applied. In the second step, the displacement-controlled lateral
loading was applied at the mid-height of the rigid cap beam.

3 Model Validation

Two sets of test data from Ou et al. [5, 6] and Yang and Okumus [10] were used
to examine the effectiveness of the developed FE modelling techniques to simulate
the behaviour of SPPC piers. Table 1 summarizes the design parameters of the two
experiments. The predicted damage conditions, such as concrete spalling, concrete
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crushing, yielding of PT strands were examined against the experiments. The lateral
force-drift ratio relationship and the variation of post-tension force versus drift ratio
were also compared between FE models and experimental measurements.

3.1 Damage Assessment

In general, the developed FEmodel was capable of predicting the damage conditions
of SPPC piers. For the test conducted by Ou et al. [5, 6], the first spalling of cover
concrete was observed at a drift ratio of 4% during the experimental test. In the
numerical analysis, the ultimate unconfined concrete strain is assumed to be the
strain when compression stress decreases to 50% in the softening portion [31]. Using
this method, the concrete spalling occurred at the drift ratio of 3.5% as per the FE
analysis results, which is similar to the experimental observation. The first ED bar
fracture was reported at the drift ratio of 5%. The calculated drift ratio when the first
ED bar fracture was approximated 5.4% based on FE analysis results, and this is
similar to the experimental observation. For Specimen 1 [10], both the experiment
and FE analysis results showed that concrete spalling was concentrated at the bottom
segment near the rocking edge. The minor concrete spalling that occurred at upper
segments observed during the test was mainly due to the sudden shear slip, therefore
was not captured in the FE model. No PT strand fracture was observed using FE
analysis results, which match the experimental observation.

3.2 Lateral Force and Drift Ratio Relationship

A comparison between the predicted and measured lateral forces versus drift ratios
of the aforementioned pier specimens are presented in Fig. 5. It is found that the
FE model over-estimated the lateral strength by 13.4% and 13.8% for specimens
C5C and 1, respectively. This overprediction is mainly because the static pushover
analysis does not account for the accumulated damages due to cyclic loading. The
difference may also stem from the uncertainties in material properties. In general,

Fig. 5 Lateral force versus drift ratio for tested SPPC specimens: a C5C and b Specimen 1
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Fig. 6 Average post-tension force of strands for tested SPPC specimens: a C5C and b Specimen 1

the FE model is capable to predict the overall load-displacement response obtained
from testing with acceptable errors.

3.3 Post-tension Force and Drift Ratio Relationship

Figure 6 shows a comparison between the FE and experimental post-tension forces.
For the C5C specimen, the predicted post-tension forces match quite well with their
experimental counterparts. The percentage of error ranges from −5.5 to +3.1%. For
Specimen 1, the post-tension force was in good agreement with the experimental
measurement up to 5% drift ratio. However, the FE model over-estimated the post-
tension force for drift ratios larger than 5%. The difference between the FE model
and experimental measurement can be explained by the fact that the FE model did
not account for concrete loss at the rocking edge due to concrete crushing, which
reduces the cross-section depth and shifts the rocking toe towards the inside of the
cross section. The post-tension loss due to anchorage seating and strand inelasticity
also contributed to this difference.

4 Effects of Energy Dissipation Bars on Damage States

This section selected specimen C5C as a reference to understand the influence of
ED bars on the behaviour of SPPC structures. Two models were considered, one
including ED bars (i.e., specimen C5C) and the other one without ED bars (i.e.,
specimen C5C with ED bars excluded). The analysis results are presented until the
failure of the bridge pier occurs. The failure point is defined when any of three limit
states is reached: confined concrete crushing, first ED bar fracture and first PT strand
fracture. Five damage states were considered in this study, and they are first ED
bar yield, concrete cover spalling, first PT strand yield, first ED bar fracture and
first PT strand fracture. Figure 7a compares their force-drift ratio relationships. The
inclusion of ED bars leads to an up to 44% increase in the lateral strength. The failure
of the model with ED bar occurred at 5.5% drift ratio and is due to ED bar fracture;
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Fig. 7 Damage state comparison for SPPC pier with and without ED bars

whereas the failure of the model without ED bar was caused by PT strand fracture
and concrete crushing, both occurred at 6.3% drift ratio. The addition of ED bars
results in a lower ductility, which is consistent with the experimental observation of
[42]. Figure 7b shows the drift ratio, at which five damage states occur. In general,
including ED bars can enhance the damage tolerance of SPPC piers by postponing
the PT strand yielding by 0.5% drift ratio. However, the influence of ED bars on
concrete spalling is negligible.

Figures 8 and 9 show the principal compressive and tensile strain at the inter-
face between the bottom segment and foundation, as obtained from the FE analysis.
Concrete cover spalling occurred at the rocking side of the segment. It was observed
that the presence of ED bars could help to reduce the strain concentration in concrete
and spread over the contact surface. From the principal tensile strain plot, the tensile
crack occurred near the location of the ED bar. This is because unlike the discontin-
uous mild steel, the ED bar is continuous between the bottom column segment and
foundation.

Loading direction

ED bars 
location 

PT strands 
location 

Prin. Comp. Strain Prin. Comp. Strain 

Fig. 8 Comparison of principal compressive strain at bottom interface at 5% drift ratio for SPPC
pier with and without ED bars
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Loading direction

ED bars 
location 

PT strands 
location 

Prin. Ten. Strain Prin. Ten. Strain 

Fig. 9 Comparison of principal tensile strain at bottom interface at 2% drift ratio for SPPC pier
with and without ED bars

5 Conclusion and Future Work

This paper first developed a non-linear FE model to understand the damage states of
SPPC piers. Next, previous laboratory test results are used to validate the accuracy
of the developed modelling techniques. Finally, the validated FE model is used to
investigate the influence of energy dissipation bars on the damage condition and
failure modes of SPPC piers. The major conclusions are as follows:

• The FE model exhibits good agreement with the experimental results in terms
of damage condition, lateral force and drift ratio relationship, and post-tension
force.

• The analysis results show that adding ED bars to the SPPC piers enhance the
damage tolerance of SPPC piers by delaying the PT strand yielding and concrete
spalling for SPPC piers.
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Analysis of Retrofitted Concrete
Columns Using 3D
Elastic-Plastic-Damage Modelling

Z. Al-Maadhidi and R. E. Erkmen

1 Introduction

The performance of the concrete columns is the primary factor affecting the struc-
tural response under extreme loadings such as earthquakes or blasts. Upgrading
the columns during their lifetime may be required due to damage or deterioration
or to improve the performance. Inadequate column behaviour can happen due to
inappropriate design or construction, and due to durability-related issues. Confining
concrete is a common practice in structural retrofitting applications and the use of
FiberReinforcedPolymer (FRP) composites aswraps or jackets for concrete columns
has become a very popular technique [7, 9, 18]. Moreover, its installation is simple
which makes FRP jacketing an efficient technique for retrofitting columns. FRP is
superior in many aspects compared to other types of jacketing such as steel jacketing
and concrete jacketing due to their high strength, non-corrosive nature for external
surfaces and durability.

For design purposes, numerical modelling is often necessary to predict the
behaviour of columns. For finite element structural modelling purposes several
uniaxial stress–strain relationships have been developed for confined concrete
including the works of [2, 8, 20]. Such models require an a-priori estimate of the
confinement pressure which however depends on the local stress distribution. On the
other hand, elastic-plastic-damage based constitutive laws have been applied exten-
sively for the description of progressive failure of concrete. 3D elasto-plastic damage
models have the capability of capturing the confined concrete behaviour naturally as
a result of the stress distribution as the stress–strain relations are developed consid-
ering the multi-axial states. Furthermore, the evolution of the internal parameters
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in phenomenological plasticity and damage models can be related to underlying
mechanisms within the material in a thermodynamically consistent manner, e.g.,
development of slip bands and dislocation systems causing plastic deformations or
void nucleation and crack development causing stiffness degradation. Initial attempts
tomerge elastoplastic and damage constitutivemodels can be found in [13, 23]. Other
coupled plasticity and damage models include the works of [3, 5, 9, 14, 16, 24, 25].
An efficient coupled elastoplastic damage model that is capable of simulating the
behaviour of plain concrete was also developed by [12]. Recently [22], showed that
the [12] model can be captured as a special case within the framework of [1] by
imposing a kinematic condition between the strain components. In both [12, 22] a
single failure surface, potential function and hardening/softening criterion can be
adopted in order to characterize the inelastic behaviour of concrete, providing an
efficient computational framework. Some other attempts for Elasto-Plastic-Damage
modelling of concrete can be found in [5, 6, 17]. ABAQUS has included Elasto-
Plastic-Damage models developed by [10, 14] as modelling options. In this paper,
we implement themodel developed in [22] for the behaviour of FRP jacketed confined
concrete and compare it with the model of [11] that is implemented in ABAQUS.

2 Methodology

2.1 Finite Element Types, Boundary Condition and Loading

The concrete columnmodels contain the concrete bulk, FRP jacketing as well as steel
reinforcement which requires different types of elements to work together as they
will be connected at the nodes. In the software developed, a four-node orthotropic
shell-type element is used for the FRP sheets, a two-node beam-type element is used
for the steel reinforcement and an 8-node solid element is used for the concrete bulk.
The shell and solid elements contain drilling degrees of freedom so that all elements
have compatible 6-DOFs. All FE-types have been implemented and assembled in
FORTRAN.

In ABAQUS the bulk concrete is modelled as a homogeneous 8-node 3D brick
element (C3D8R) and the longitudinal and transverse steel are modelled as linear
truss element (T3D2). To model the CFRP jacket, the S8R shell element is used.
To model the interaction between the concrete and the reinforcement, an embedded
region constraint is used. The embedded contact region is used to make sure that
the number of translational degrees of freedom at a node on the embedded element
is identical to the number of translational degrees of freedom at a node on the host
element (CompatibleDOF). The reinforcementwas embedded in the concrete, which
is considered the host region. Therefore, the concrete and reinforcement share the
same node where a perfect bond was assumed. The interaction between the concrete
and the FRP jacket was considered as cohesive contact behaviour.
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Mesh refinement studies were conducted for both FORTRAN and ABAQUS
models to eliminate any significant effects of numerical errors due to spatial
discretization. All themodelled columnswere fixed in the bottom in all directions and
released in the top except the top middle point where the loads were applied. In order
to obtain the load-deflection behaviour of the modelled columns, a static monotonic
load was placed on the mid-top of the column. The loading was applied until failure
using the displacement control technique. Displacement increments were adjusted
to 3 mm in each step.

2.2 Description of Material Models and Parameters

2.2.1 Concrete Compression Model Implemented in FORTRAN

The plastic model that determines the envelope curve for the stress–strain relation-
ship consists of a potential surface, hardening law, which describes the deformation
capacity in multiaxial compression, and a yield surface. We employ the yield surface
proposed by [15] which is given as:

�p
(
ξ, ρ, θ, κp

) =
(√

1.5ρ
)2 + qh(κp)m

(
ρ√
6
r(θ) + ξ√

3

)
− qh(κp)qs

(
κp

) ≤ 0

(1)

where qh and qs controls the shape and location of the loading surface and m can be
written as:

m = 3
fc2 − ft 2

fc ft

e

e + 1
(2)

in which fc is the uniaxial compressive strength, ft is the uniaxial tensile strength
taken herein as 0.09 fc. Both the plastic potential and the yield surface are constituted
by using the unified coordinates in the Haigh-Westergaard stress space, which are
based on the stress invariants. The three coordinates ξ, ρ and θ can be expressed as:

ξ = I1√
3 fc
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where:

I1 = σ11 + σ22 + σ33 (6)

J2 = 1

6
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2 (7)
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−τ13τ13σ22 − τ23τ23σ11 − τ12τ12σ33 + 2τ12τ13τ23 + σ11σ22σ33 (8)

The eccentricity e defined in the [15] model can be written as:

e = 1 + ε

2 − ε
(9)

in which

ε = ft
fb

f 2b − f 2c
f 2c − f 2t

(10)

where fb is the equibiaxial compressive strength taken herein as 1.5 fc−0.925. In Eq. 1,
r(θ) is the polar radius as:

r(θ) = v(θ)

s(θ) + t(θ)
(11)

In which:

v(θ) = 4
(
1 − e2

)
cos2θ + (2e − 1)2 (12)

s(θ) = 2
(
1 − e2

)
cosθ (13)

t(θ) = (2e − 1)
[
4
(
1 − e2

)
cos2θ + 5e2 − 4e

]1/2
(14)

Hardening and softening of concrete can be simulated by varying the shape and
location of the loading surface during plastic flow. The variation is controlled by
the hardening/softening parameter κp. During the hardening range qh in Eq. 1 for
concrete can be selected as [17].
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qh
(
κp

) = ko + (1 − ko)
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ε
p
vo − κp
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vo

)2

(15)

where:

ko = σco/ fc (16)

in which σco is the uniaxial concrete stress at the onset of plastic flow. In Eq. 15, ε
p
vo

is the threshold value for the volumetric plastic strain at uniaxial concrete strength
defined as:

ε p
vo = fc

Ec
(1 − 2υ) (17)

where Ec and υ are the Young’s modulus and Poisson ratio for concrete, respectively.
During softening range qs in Eq. 1 for concrete can be selected as [17]:
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where n1 = κp

ε
p
vo
, n2 = ε

p
vo+t
ε
p
vo

and t = fc
15000 . Note that fc is considered in MPa. The

potential function is again written in Haigh-Westergaard stress space and adopted
herein from [6] expressed as:
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in which:

A = ψ2 − ψ1

2(ρ1 − ρ2)
(20)

B = ρ1
ψ1 − ψ2

(ρ1 − ρ2)
− ψ1 (21)

In Eqs. 20 and 21, ρ1 and ρ2 are the normalized deviatoric stress indicators at
uniaxial and triaxial compressive strength, respectively as:
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ρ1 =
√
2

3
(22)

and

ρ2 =
√
2

3

∣∣ fcc − σpc

∣∣

fc
(23)

where fcc is the triaxial compressive strength taken herein as 4.333 fc and σpc is the
lateral stress taken herein as fc. On the other hand, ψ1 and ψ2 are the inclinations of
the plastic strain vector under uniaxial and triaxial compressive strength, respectively
given as:

ψ1 = √
2

∣∣ε3pu − ε1pu
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ε
p
vo

(24)

and

ψ2 = √
2

∣∣ε3pc − ε1pc
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ε
p
vo

(25)

In the above equation ε3pu is the axial plastic strain component at uniaxial
compressive strength, which can be calculated as:

ε3pu = εc − fc
Ec

(26)

and ε1pu is the lateral plastic strain component at uniaxial compressive strength,
which is calculated as:

ε1pu = ε2pu = ε
p
vo − ε3pu

2
(27)

In the equation above, εc is the total strain in the axial direction at uniaxial compres-
sive strength and ε3pc is the axial plastic strain component at triaxial compressive
strength, which is defined as:

ε3pc = εcc − 1

Ec
( f cc − 2υσpc) (28)

and ε1pc is the lateral plastic strain component at triaxial compressive strength, that
is obtained from:
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ε1pc = ε2pc = ε
p
vo − ε3pc

2
(29)

For concrete, it can be assumed that εcc = εc

(
1 + 17 σpc

fc

)
, e.g., [17] and generally

σpc is taken as σpc = fc, and thus in Eq. 28 εcc becomes εcc = 18εc. The damage
parameter φ is updated after every converged step. For this purpose, we have adopted
the relationship given in [5] defined as:

ϕ =
(
1 − e

−C
κp

ε
p
vo

)
(30)

In which C is a parameter that is to be calibrated based on stiffness degradation.

2.2.2 Concrete Compression Model Implemented in ABAQUS

To define the plasticity model of concrete in ABAQUS, there are some fundamental
parameters that need to be defined. Those parameters are the dilation angle (ψ), the
plastic potential eccentricity (e), the ratio of initial equibiaxial compressive yield
stress to initial uniaxial compressive yield stress ( f bo/ f co), the ratio of the second
stress invariant on the tensile meridian which controls the shape of the yield surface
(Kc), and the viscosity (μ). The dilation angle was used as 31 based on calibration.
The eccentricity e, ( f bo/ f co),Kc and μ were defined as 0.1, 1.16, 2/3, and zero
respectively [4].

In order to obtain the compressive behaviour for confined concrete, a design-
oriented stress–strain model is used [11]. The first part of the stress–strain curve is a
parabolic line and the second part is a straight line. The slope of the parabola line is the
modulus of elasticity of the unconfined concrete. The parabolic linemeets the straight
line smoothly so there is no change in slope between the two portions. For simplicity,
the intersection point of the two lines represents the unconfined compressive strength
f

′
co. The stress–strain curve ends at a point where both the ultimate compressive

strength f
′
cc and the ultimate axial strain εcu of the confined concrete are reached.

In 3DElasto-PlasticDamagemodels, the behaviour is imposed according to yield-
surface, potential surface, hardening etc. However, these imposed conditions can be
adjusted to follow certain stress–strain behaviour.

The uniaxial stress–strain behaviour in [10] model satisfies the following
equations:

σc =
(
Ecεc − (Ec−E2)

2

4 f ′
co

ε2c (0 ≤ εc ≤ εt )

f
′
co + E2εc(εt ≤ εc ≤ εcu)

)

(31)

where:
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εt = 2 f
′
co

Ec − E2
(32)

and

E2 = f
′
cc − f

′
co

εcu
(33)

In the equation above σc is the axial stress, εc is the axial strain of confined
concrete, Ec is the elastic modulus of unconfined concrete, εt is the axial strain at
the transition point, and E2 is the slope of the straight line of the curve. In this model
f

′
cc is obtained from [21] as:

f
′
cc

f ′
co

= 1 + k1
fl
f ′
co

(34)

where fl is the confining pressure. Also, the value of K1 is considered as 3.3 [11]. To
calculate the ultimate axial strain of uniformly confined concrete εcu, the following
equation is utilized:

εcu

εco
= 1.75 + K2

fl
f ′
co

(
εh,rup

εco
)
0.45

(35)

In which εco is the axial strain at the compressive strength of unconfined concrete,
and K2 is the strain enhancement coefficient. The value of those two parameters is
0.002 and 12 respectively [10].

2.2.3 Reinforcement

For the steel reinforcement, a simpler elastic-perfectly plastic model without strain
hardening behaviour is employed. A uniaxial associated plasticity model was used
accordingly.

2.2.4 FRP Jacket

FRP is modelled in both FORTRAN and ABAQUS models as unidirectional lamina
composites. A unidirectional Lamina is considered as a homogenous body and
consisting of continuous fibres strongly bonded in a matrix. The FRP jacket is
modelled as linear elastic orthotropic material, which means that the mechanical
properties of the material are different in different directions. Modulus of elas-
ticity, shear modulus and Poisson ratio respectively are 260 MPa, 100 MPa and
0.3 respectively.
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3 Case Study

In order to evaluate the performance of the numerical model before and after
retrofitting, experimental data reported in [19] was used. This experimental program
consisted of 42 prismatic concrete columns. Most of the columns were strengthen
by internal steel reinforcement and external FRP wrapping. All the tested columns
have the same geometry of square cross-section of 200 mm, 320 mm height, and
30 mm corner radius. The specimens that were selected in this research for vali-
dation purposes were subjected to monotonic compression load until failure. The
compressive strength and the elastic modulus of concrete are 25.5 MPa and 19.3
GPa respectively. The steel nominal yield stress is 500 MPa and the elastic modulus
is 200 GPa. For the FRP, the thickness of each layer is 0.117 mm and the tensile
modulus is 240 GPa.

The reinforced concrete columns contained transverse and longitudinal reinforce-
ment. The longitudinal reinforcement has a 14 mm diameter. Whereas the transverse
reinforcement has a diameter of 8mm.The spacing distancewas 95mmfor transverse
stirrups that was symbolized as S2 (Table 1).

3.1 Validation of the Numerical Model

The numerical model implemented in FORTRAN was validated against experi-
mental results and the ABAQUSmodel. Figures 1, 2 and 3 illustrate the stress–strain
curve at mid-span for retrofitted columns. The model was tested for three different

Table 1 Details and notation
of the specimens that used for
the numerical validations

Specimen
label

Steel bars &
stirrups

CFRP sheet
layers

Jacket nominal
thickness mm

BS2 4∅14&8∅/95 – –

BC5 – 5 0.585

BS2C5 4∅14&8∅/95 5 0.585
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Fig. 1 Stress–strain curve for Reinforced concrete column (S2)
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Fig. 2 Stress–strain curve for concrete column wrapped with five layer of FRP jacket (BC5)
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Fig. 3 Stress–strain curve for reinforced concrete column wrapped with five layers of FRP jacket
(BS2C5)

column types; reinforced columns, confined columns with FRP jackets, and rein-
forced columns with FRP jackets. It is clear from the figures that the finite element
numerical model has the ability to capture the behaviour of concrete columns before
and after FRP retrofitting.

3.2 Parametric Study

A parametric study was conducted to test the sensitivity of the mesh size on the
stress–strain curve of a confined reinforced concrete column with FRP layers. In
Fig. 4, the numerical results of the stress–strain curve for BS1C5 are illustrated with
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Fig. 4 Stress–strain curve of FE analysis response for BS1C5 when using different mesh size in
ABAQUS
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Fig. 5 Stress–strain curve for BS2C5 when using different mesh size using 3D material model
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Fig. 6 Comparing the behaviour of partially wrapped reinforced concrete column (BS2C5) with
fully wrapped and not wrapped cases using 3D material model

60, 50, 40, 32, 20, and 10 mm using ABAQUS software. Whereas, Fig. 5 shows
the mesh sensitivity for BS2C5 using the 3D material model with 64, 53, 40, and
32 mm. As the mesh sensitivity depends on the finite element types the discrepancies
between ABAQUS results can also be attributed to differences in element types. On
the other hand, our 3D material model was also employed for a partially wrapped
reinforced concrete case (BS2C5) and the behaviour was compared with fully and
unwrapped cases in Fig. 6. The width of the FRP was 32 mm and the vertical spacing
of the FRP strips was 32 mm which started from the bottom of the column.

4 Conclusion

3D elasto-plastic damagemodels are particularly suitable for themodelling and anal-
ysis of retrofitted concrete columns as confinement pressure is generally unknown
before the analysis, which depends on the size, shape, loading, boundary condi-
tions as well as material properties. This paper mainly focused on the validation and
applicability of a 3D elasto-plastic damage model. It was shown that in simulating
the behaviour of retrofitted columns with FRP composites under monotonic axial
compressive loading, the results of the 3D elasto-plastic damage model proposed
in this study agree well with those of the ABAQUS model and the experimental
results. Such sophisticated 3D modelling approaches are required especially when
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design guidelines are not sufficient to address the specifics of the designed cases.
To illustrate the applicability of the proposed concrete constitutive model a partially
wrapped column case was analyzed, and its performance was compared against full
wrapping and no wrapping cases. The parameters of the elasto-plastic damage-based
concrete model were presented in detail. It is of interest to note that the calibration
parameters of the model such as modulus of elasticity, the peak uniaxial compressive
stress and the corresponding peak strain as well as hardening parameters of the yield
surface and the slope of the potential surface in the rendulic plane are consistent
with those reported in literature based on the corresponding concrete grade. Those
parameters are pretty much agreed upon in literature and thus the proposed model
can be used for general purpose analysis of concrete structural members.
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Exploratory Investigation on Diversity
and Inclusion Programs in Large
Construction Companies
from the Private Sector in the United
States of America

H. Dang

1 Introduction

The construction industry plays a major role in the economy and provides a wide
range of business opportunities to various contractors, manufacturers, and vendors in
the United States. The construction industry is projected to have a compound annual
growth rate of 4.9% to reach $1,804.8 billion by 2023 in the United States. The
commercial building construction market is projected to rise by 6.8% in value over
the forecast period [1]. The promising and booming construction industry needs
to implement and improve processes and programs to improve performance and
efficiency to keep up with workforce demand, particularly in the case of private
commercial projects. The programs analyzed in this study are the Diversity and
Inclusion Programs for Subcontractors in Construction Firms, which focus specifi-
cally on commercial projects in the Northwest Pacific and East Coast regions of the
United States. This study analyzes the impact of these programs on the performance
of the construction firm and the minority and under-represented subcontractors and
their experience in the procurement of contracts with large construction companies.

Diversity is a range of human differences, including, but not limited to, race,
ethnicity, gender identity, sexual orientation, age, social class, physical ability or
attribute, the systemof religious or ethical values, national origin and political beliefs.
Inclusion is involvement and empowerment, where the inherent value and dignity of
all people are recognized [2].Constructionfirms implementingprograms for diversity
and inclusion promote a sense of belonging and respect for the beliefs, backgrounds,
and other social aspects of subcontractors.

One of the government’s initiatives to promote diverse, equal, and inclusive
contracting opportunities is the Disadvantaged Business Enterprise (DBE) program.
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The DBE program was established to provide a fair opportunity for small busi-
nesses owned and managed by socially and economically disadvantaged individuals
to compete on federal transport contracts and to contribute to the diversity of subcon-
tractors and integration efforts in the construction industry. The DBE program was
established in 1980 as a minority/women business enterprise program and is regu-
lated under Title VI of the Civil Rights Act of 1964, which prohibits discrimination
of racial, ethnic, and national origin [3]. Due to the previously inconsistent use
of DBE and ongoing discrimination and barriers, there are significant barriers to
federally financed transportation contracts for minority and women-owned enter-
prises. In 2015, Congress passed the “Fixing America’s Surface Transportation Act”
(FAST-ACT) to ensure that the DBE program was permanently and consistently
implemented by the States Department of Transportation.

Little or no effortwasmade to address the lackof subcontractor diversity and inclu-
sion in federal projects prior to 1980. It was unheard of for private sector commer-
cial projects. Although the DBE program is needed for federally funded highway
projects, Subcontractor Diversity and Inclusion is optional for private sector projects.
It is often not even discussed or needed. According to a telephone interview with a
local construction firm, some educational institutions (e.g., the University of Wash-
ington) and some corporations (e.g., Microsoft) have made it necessary for prime
contractors to reach targets for minority and disadvantaged subcontractors hired to
successfully complete the contract. However, other companies, including Amazon,
do not mention or request the goal of subcontracting diversity or the requirement for
prime contractors to win the contract.

It is not easy to implement a Subcontractor Diversity and Inclusion program
thoroughly and effectively. However, it is crucial, and the payoff is substantial, if the
company follows a thorough and intentional approach to implementation. Companies
that focus on diversification are companies that tend to see more sales and revenues.
Gender diversity can help revenue to grow by 40% in the first year of this effort
[4]. Conversely, women are not being hired equitably. In a study funded by Harvard
and Princeton, managers received a set of applications and qualifications that did not
reveal any gender. In this blind process,womenwere preferred overmale counterparts
when gender was not part of the recruitment process. However, more than 50% of
women are still under-represented in the workforce [5].

To implement and promote a company culture of diversity and inclusion, regional
construction companies such as Sellen Construction and Lease Crutcher Lewis have
set up a dedicated subcontractor diversity and inclusion department, setting them
ahead of the Pacific Northwest curve. National firms such as Hensel Phelps, Messer
Construction, Knutson Construction and the Gilbane Group have been recognized
for their economic inclusion initiatives. This umbrella encompasses the diversity and
integration of subcontractors. These efforts have set them as examples of successful
Subcontractor Diversity and Inclusion programs in the industry.

The construction firm benefits the dedicated subcontractor Diversity Department
in construction firms. The dedicated Subcontractor Diversity and Inclusion Depart-
ment demonstrates thefirm’s commitment to change, diversity and improvedbusiness
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practices. As a result, it empowers minority-owned companies, gives them confi-
dence, and enables growth by creating opportunities. Creating a larger and more
talented pool for prime contractors reduces the problem of insufficient subcontrac-
tors to fill projects on time. If large construction firms dedicate a Department solely
for subcontractor diversity and inclusion, then their performance and efficiency for
project procurement and completion have higher chances of success. This research
aims to analyze firms that currently have a Department dedicated to subcontractor
diversity and inclusion and the impact on potential minority and underrepresented
subcontractors.

2 Literature Review

The importance of establishing theDiversity and Inclusion Subcontractor Program in
construction firms is a positive benefit to the company. This initiative also contributes
to the growth of smaller businesses in each community, resulting in a stronger supply
pool for prime contractors. Building a culture with Subcontractor Diversity and
Inclusion as a priority gives more opportunities for innovation that deliver positive
results for companies applying this principle. The few companies that set up these
programs in their organizations have seen positive results. These firms and their
performance metrics have been analyzed for this study and the results are presented
in the research section. Minority- or women-owned diverse businesses are owned
by individuals from an underrepresented minority group-including people of color,
women, veterans, people with disabilities, and members of the LGBTQ community.

The analysis of construction firms with a dedicated subcontractor diversity and
inclusion program has not yet been researched or identified, nor has an analysis been
conducted of companies that apply subcontractor diversity and inclusion guidelines
for all commercial projects. Due to this lack of research, the long-term impact or
benefits are not known. Most of the published studies on any type of subcontractor
diversity and integration guidelines for construction are about the Disadvantaged
Business Enterprises (DBE) program for federal transport projects; however, the
program can be controversial and applies only to a small sector.

Diversity and inclusion of subcontractors have positive effects at the level of
employees. According to a study of diversity, inclusion and commitment in organi-
zations, the employee’s perception of acceptance and belonging transcends cultural
differences but finds similarities in the employee’s commitment and performance to
the organization [6]. Not only did performance and commitment to the organization
have a positive effect, but lower stress levels were indicated for all group samples
tested. The study had limitations due to the size of the sample being studied and
the significant cultural differences, as one sample group was from California and
the other from Israel. Nonetheless, the study highlights the importance of distin-
guishing between an organization that is “diversity tolerant” versus a truly inclusive
organization.
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A similar concept of diversity and integration at the organizational level has
been applied in the construction sector, at the subcontractor level, with the intro-
duction of the Disadvantaged Business Enterprise (DBE) program. A recent
study on the performance of certified minority and women-owned enterprises
(MBE/DBE/WBE) in transport projects reveals significant differences in the perfor-
mance of MBE/DBE/WBE and non-MBE/DBE/WBE firms [7]. The age of the
companies was a key factor affecting underperformance of MBE/DBE/WBE since
most of them were younger and working with less capital than their counterparts.
This study has many limitations since the opinions of the participants are subjective
and the performance tool used was based on previous models that need improve-
ment. Aside from this study’s limitations, the DBE program is controversial and
only focuses on a niche of federal transportation projects.

A study on inclusive procurement and contracting in the construction industry
explains the industry’s problems with the MBE/DBE/WBE system. The findings
of this study point to the root of the problem on the demand side, indicating that
initiatives for inclusion anddiversity are not being implemented effectively. The study
concludes that if the demand-side system is broken, the supply-side infrastructure
is broken. MBE/DBE/WBE companies cannot compete effectively for large-scale
infrastructure projects operating within a rapidly changing construction industry that
is plagued by discrimination [8].

The research conducted by the Massachusetts Gaming Commission is another
study on the overall diversity and inclusion mandated by the state. This study shows
the risk outcomes of using the workforce, supplier, and subcontractor diversity for
three casino projects. Based on the Diversity Performance Studies, the stakeholders
for these projects overwhelmingly supported the implementation of this program and
the use of the Access and Opportunity Committee (AOC) program [9]. The AOC
was the basis of several strategies implemented to achieve diversity in their casino
development projects by providing transparent progress monitoring and collabora-
tive problem-solving at stakeholder level. The study points out that the initiative on
subcontractor diversity and inclusion had to be a combined effort of the advocacy
groups and the AOC. The AOC acted as a venue for facilitating the acquisition of
information by MBE/DBE/WBE firms on demand for services, communication of
contract procurement issues and conflict resolution. Although this study is an excel-
lent example of overall diversity and integration in the construction sector, it does
not focus solely on subcontractor diversity and inclusion. Another limitation in the
study is that the initiative is a legal requirement, such as the DBE program in federal
transport projects, rather than a natural core value for the organization.

TheAssociation ofGeneral Contractors (AGC) conducted themost direct research
on this subject. The study highlights the importance of an intentionally diverse and
inclusive culture in maintaining a competitive advantage in the construction industry.
One of the benefits identified is the opportunity to expand market share by forming
and maintaining collaborative partnerships with MBE/DBE/WBE subcontractor
firms [10].

Finally, the research carried out in this study analyzes the impact of the various
diversity and inclusion programs and initiatives implemented by local and national
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construction companies. These firms are pioneers in the process of diversity and
inclusion and have opened the argument for the need to implement a dedicated
Subcontractor Department for Diversity and Inclusion. The primary objective of
some of the firms interviewed is to promote diversity and inclusion as their core
value. These firms began their journey of diversity and inclusion, seeking finan-
cial gain, changing the industry, bridging the gap with historically underutilized
subcontractors, and promoting social justice. Minority subcontractors interviewed
indicated how, for some, these programs are flawed and have the potential for
improvement. This critical study exposes the opportunity for construction firms to
improve their programs to equally benefit the construction firm and the minority and
under-represented subcontractors.

3 Research Design

This research explores the hypothesis that Subcontractor Diversity and Inclusion
Programs improve project procurement and completion objectives for construction
firms and provide equal opportunities forminority and under-represented subcontrac-
tors. These programs bridge the gap between construction companies and historically
underutilized subcontractors. As there is a lack of prior research on the impact of the
Subcontractor Diversity and Inclusion Programs, this study aims to maximize find-
ings by using a mixed research design consisting primarily of exploratory qualitative
research and quantitative research.

The primary research tool used in this study is an electronic survey distributed to
general construction firms with Subcontractor Diversity and Inclusion programs for
both qualitative and quantitative surveys. Minority and under-represented subcon-
tractors were interviewed by telephone with a list of open-ended questions. The
qualitative portion of the survey for construction firms consists of five-point Likert
Scale questions. The perceived benefits and challenges of Subcontractor Diversity
and Inclusion Programs for both minority and under-represented subcontractors and
general construction firms, as well as the impact of Subcontractor Diversity and
Inclusion Programs on the project performance of general construction firms. (For
the study, project performance is defined as procurement and completion of projects).
The quantitative portion of this survey consists of questions exploring expenditure
and revenue trends before and after the launchof theDiversity and InclusionPrograms
for Subcontractors. The findings of this survey are used to analyze the perceived
impact of theDiversity and Inclusion Programs of Subcontractors. The research study
explores if Subcontractor Diversity and Inclusion Programs increase the revenue of
minority and underrepresented subcontractors.

As mentioned above, this voluntary study consists of two groups. The first
group includes senior managers overseeing Subcontractor Diversity and Inclusion
Programs in 10 companies with a large market share of commercial projects in the
private sector. The author has recruited general contractors with established subcon-
tractors or suppliers of diversity and inclusion programs with a large market share in
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commercial projects in the private sector. The author has thoroughly researched and
asked the participants to participate in this study.

The second group includes minority and under-represented owners of subcon-
tractors or representatives of firms providing services in the state of Washington.
Minority and under-represented subcontractors were recruited from the Washington
State Office ofMinority andWomen’s Business Enterprises Certified FirmDirectory,
including through formal e-mail or telephone calls. The parameters used to search for
subcontractors or suppliers were firms with MBE, MWBE and WBE certifications
in Pierce, Thurston, King, Snohomish counties and a select few in the eastern part
of Washington State.

The survey protocol sent to senior managers of general construction firms and
minority and under-represented subcontractors required participants to keep their
responses as objective and honest as possible with the option of maintaining
anonymity. The study used the following procedure to achieve the intended research
objective:

(1) Obtained and interpreted data collected in surveys sent to senior managers of
general construction firms and minority and underrepresent subcontractors.

(2) Classified data into complete and objective data, and data with missing or
biased information. The latter was removed, and the completed and objective
data were analyzed.

(3) Assessed and evaluated project procurement and completion of general
construction firms before and after establishing a Subcontractor Diversity and
Inclusion program.

(4) Assessed and evaluated the impact experienced by minority and underrepre-
sent subcontractors’ firms based on attempts to procure contracts with general
contractors.

(5) Sent surveys to senior managers of general construction firms with established
Subcontractor Diversity and Inclusion Programs had different questions than
the surveys sent to minority and underrepresented subcontractors.

Apart from the basic questions on the size of the construction firm surveyed, the
survey questions on general construction firms were as follows:

(1) How much has the utilization of Minority Business Enterprise (MBE),
Minority Women Business Enterprise (MWBE), and Women Business Enter-
prise (WBE) firms impacted project procurement since the inception of the
Subcontractor Diversity and Inclusion Program?

(2) How many private sector clients have required your firm to utilize
MBE/MWBE/WBE subcontractors for their projects in the past five years?

(3) Does your firm require the utilization of MBE/MWBE/WBE subcontractors
in all projects regardless of client requirements?

(4) How much has the utilization of MBE/MWBE/WBE firms impacted project
completion goals since the inception of the Subcontractor Diversity and
Inclusion Program?
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(5) In terms of spending, what is the percentage of increase allocated to MBE,
MWBE, and WBE firms before and after a Subcontractor Diversity and
Inclusion Program was established?

(6) Besides financial, what are other benefits that justified the cost of implementing
a diversity and inclusion program?

The survey questions targeting minority and under-represented subcontractors
were open-ended and concerned issues related to their trade, company information,
their involvement with construction firms in general, and construction firms with
diversity and inclusion initiatives.

(1) What are some of the positive things you’ve experienced working with general
contractors with diversity and inclusion initiatives?

(2) What are the challenges youhave experiencedworkingwith general contractors
with subcontractor diversity and inclusion initiatives?

(3) In your experience, do you find that a general contractor with a Subcontractor
Diversity and inclusion program makes an overall difference in the future of
your business?

(4) Is there any additional information you would like to share on Subcontractor
Diversity and inclusion programs or initiatives?

In conclusion, this methodology is designed to provide data and insight to general
contractors interested in pursuing or improving the dedicatedSubcontractorDiversity
and Inclusion Program and tominority and under-represented subcontractors seeking
to form or improve partnerships with general construction firms.

4 Results and Discussion

The analysis of the data collected demonstrates the consistent theme that Subcon-
tractor Diversity and Inclusion Programs strengthen innovative capacity and increase
potential from the perspective of the construction firm. Another finding was that
minority and under-represented subcontractors view Subcontractor Diversity and
Inclusion Programs as project-by-project initiatives rather than as a dedicated
programme.

The results for construction firms mostly showed a positive effect on the procure-
ment of projects. Most construction firms have had a moderate impact on project
procurement, while fewer firms have had a higher positive impact. The trend shows
that more clients require a minority and under-represented subcontractor objective to
be achieved for the construction firms to be awarded the project. Thework of Subcon-
tractor Diversity and Inclusion Programs helps to establish, establish and maintain
relationships with minority subcontractors. This makes the process of procurement
of projects with minority subcontractor requirements easier. The result is an increase
in the rate of project procurement by construction companies (Fig. 1).

Construction firms also rated better project completion rates as a positive result of
subcontractor Diversity and Inclusion programs. The results were evenly spread to
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Fig. 1 Project procurement impact

the completion of the project, between a moderate amount of impact, a high amount
and a very high amount. By having a larger pool of subcontractors to choose from,
construction firms are more likely to choose a subcontractor that will fit better on
the basis of their schedule and availability of resources. Having a limited number of
subcontractors to use increases the dependenceof the constructionfirmon the existing
pool of resources that could have an impact on the project completion schedule
(Fig. 2).

The increase in minority subcontractor spending each year is a common measure
used to determine the successful SubcontractorDiversity and Inclusion Program. The
data collected suggest that most construction firms allocate between 11 and 20% of
expenditure to minority subcontractors. A quarter of the construction firms surveyed
reported spending between 6 and10%onminority subcontractors. Constructionfirms

Fig. 2 Project completion impact
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use this metric to analyze the dollar spent on minority subcontractors against the
objectives they set as a company or as required by contract requirements depending
on the project (Fig. 3).

A few firms have expressed passion and have proved themselves to be a driving
force for minority subcontractors to perform and remain consistent and reliable. The
feedback received by construction firms with Subcontractor Diversity and Inclusion
Programs was mostly positive, with challenges that could not be quantified.

Construction firms have stated that the main challenge is the resistance to change
from within the industry. Parties in a position of power tend to want to use the same
subcontractors because they trust them, fear risks, and are unable to overcome the
myths of minority subcontractors that do not get the job done and are not responsive.
There appears to be a bias not only on the basis of race or gender, but also on the
basis of the size of the business. With the inability to overcome the bias of smaller
enterprises not being able to perform, minority and under-represented subcontractors
cannot demonstrate their potential. Without this opportunity, there is no way to find
out if the business could have been successful.

On the other hand, the challenge presented by construction firms supports the
results of data collected by interviewing minority and under-represented subcontrac-
tors who have been awarded or attempted to win contracts for large projects. The
minority and under-represented subcontractors interviewed for this research did not
work with the construction firms analyzed in this study. Their experience is limited
to building projects with diversity and inclusion quotas and misleading diversity and
inclusion initiatives.

The data supports the fact that most subcontractors experience a false sense
of diversity and integration presented by construction firms. Minority and under-
represented interviews with subcontractors concluded that the procurement system
is often unattainable for minority subcontractors due to the disproportionate amount
of risk allocated to the subcontractor.
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The agreement of all minority subcontractors on the effect of a delay in payment
by construction firms was a compelling finding. The average payment delay is thirty
days, with some construction firmswaiting for sixty to ninety days to submit payment
to the subcontractor after the work has been completed. This is particularly difficult
for small subcontractors who usually do not have a substantial cash flow to undertake
projects where they will not receive payment until ninety days after completion.
For this reason, many minority and under-represented subcontractors agree that the
system is in place to exclude them as there is an economic disparity in the minority
and under-represented communities.

Another common theme was the lack of significant opportunities for minority
subcontractors. According to the minority subcontractor interviewed, the quota allo-
cated to minorities is typically assigned to work that nobody wants to do, such as
flagging and erosion control. Some large construction firms advertise subcontractor
diversity and inclusion opportunities to present the company in a good light but to
fill the minimum requirement with scopes of lesser importance in order to check
the diversity and inclusion box required for the project. Significant scopes of work
are unattainable for minorities, as large construction firms assign this work to larger
subcontractors with an established relationship with the construction firm, exposing
the known ethical issue of cronyism in the construction industry.

Minority subcontractors have shown that the only positive outcome of diver-
sity and inclusion of outreach events coordinated by construction firms has been
networking opportunities to find legal and professional resources. These resources
may help minority subcontractors to carry out contract reviews and risk assessments.
The excavating minority subcontractor interviewed indicated that this process saved
her thousands of dollars and helped her assess the significant risk that her company
would have to undertake to complete the scope of the work presented.

This study shows a discrepancy between what diversity and inclusion programs
in construction firms perceive as important and what minority subcontractors need
from them. Most of the results show a benefit to the construction firm rather than to
the minority and under-represented subcontractors.

5 Conclusion

After analyzing the data collected from both the construction firm and the minority
and under-represented subcontractor, it is essential to note the limitations of this
study. The sample size of the construction companies interviewed was limited. Most
of the construction firms contacted had limited knowledge of what diversity and
inclusion meant to subcontractors. Of the few companies that did so, even fewer had
the Subcontractor Diversity and Inclusion Program in place; therefore, the sample
size for this study was small. Some of the construction firms interviewed included
suppliers in their diversity and inclusion programmes. Consequently, their results
may not accurately interpret the diversity and inclusion of subcontractors.
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From a minority and under-represented subcontractor perspective, the size of the
sample was also limited. Most minority and under-represented subcontractors also
objected to interviews due to lack of faith in diversity and inclusion programs based
on their experience. The fewwho agreed to be interviewed hadmostly negative expe-
riences with construction firms with subcontractor diversity and inclusion initiatives
on a per-project basis rather than as established programs.

Although the results are not reliable as the sample size was small, it is important
to note the valuable insight into the benefits and challenges of subcontractor diver-
sity and integration programs for the construction industry. Construction firms with
established Subcontractor Diversity and Inclusion Programs are taking an impor-
tant first step towards equity. These programs are a concept that will evolve, have an
immense growth potential and the power to transform the construction industry into a
more equitable place of opportunity. The few companies that have adopted programs
and initiatives in the field of diversity and inclusion are pioneers in their field and
are taking on a challenging task of improving the sector with systemic issues.
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Current Trends and Future of Advanced
Simulations in Facility
Management—An Owner’s Perspective

Z. Ghorbani and C. Dubler

1 Introduction

Building Information Management (BIM) for facilities management (FM) has
reached an inflection point within owner organizations. There are many examples of
BIM for FM implementations within the design and construction phase of a project
with a focus onwhat data is needed for post construction operations andmaintenance.
However, there is little evidence of success in using BIM or operations and mainte-
nance data for advanced analysis or advanced simulation within facilities manage-
ment. This paper provides a literature review on the status of national and interna-
tional implementation of advanced simulations, such as digital twins and augmented
reality in facilities management. Additionally, a large university organization is used
as a potential future case study for a framework of advanced simulation and analysis
implementation. Both challenges and keys to success are identified for The Pennsyl-
vania State University to implement advanced BIM simulations referencing current
examples of success from related industries.

1.1 Facilities Management: Operations and Maintenance

Facilities management is a broad term that classifies multiple disciplines covering
everything from real estate and financial management to maintenance and janito-
rial services. The International Facilities Management Association (IFMA) defines
facility management (FM) as “a profession that encompasses multiple disciplines
to ensure functionality, comfort, safety, and efficiency of the built environment by
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integrating people, place, process, and technology.” This paper focusesmainly on the
operations and maintenance aspect of facilities management when reviewing current
trends in BIM implementation and future strategies for advancement. Operations
and maintenance (O&M) encompass the day-today activities that are necessary to
ensure that the facility performs the functions as intended in design after comple-
tion of construction. Estimates show that O&M lifecycle cost are five to seven times
higher than the initial investment costs [28] and three times the total construction
cost. Therefore, owners have the most to gain on efficiencies in operation and main-
tenance and have a vested interest in the implementation of advanced technologies
in facilities management.

1.2 The Pennsylvania State University

The Pennsylvania State University (Penn State) is a land-grant research institution
with multiple campuses throughout the state of Pennsylvania in the United States.
While remaining deeply rooted in tradition, the Penn State’s mission is to stay on
the cutting edge of knowledge, diversity, and technology. They pride themselves on
their creative endeavors to generate, disseminate, integrate, and apply relevant and
valuable knowledge to industry. The facilities representative for Penn State is called
the Office of Physical Plant (OPP). Acting as an owner, as well as professional and
construction manager on most university projects, the OPP has an opportunity to
diversely implement BIM processes. Due to this position, the OPP has the ability to
research, test, and create processes which allow for an uninterrupted flow of facilities
information beginning at project conception. To date,OPPhas been very successful at
implementingBIMwithin design and construction and procuring valuable operations
and maintenance data from each project for use in operations and maintenance.
However, likemany other larger owners, Penn State struggles to implement advanced
BIM/simulation technology such as augmented reality, virtual reality, and digital
twins.

Penn State owns an extensive and multifaceted building inventory across 24
campuses. Penn State’s University Park campus contains approximately 950 build-
ings over 2,000 gross square foot (gsf). The campus buildings encompass over 22
million gsf with a very diverse portfolio from barns, research labs to nuclear reac-
tors. The current capital renewal plan forUniversity Park campus is approximately $4
billion over the next ten years. The Penn State commonwealth campuses (all other
campuses) contain approximately 790 buildings across the state of Pennsylvania.
Most of the projects the OPP works on are minor renovations, rehabilitations, and
major maintenance projects. The OPP is involved during all stages of a project life
cycle for new construction on campus. There were 425 projects across all campuses
in 2019/2020, approximating for over $600 million in cost. Because of the extent
of facility and asset inventory, Penn State has a tremendous backlog of projects,
estimated to be over $2.5 billion. This backlog requires a considerable amount of
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effort and resources to complete, without even considering the incorporation of a
BIM implementation strategy.

2 Research Methodology

The methodology for this paper focuses on providing a comprehensive analytical
review of the existing research on advanced simulations in facilities management
(FM). Three main areas of advanced technology in facilities management were
chosen, including augmented reality (AR), virtual reality (VR), and digital twins.
Two databases, namely Compendex and Inspec, were used to search for related arti-
cles, both nationally and internationally. To that end, three different searches were
conducted using the combination of facilities management and each selected tech-
nology (i.e., FM + AR, FM + VR, FM + digital twins). Three papers focused on
both AR and VR in facilities management. In those cases, the paper was included in
both categories. Therefore, the categories are not mutually exclusive.

2.1 Selection Criteria

Since this paper focuses on a specific market and current trends, it was important to
develop rigorous paper criteria prior to literature search. The following criteria were
used to determine papers’ eligibility for the study:

1. To ensure currency, only articles published from 2011 to 2020 were considered.
2. Selected papers were required to address advanced simulations within facili-

ties management related to virtual reality, augmented reality, and digital twins.
Articles that concentrated solely on design and construction were excluded. For
instance, articles that focused on the implementation of AR for improvements
in design and construction for FM were excluded.

3. Journal papers from peer-reviewed journals were selected to ensure papers’
quality and rigour. Peer-reviewed conference papers were also included from
relevant conference proceedings and were labeled accordingly.

If the articles did not meet these criteria, they were not used for literature review
analysis. However, the research team took the amount of non-academic (lack of peer-
review) publications related to advanced technologies in FM into perspective when
summarizing the current state of industry advancement.
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2.2 Article Extraction and Classification Procedure

After the articles were narrowed based on defined criteria, two additional steps were
taken to ensure the research team identified pertinent articles. First, the abstract for
each article was read to ensure that the article focused on the advanced simulations
in FM. During this step, articles that did not focus on the FM were excluded. As
an example, some articles included the word “facility management” in an introduc-
tory sentence of the abstract. However, the main focus of the article was advanced
simulations in design or construction, which made them ineligible for our study.
Second, full articles were read to identify their purpose and methodology, followed
by classification of the articles based on their content. In this stage, the framework
proposed by Kim et al. [25] was adopted and modified. Figure 1 presents the devel-
oped framework including categories and subcategories. This framework consists
of three tiers, including concept and theory, implementation, and industrial appli-
cation. Concept and theory tier includes papers that introduce the topic and look at
the theory behind the implementation of advanced simulations but fail to implement
the concept. Implementation tier includes articles that implement a solution (either a
software/application or a framework). Themost advanced tier, industrial application,
includes papers that document how these advanced simulations can be implemented
within a facilities owner.

The first tier, concept and theory, was broken down into three subcategories,
including conceptual framework, review, and others. Papers in the conceptual frame-
work subcategory include high-level frameworks for applying these advanced tech-
nologies. However, they do not include any implementation details or suggestions.
Reviewed papers in this category mostly include literature review and focus on
outlining what other researchers have accomplished in this research area. The second
tier, implementation was divided into two subcategories, including implementation
framework andapplicationdesign. Papers in thefirst subcategory focus onproviding a
framework for implementing these technologies in FM. Themain difference between
the implementation framework and the conceptual framework is that the former is
a very high-level framework and does not get into the implementation details. The
second subcategory, application design, comprises of articles that focus on designing

Industrial Application

Implementation
Implementation Framework Application Design

Concept and Theory
Conceptual Framework Review Others

Fig. 1 Proposed framework for categorizing the studied articles



Current Trends and Future of Advanced Simulations … 445

an application or an interface that uses these technologies in supporting FM on an
experimental level. The third tier does not include any subcategories. Papers in this
tier provide a framework for industrial application. Specifically, these articles include
a framework that explains how these technologies can be implemented in the industry
with some level of rigor that can be repeated on a future project.

3 Results and Discussion

This section focuses on the results from the authors’ extensive literature search.
Figure 2 presents the number of articles in each technology category between 2011
and 2020. Based on this chart, the number of articles published on these advanced
technologies have increased in the past ten years, which implies they have gained
more popularity. Moreover, AR seems to be the most studied and documented
advanced technology among all. Digital twins have gained popularity since 2017;
although there are examples of prototyping, this article is focusing on the advanced
level that is encompassed by the term digital twin.

Table 1 presents the number of articles in each category based on the defined
classification framework. According to this Table, 65.3% of the articles focused on
the implementation of advanced simulation technologies in AR. 30.8% of the articles
focused on concept and theory of these technologies. More importantly, only 3.8%
of the papers focused on the industrial application, which could be an indication of
either of these two scenarios: (1) these technologies are not being implemented in
the industry or (2) they are being implemented but not published. According to some
industry reports such as the report by Campbell et al. [6], AR is being implemented
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Table 1 Number of articles by each subject from the classification framework

Classification
category

# of articles
(augmented
reality)

# of
articles
(virtual
reality)

# of
articles
(digital
twins)

# of
articles
(total)

Relative
percentage
(%)

Global
percentage
(%)

Concept and
theory

7 2 7 16 100 30.8

Conceptual
framework

2 1 2 4 25 7.7

Review 2 0 3 5 31 9.6

Others 3 1 2 7 44 13.5

Implementation 23 6 5 34 100 65.3

Implementation
framework

5 3 5 13 38 25

Application
design

18 3 0 21 62 40.4

Industrial
application

1 0 1 2 100 3.8

in Facilities management to some extent. Although these types of reports are not
pee-reviewed and could potentially be biased, they still indicate that the industry
case studies are not being published. Therefore, there seems to be a gap between
industry adoption and academic publications in this area.

Tables 2, 3, and 4 provide the list of references in each category and subcategory
for the application of the three studied advanced simulation technologies in facilities
management, namely virtual reality, augmented reality, and digital twins. According
to Table 2, 75% of the papers that focused on VR in FM (six papers), were under
the second tier (i.e., implementation). Among those papers, three of them focused
on implementation framework and three papers included application design. The
remaining 25% (two papers) were under the first tier (i.e., concept and theory). One
paper focused on conceptual framework and the other one focused on defining BIM

Table 2 Articles on virtual reality in facility management

Classification category Subcategory References

Concept and theory Conceptual framework Renforth et al. [38]

Review –

Others Zou et al. [52]

Implementation Implementation framework Chung et al. [10], Moon et al. [32],
Naticchia et al. [33]

Application design Carreira et al. [7], Shi et al. [41],
Soria et al. [43]

Industrial application –
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Table 3 Articles on augmented reality in facility management

Classification category Subcategory References

Concept and theory Conceptual framework Schumann et al. [39], Wang and Piao [48]

Review Gheisari et al. [15], Siegele et al. [42]

Others Gheisari and Irizarry [17], Jalo et al. [22],
Ortega et al. [37]

Implementation Implementation framework Chung et al. [10], Götze et al. [18], Koch
et al. [26], Neges and Koch [34]

Application design Bae et al. [1, 2], Baek et al. [3], Chen et al.
[8, 9], Corneli et al. [11], Diao et al. [12],
El Ammari and Hammad [14], Gheisari
et al. [16], Irizarry et al. [21], Ji et al. [23],
Kahn et al. [24], Liu and Seipel [29],
Mahmood et al. [31], Nguyen et al. [35],
Soria et al. [43], Uimonen and Hakkarainen
[47], Williams et al. [50]

Industrial application Hou et al. [20]

Table 4 Articles on digital twins in facility management

Classification category Subcategory References

Concept and theory Conceptual framework Bolshakov et al. [5], Konchenko et al. [27]

Review Love and Matthews [30], Nixon [36],
Stojanovic et al. [45]

Others Sharma et al. [40], Wei and Akinci [51]

Implementation Implementation framework Baskaran et al. [4], Eilers et al. [13],
Hlady et al. [19], Vorobyeva [44], Wei and
Akinci [49]

Application design –

Industrial application Føllesdal Tjønn [46]

model characteristics that enables using BIM models for VR environments. There
were no papers under industrial application tier on this topic.

Observing Table 3, from the 31 papers that focused on AR in FM, 23% of
them (seven papers) were under the first tier, concept and theory. Among them,
two papers focused on conceptual framework, two papers focused on reviews. From
the remaining three papers, one focused on facility managers’ perspective on mobile
AR applications, one focused on exploring benefits of collaborative AR in FM, and
the other one included designing datamodels formanaging hidden facilities, inwhich
AR was also included. The second tier, implementation, included 74% of papers (23
papers). Four of these papers provided an implementation framework and the other
19 papers focused on application design. Under the third tier, industrial application,
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there was only one paper (3% of the articles) that focused on providing an indus-
trial framework for implementing AR in FM. This paper focused on the Oil & Gas
industry. However, the same concepts can be used in the AEC industry.

As specified byTable 4, from13papers that focused on digital twins in FM, 54%of
them (seven papers) were under the concept and theory tier. Among those papers, two
of them focused on providing a conceptual framework and three of themwere review
papers. The remaining two papers focused on explaining digital twinning concept
and benefits in FM. 38%of the papers (five papers) fell under the implementation tier,
all of which focused on providing an implementation framework for applying digital
twinning in FM. The remaining 8% (one article) fell under the industrial application
tier.

3.1 Conceptual Implementation Framework for Penn State

Upon completion of the literature review, the research team focused on applying
the results to a conceptual framework to advance the implementation of advanced
simulation at Penn State University. Specifically, findings were analyzed for keys to
success based on previously developed concepts and theory, documented implemen-
tation frameworks and any case study applications. Based on the literature review
findings, the research team has identified the following key points for future implan-
tation strategies for Penn State’s advanced implementation of BIM workflows (AR,
VR, and digital twins):

(1) There are limited examples of academic-published success. It was clear
throughout the literature review process on the limited examples of advanced
simulations in FM based on peer-reviewed journal and conference papers.
Therefore, owners need to rely on internal research and development until
further examples of success are published.

(2) Non-academic (industry) case studies are available.While searching for related
peer-reviewed journals, it was evident that there is an abundance of non-
academic (industry) publications on the success of advanced simulations inFM.
Through initial research, it was determined that there is a substantial consulting
market in this area. However, with little examples of academic-published
success, owners need to be careful to not waste money on unproven bene-
fits and should not be sold on consultants offering successful implementations
without a detailed business plan.

(3) Planning is important to advanced technology success. The majority of peer-
reviewed papers documented an implementation framework and discussed a
key for advanced technology implementation is early planning. Therefore, it
is important for owners to develop a business plan using applicable qualitative
and quantitative methods; document the scope and implementation phase; and
develop a financial return on their investment.
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Future work for the research team includes applying the defined key points into a
rigorous implementation strategy for Penn State facilities management for advanced
simulation. Penn State has already seen success of advanced BIMmethods in design
and construction projects and is ready to see a return on investment into facilities
management.

4 Summary and Conclusion

This paper focused on analyzing the existing research on advanced simulations
in facilities management. First, a comprehensive search was completed on the
existing papers on three advanced simulation technologies in FM, including AR,
VR, and digital twins. Relevant peer-reviewed conference and journal papers were
then selected based on the authors’ suggested criteria to make sure they meet the
objectives of this research. Afterwards, a framework was developed to categorize
the selected papers based on their content. The proposed framework consisted of
three tiers, including concept and theory, implementation, and industrial application.
Furthermore, each tier was divided into subcategories. The concept and theory tier
included three subcategories, namely conceptual framework, review, and others. The
implementation tier was broken down into implementation framework and applica-
tion design subcategories. Papers in each studied technology area (i.e., VR in FM,
AR in FM, and digital twins in FM) were then categorized based on the proposed
framework.

In the first technology area (i.e., VR in FM), 25% of the papers were under the
first tier (i.e., concept and theory), and 75% of them were under the second tier
(i.e., implementation). 23% of the papers that focused on the second technology area
(i.e., AR in FM), were under the first tier, 74% of them were under the second tier,
and only 3% of them were under the third tier (i.e., industrial application). Among
papers that focused on the third technology area (i.e., digital twins in FM), 54%
of them were under the first tier, 38% of them fell under the second tier, and only
8% of them were under the third tier. Based on the observations from the studied
literature, a conceptual framework was then introduced for Penn State (or other large
institutional owners) to move towards implementing these advanced technologies.

In summary, owners have the most to gain through the implementation of BIM in
FM, specifically operations and maintenance, due to the long life of a facility and the
total cost of ownership. Although there has been documented success in BIM data
being developed for O&M during design and construction, the implementation of
advanced simulations (virtual reality, digital twins, and augmented reality) has seen
little documentation of actual industry-based implementation. Therefore, owners are
left to rely on non-academic publications of success and academic publications of
framework to develop their implementation strategy and push towards advancing
BIM in FM. Future work includes defining a successful framework for owners to
follow to advance their implementation from BIM in FM to advanced simulations
that further increase efficiencies in operations and maintenance.
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Effect of Using Alternative Stress–Strain
Definitions on the Buckling Load
Predictions of Thin-Walled Members

R. E. Erkmen, H. Moradpoor, and A. Bhowmick

1 Introduction

The use of fibre-reinforced polymer composite-laminated thin-walled members
as a construction material has increased in recent years. The primary reason for
this increase is their non-corrosive nature and long-term durability, high tensile
strength-to-weight ratio, electromagnetic neutrality, and resistance to chemical
attack. Because of their high strength-to-weight ratios, slender structural components
may be formed by using composite laminates. One of the primary design concerns
for such components, however, is their susceptibility against buckling due to their
slenderness; therefore, it is important to predict their buckling loads accurately for
a reliable design. For fibre reinforced laminates, a thin-walled beam formulation
was developed by Bauld and Tzeng [1], which also includes geometrically nonlinear
analysis. Closed-form analytical solutions for various cases of flexural and lateral-
torsional type buckling were developed by researchers including [2–6]. However,
these formulations are limited to certain boundary and loading conditions. On the
other hand, finite element method can be used to obtain solutions that are applicable
to general cases. For the buckling analysis of thin-walled composite beams, finite
element formulations were developed by [7–11].

The effect of shear deformation can gain significance in the buckling behaviour
of beams when materials with low shear modulus are used, such as FRP pultruded
beams. The effect of shear deformation on buckling behaviour of thin-walled
members was investigated in displacement-based formulations by [12–15]. In [16] a
complementary energy-based finite element formulation was developed for torsional
buckling analysis of thin-walled columns and in [17, 18] shear deformation effects
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were included in lateral-torsional buckling analysis by using a complementary
energy-based finite element formulation. Based on a Hellinger-Reissner principle
adopted for thin-walled beams, hybrid finite element formulations that can capture
shear deformation effects in the buckling analysis were developed in [19, 20].

One important aspect that is often overlooked in buckling analysis is that the
material description for nonlinear strains depends on the choice of strain definition
even when the material is elastic. An accurate hyperelastic material description leads
to complicated expressions because the material parameters depend on finite defor-
mations. To avoid complications in thematerial description, a direct adaptation of the
generalized Hooke’s material, where deformation independent moduli are used, is
often justified by assuming that deflections are large, but strains are small. However,
literature has shown that when shear deformations are involved, contradictory buck-
ling predictions can be produced by adopting Hooke’s material directly, as in the
case of Engesser versus Haringx column buckling formulas. The difference between
the two methods has been attributed to different assumptions for the internal force
orientations at the deformed state of the column (e.g., [21]). Engesser assumes that
the axial force is parallel to the beam axis in the loading state whereas, in Haringx
theory, the axial force is assumed to be perpendicular to the cross section of the beam.
This difference in the assumption of force directions can indeed be traced down to
differences in the definitions of adopted strains within the Doyle-Ericksen family of
strains and conjugate stresses (e.g., [22]).

In this study, we develop a shear-deformable finite element formulation that is
applicable for the buckling analysis of thin-walled composite beams. The element
can be used in the modelling of composite beams of any open section. The element
consists of various laminates with different mechanical properties and unidirectional
continuous fibres directed in arbitrary directions. The effect of fibre orientation on the
buckling behaviour of thin-walled composite beams is illustrated using the developed
finite element formulation for the analysis. The formulation is developed in terms
of a generic member of the Doyle-Ericksen family of strains, while elastic Hooke’s
material is adopted for the constitutive relations. As such, the developed formulation
is an extension of bothEngesser andHaringxbuckling formulas to thin-walled beams.

2 Methodology

2.1 Strains

The strain components can be written in terms of deflections u(z), v(z) and w(z) of
the beam axis that are parallel to x, y, z directions respectively, and the angle of twist
φz(z) of the cross-section (Fig. 1a) and additionally φx (z) and φy(z) are rotation
angles around the x and y axes respectively and ψ(z) is the Vlasov warping function
for thin-walled beams.
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Fig. 1 Thin-walled beam composed of fibre-reinforced laminates

For the Doyle-Ericksen finite strain tensor definition in continuum, we refer to
[23], i.e.εm = (Um−I )

m , wherem is a real parameter deciding on which member of the
family, I is the unit tensor, and U is the right-stretch tensor of polar decomposition of
the deformation gradient. In particular, m = 2 produces the commonly used Green-
Lagrange strain tensor,m= 1 produces the Biot strain tensor,m= 0 producesHencky
strain tensor and m = −2 produces the Almansi strain tensor. For calculating the
critical loads in buckling, only the second-order approximations to the strain tensor
matters. Therefore, we limit ourselves to second order accuracy in which case the
strains can express as εm = ε + e − ηεT ε which consists of six components in
3D and contains a first order strain tensor ε, a second order strain tensor e, and
ξ = εT ε where η = 1 − 0.5 m determines which member of the Doyle-Erickson
family is chosen. The formulation is restricted to prismatic thin-walled members
of arbitrary cross-sections and it is based on the kinematic assumptions that; cross-
section does not change its shape during deformation. Therefore, some of the strain
components that causes deformations within the plane of the cross-section can be
eliminated directly, i.e. εxy = 0, εxx = 0, εyy = 0. As a result, only the axial strain
in the z direction εzz and the shear strains γxz on the flanges and γyz on the web
survive. We define a common shear strain considering the orientation of the thin-
walled segments, γ = γxzcosα + γyzsinα where a is shown in Fig. 1. Accordingly,

the non-zero components of the linear strain ε = 〈 εzz γ 〉T can be written as

εzz = w
′ − xφ

′
y + yφ

′
x − ωψ

′
(1)

γ =
(
u

′ − φy

)
cosα −

(
v

′ + φx

)
sinα + h

(
φ

′
z − ψ

)
− 2rφ

′
z (2)

In Eqs. (1) and (2), x and y identifies coordinates of a point on the cross-section,
and r is the normal distance from the mid-surface (Fig. 1a). Sectorial area coordinate
of the Vlasov theory was used, i.e. ω = ∫

hds in which h is the normal distance to
the tangent of the point on the section contour from the arbitrarily located pole A
with x and y coordinates(ax , ay), i.e., h = (x − ax )sinα − (

y − ay
)
cosα (Fig. 1a),

where α is the angle between x and s axes. As shown in Fig. 1a, s axis is tangent
to the mid-surface of the cross-section and directed along the contour line. In Eqs.
(1) and (2), prime denotes derivative with respect to the axial coordinate z, i.e. ()′ =
d()/dz. The non-zero components of the nonlinear strain tensor e = 〈 ezz g 〉T can be
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written as

ezz = 1

2

(
u′2 + v′2)− xv′φz − aGxv

′φ′
z + yu′φz + aGyu

′φ′
z

+1

2

[
(x − aGx )

2 + (
x − aGy

)]
φ′2
z (3)

g =
(
v

′
φz − φzw

′)
cosα −

(
u

′
φz − φxw

′)
sinα + qφzφ

′
z (4)

where q = (x −ax )cosα + (y−ay)sinα. The non-zero components of the nonlinear

strain tensor ξ = 〈 ξzz ϕ 〉T can be written as

ξzz = 1

4

(
u

′ − φy

)2 + 1

4

(
v

′ + φx

)2
(5)

ϕ = w
′(
u

′ − φy

)
cosα + w

′(
v

′ + φx

)
sinα (6)

2.2 Constitutive Relations

For a laminate composed of n orthotropic layers, the orientation of the local xkzk-
plane with respect to the global xz-plane is determined by angle φ about the y-axis
(Fig. 1b). Assuming that perfect interlaminar bond exists between the layers, the
stress–strain relationship for the kth layer can be written as follows;

σ (k) =
{

σz
(k)

τ (k)

}
= Q

(k)
εm (7)

where

Q
(k) =

[
Q

∗(k)
11 Q

∗(k)
16

Q
∗(k)
16 Q

∗(k)
66

]
(8)

in which

Q
∗(k)
11 = Q

(k)
11 − Q

(k)
12

2

Q
(k)
22

(9)

Q
∗(k)
16 = Q

(k)
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(k)
12 Q

(k)
26

Q
(k)
22

(10)
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and

Q(k)
11 = E (k)

1

1 − v
(k)
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(15)

Q(k)
12 = v
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where E (k)
1 and E (k)

2 are Young’s moduli of the kth layer in the local zk and xk
directions, respectively, G(k)

12 is the shear moduli in xkzk plane of the kth layer, v
(k)
12 is

the Poisson’s ratio defined as the ratio of the transverse strain in the xk direction to
the axial strain in zk direction, and v

(k)
21 is the Poisson’s ratio defined as the ratio of the

transverse strain in the zk direction to the axial strain in xk direction. The laminate
configuration is limited to symmetric angle-ply stacking sequence with respect to
mid-plane (Fig. 1c).

3 Energy Functional for Static and Buckling Analyses

For the buckling analysis herein the pre-buckling deformations are neglected. In
this case the analysis can be performed in two steps. Firstly; linear static analysis is
performed under applied loads for which the equilibrium equations can be obtained
from the first variation of the total potential energy functional, i.e., δ� = 0. Secondly;
the internal forces obtained from the linear static analysis are used in the stability
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condition, which can be obtained from the second variation of the total potential
energy functional, i.e., δ2� = 0.

3.1 Energy Functional for Static Analysis

The equilibrium equations for linear static analysis can be obtained in the weak form
using the total potential energy functional, i.e.,

δπ =
∫

L

∫

A

δεTm Q
(k)

ε︸ ︷︷ ︸
σ (k)

d Adz −
∫

L

δ�T pdz (19)

where the first integral term is due to strain energy stored, p is the vector of applied
loads, � is the displacement vector of the load application point and δ denotes
variation. Note that in Eq. (19), only the linear part of the strain tensor was used and
based on which the stress distribution σ (k) can be obtained.

3.2 Energy Functional for Buckling Analysis

The neutral equilibrium equations for buckling analysis can be obtained from the
vanishing of the second variation of the total potential energy functional Eq. (17),
i.e., δ2� = 0, where

δ2π =
∫

L

∫

A

δεT Q
(k)

δεd Adz+
∫

L

∫

A

δ
2
eT Q

(k)
ε︸ ︷︷ ︸

σ (k)

d Adz−η

∫

L

∫

A

δ
2
ξ T Q

(k)
ε︸ ︷︷ ︸

σ (k)

d Adz

(20)

in which pre-buckling deformations are ignored. Note that σ (k) has been obtained
from the linear static analysis in Eq. (19) and substituted into Eq. (20). The first term
in Eq. (20), leads to the elastic stiffness matrix, while the second and third terms
leads to the geometric stiffness matrix.

4 Finite Element Formulation

The finite element formulation is obtained by interpolating the displacement fields
u, v, w, rotation fields φx, φy and φz and the warping function ψ using polynomial
functions of the axial coordinate z, i.e.,
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where, w = 〈w1 w2 〉T , � = 〈 v1 φx1 v2 φx2 〉T , � = 〈u1 φy1 u2 φy2 〉T , � =
〈φz1 ψ1 φz2 ψ2 〉T are the vectors of nodal values and N = 〈 N1 N2 〉, L f =
〈 L f 1 L f 2 L f 3 L f 4 〉, M f = 〈 M f 1 M f 2 M f 3 M f 4 〉, Lt = 〈 Lt 1 Lt2 Lt3 Lt4 〉,
M t = 〈 Mt 1 Mt2 Mt3 Mt4 〉 are the vectors of corresponding interpolation functions
in which
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whereα f is a shear parameter approximated asα f = 12E Ix
GAy L2 where E Ix is the bending

rigidity of the composite cross-section around the x axis andGAy is the shear rigidity
in direction y. Components of the vectors Lt and M t in Eq. (22) are identical to those
given for L f and M f in Eqs. (24)–(31) except the fact that α f should be replaced
withαt which is approximated asαt = 12E Iy

GAx L2 . As a result of the interpolation scheme,
one obtains Eq. (20) in the discretised form as

[K + λKG]δdb = 0 (32)

in which λ is the buckling load factor, K and KG are the assembled elastic stiffness
and geometric stiffness matrices, respectively, and δdb is the vector of buckle mode
shape. It should be noted that the solution for λ and the corresponding δdb depends
on the selected strain parameter η.

5 Applications

5.1 Lateral-Torsional Buckling of Mono-Symmetric
Thin-Walled Beam Under Uniform Moment

A simply supported mono-symmetric section under uniform bending moment is
analysed herein for validation purposes. Figure 2 shows the loading and boundary
conditions of a 4mspan beam, and the dimensions of the cross-section of the analysed
beam.

Flanges and the web are laminated symmetrically with respect to their mid-plane
using 16 layers of equal thickness. For the examples considered herein the material
of the beams is glass-epoxy and the values of material properties are provided in
Table 1.

Stacking sequence of the layers and the corresponding buckling moments based
on the current study and those based on ABAQUS shell element model used in [4]
are shown in Table 2. It can be verified that the results are in good agreement and

(a) Simply supported beam (b) Cross-section

4m

Mcr Mcr

50mm

30mm
2.08mm

2.08mm

2.08mm
50mm

x
y

Fig. 2 Mono-symmetric beamunder uniform bendingmoment. a Simply supported beam.bCross-
section
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Table 1 Values of material properties for glass-epoxy composite (GPa)

E1 E2 G12 ϑ12 ϑ21

53.78 17.93 8.96 0.25 0.25

Table 2 Critical moments for the simply supported beam in Fig. 2 (Nmm)

Stacking sequence This study sixteen
elements-No shear
effect

This study sixteen
elements-Shear
effect with m = 2

This study sixteen
elements-Shear
effect with m = −2

Ref. [4]

[0]16 47.30 47.30 47.30 46.560

[15/−15]4S 46.76 46.76 46.76 48.794

[30/−30]4S 42.9 42.90 42.90 49.624

[45/−45]4S 36.57 36.57 36.57 44.611

[60/−60]4S 32.6 32.6 32.6 37.730

[75/−75]4S 30.1 30.1 30.1 31.359

[0/90]4S 39.48 39.48 39.48 38.792

[0/−45/90/45]2S 38.44 38.44 38.44 41.970

thus lateral buckling behaviour can be captured with the proposed finite element
formulation without requiring sophisticated shell element models.

It should be noted that by selectingm= 2 orm= −2, one obtains Green-Lagrange
or Almansi strains, respectively. Effect of fibre-orientation on the buckling moment
predictions of both simply supported beam is illustrated in Fig. 3.

Fig. 3 Critical buckling
moments according to lay-up
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5.2 Lateral-Torsional Buckling of Simply Supported
Symmetric I-section Under Uniform Load

In this example the buckling predictions are illustrated by using the developed formu-
lation for the analysis of a simply supported symmetric I-section under uniform
distributed load as shown in Fig. 4.

The material properties are same as in the previous example and given in Table 1.
The distributed load is applied at the beam’s centroidal axis. Results are compared
with those based on [3] in which a formulation was suggested as

qcr = 8

L2
× 1.13Myz (33)

where Myz =
√

(π2E Iy/L2)(GJd + π2E Iw/L2). Results are shown for various
different stacking sequences in Table 3.

Effect of fibre orientation is shown in Fig. 5.

(a) Boundary conditions and loading           (b) Cross-section 

qcr

800mm

50mm

30mm
2.08mm

2.08mm

2.08mm
30mm

x
y

Fig. 4 Symmetric simply supported beam under distributed load. a Boundary conditions and
loading. b Cross-section

Table 3 Critical uniform loads for the simply supported beam in Fig. 4 (N/m)

Stacking sequence This study sixteen
elements-No shear
effect

This study sixteen
elements-Shear
effect with m = 2

This study sixteen
elements-Shear
effect with m = −2

Eq. (33)

[0]16 3.60 3.59 3.59 3.88

[15/−15]4S 3.35 3.35 3.35 3.78

[30/−30]4S 2.70 2.70 2.70 3.42

[45/−45]4S 2.06 2.06 2.06 2.85

[60/−60]4S 1.76 1.76 1.76 2.26

[75/−75]4S 1.63 1.63 1.63 1.85

[0/90]4S 2.61 2.61 2.61 2.81

[0/−45/90/45]2S 2.34 2.34 2.34 2.80
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Fig. 5 Critical buckling
loads according to lay-up
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5.3 Flexural Buckling of Simply Supported Symmetric
I-section Under Compressive Load

In the literature one can find two different classical formulas suggested for the
buckling analysis of shear deformable columns, namely by Engesser and Haringx.
The buckling predictions based on Engesser PE and Haringx PH can be expressed,
respectively as follows:

PE = Ps Pb
Ps + Pb

(34)

and

PH = 1

2

(√
P2
s + 4Ps Pb − Ps

)
(35)

in which

Pb = π2E I/L2 (36)

is the Euler buckling load where EI is the flexural rigidity and L is the effective
length, and Ps = GA is the shear buckling load in which GA is the shear rigidity. For
very large shear rigidity cases, the critical load will approach Pb in both methods.
However, in shear-weak cases, Engesser solution yields PE = Ps and Haringx theory
obtains a significantly different result as PH = √

Ps Pb.
In this example, the simply supported beam shown in Fig. 6 below is analysed

under compressive load. Thematerial properties are the same as in the previous exam-
ples as given in Table 1. The span is 100 mm and buckling occurs around the y axis.
The flexural buckling load predictions based on the proposed solution strategy herein
are compared with those based on Euler, Engesser and Haringx column buckling
solutions in Table 4.
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(a) Boundary conditions and loading                 (b) Cross-section 

Pcr
50mm

30mm
2.08mm

2.08mm

2.08mm
30mm

100mm

x
y

Fig. 6 Symmetric simply supported beam under compressive load

Table 4 Critical compressive loads for the simply supported beam in Fig. 6 (N)

Stacking
sequence

This
study-sixteen
elements-shear
effect with m
= 2

This
study-sixteen
elements-shear
effect with m
= −2

This
study-sixteen
elements-no
shear effect

Engesser
PE Eq.
(34)

Haringx
PH Eq.
(35)

Euler
Pb Eq.
(36)

[0]16 352.24 383.03 513.77 351.97 382.69 513.68

[15/−15]4S 333.38 356.34 462.50 333.11 356.03 462.16

[30/−30]4S 269.38 279.48 338.85 269.23 279.30 338.80

[45/−45]4S 197.40 201.27 231.40 197.35 201.21 231.43

[60/−60]4S 161.79 164.05 184.51 161.70 163.95 184.45

[75/−75]4S 150.92 153.13 172.75 150.84 153.04 172.71

[0/90]4S 262.34 275.08 342.48 262.15 274.87 342.46

[0/−45/90/45]2S 232.74 240.18 286.94 232.60 240.02 286.89

The effect of fibre orientation is shown in Fig. 7.

Fig. 7 Critical buckling
loads according to lay-up
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6 Conclusion

The proposed formulation for buckling analysis of thin-walled beams was vali-
dated against known solutions from the literature. In the case of long slender beams
under uniform bending moment loading the results agree well with those of a shell-
type model from literature and including shear deformations have not effect on the
results. The effect of shear deformation and stress–strain definitions in buckling load
predictions were not significant in the analysed lateral-torsional buckling problems.
However, in the case of a short column problem, it was shown that Engesser and
Haringx solutions lead to significantly different result. In the finite element analysis
context, this difference is due to differences in the definitions of adopted stresses
which affect the geometric stiffness matrix within the linearized eigenvalue problem.
The finite element results based on the proposed methodology exactly match with
those based on the analytical results of Engesser, Haringx, and Euler when corre-
sponding stress–strain definitions are used. That confirms that the formulation is
capable of capturing the shear deformation effects very accurately. The Engesser’s
formula provided more conservative results comparison to that of the Haringx and
as Euler’s formula neglects shear deformation effects, it is unconservative when
shear deformations are significant. The effect of the fibre orientation on the buckling
predictions was also illustrated in all three cases studied herein.
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An Experimental Design Approach
for the Design of Two-Lift Concrete
Pavements

Surya T. Swarna and Kamal Hossain

1 Introduction

Various types of plain jointed concrete pavement are in use in different countries
depending upon the climate, availability of materials, soil types, experience, and
traffic. As per construction practice, the following three types of plain concrete
pavements are most common.

• Single concrete pavement—A concrete layer directly paced over a granular
subgrade/subbase.

• Unbonded concrete pavement—Two layers concrete construction with a separa-
tion (plastic sheet) layer between the concrete layers.

• Bonded concrete pavements/Two-Lift Concrete Pavement (TLCP)—Two layers
concrete construction with a high bond interface.

A Bonded concrete pavement, also known as two-lift concrete pavement (2LCP)
involves placing two layers of concrete ‘wet-on-wet’ rather than the traditional
method of using a single, homogeneous layer of concrete. The bottom layer is gener-
ally thicker and consists of lower quality concrete mixtures or aggregate, in many
cases recycled aggregate or local aggregates that are not suitable for use in surface
courses exposed to the abrasive action of traffic. 2LCP will reduce material costs
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DLC (Bottom Layer)

PQC (Surface Layer)

Fig. 1 Concrete pavement and subbase act monolithically

by being able to consume more local materials including low-quality aggregates,
recycled concrete aggregate (RCA), and reclaimed asphalt pavement (RAP).

The surface layer bonds with the fresh lean concrete subbase, which will result in
a monolithic action of the two layers, which will reduce stresses in pavement layers.
The strain variation for the monolithic pavement is shown in Fig. 1.

2 Past Studies

Greene et al. [4] investigated three test section of 2-Lift Concrete Pavement (2LCP)
for performance. This study concluded that there is no significant performance differ-
ences between subsections with differing econocrete strength. Therefore, these type
of 2LCP sections are more feasible alternative for the conventional concrete pave-
ments. Bentsen et al. [1] stated that the two-lift paving is a possible and practical
application, Economic paving sections can be obtained using recycled aggregate
bottom layer. On the other hand, additional care has to be taken on bonding between
two layers in the construction of 2LCP. Bonding between two layers depends on the
time gap for the lay surface layer over econocrete layer. The time lag between two
layers’ placement is very important in terms of achieving a good bond. But there are
other factors that should be consideredwhile selecting time lag. These factors include
wind speed, temperature, relative humidity, and requirements of the contractor. Use
of recycled aggregates is thought to be the cause of delamination between two layers
of time delay in construction (30 min to 2 h) and separation. No data on the coeffi-
cient of thermal expansion (CoTE) of concrete were available, which can be another
reason of the distresses. To avoid these types of distresses, no recycled aggregate
was allowed in 2LCP project in 2012 was presented by Hu et al. [5].

Although 2LCP is becoming a technically feasible technique, successful imple-
mentation of the technique will require more demonstration projects to promote
the practice and to eliminate difficulties and challenges for 2LCP implementation
demands laboratory and field studies to determine optimum time lag between the two
lifts under different conditions, minimum bond strength, and CoTE on debonding
issues and/or thermal deformation. Several full-scale demonstration projects [2, 3, 5,
10] report that two-lift construction offers an economic solution with almost similar
performance as the conventional.
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The main factors governing the design of concrete pavements are design period,
volume of commercial traffic, composition of commercial traffic in terms of single,
tandem, tridem, and multi-axle, axle load spectrum, tire pressure, lateral placement
characteristics, directional distribution, strength of pavement foundation layer and
climatic factors.

Huang [6] found stresses in bonded concrete pavements using the principle of
equivalent stiffness method which fails to estimate the interface stresses in bonded
concrete pavements. Published literature for the analysis of TLCP are very limited. In
the available literature, the non-linear temperature variation is not taken into consid-
eration. In addition, analytical solutions are not available to compute the interfacial
stresses in two-lift concrete pavements.

Kandil and Lye [7] performed a statistical design of experiment to minimise the
number of the runs, and also to take the possible quadratic or curvature effects into
the model, a one-half fraction of a 27-experiment coupled with a face centred central
composite response surface design was adopted to predict the response of asphalt
pavement.

3 Objective of the Study

The objective of this study is to compute the stresses in Two-Lift Concrete Pavements
(TLCP) under various environmental and loading conditions. In addition, it is also
aimed to quantify the influence of various factors on flexural stresses in TLCP. The
factors include temperature differential, modulus of subgrade reaction, wheel load,
LC thickness, and PQC thickness.

4 Structural System

The factors and the levels considered for the statistical design of experiments are
presented in Table 1. Form the past studies, it is clearly described why the following
factors and the levels considered in the analysis.

Table 1 Summary of experimental design

Factors Name Units Low level Mid-level High level

A Temperature differential °C 9.0 15.0 21.0

B Modulus of subgrade reaction kg/cc 5.0 7.5 10.0

C Wheel load kN 120 160 200

D LC thickness mm 150 200 250

E PQC thickness mm 150 200 250
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For Factor A, temperature differentia is selected based on the maximum and
minimum temperature gradient which is possible to occurs during daytime and night-
time. In addition, temperature differential is selected in such a way that the minimum
temperature influences the response. Temperature is one of the critical factors which
can be influenced by other factors such as modulus of subgrade reaction. The lower
level of factor A is 9.0 °C and high level is at 21.0 °C.

For Factor B, modulus of subgrade reaction is the main factor where the pavement
layers are resting on. As the concrete pavements are more elastic in nature, Modulus
of subgrade reaction won’t affect the flexural stress much compared to other factors.
But it interacts with other factors such as temperature and wheel load, it varies
drastically. The lower level of factor B is 5.0 kg/cc and high level is at 10 kg/cc.

For Factor C, wheel load is the basic factor which highly influence the flexural
stress in concrete pavements. The levels are selected based on the legal limit of axle
load provided by the Department of Transportation and Works of all the provinces
in north America.

Factor D and E are the main factors which is are responsible for the pavement
performance. The final outcome of the pavement design is the thickness of LC and
PQC. The levels of these factors considered in such a way that, the design must be
suitable for low volume traffic and high-volume traffic recommended by Department
of Transportation and Works of all the provinces in North America.

The response from this experiment is flexural stress in lean concrete layer and
pavement quality concrete layer. As the two layers are bonded flexural stress in PQC
layer gives the interfacial stresses. In the design of TLCP, these flexural stresses place
an important role in selecting the appropriate thickness of LC and PQC thickness
based on cumulative fatigue of concrete pavement.

To minimise the number of experimental runs to be performed, and to take into
account possible quadratic or curvature effects, a face centred central composite
response surface design will be used for this study.

5 Modeling in Finite Element

The paper presents an analysis of stresses in bonded concrete pavement consid-
ering axle loads as well as temperature gradients acting simultaneously to model the
realistic condition. A finite element software named ANSYS is used to determine
the stress in two-lift concrete pavements. In addition, interfacial stresses are also
computed.

A two-layer bonded concrete pavement system of the top layer is in blue colored
elements, the bottom layer is in pink colored elements as solid 185, 8 noded brick
elements were selected in ANSYS Package. The 3D FEM elements are capable
enough to take tension, compression, torsionunder adverse conditions. Such elements
rest on a subgrade modeled as a set of discrete linear springs, also known as Winkler
foundation, as shown in Fig. 2. Combination spring dampener 14 is considered for
the modelling bed of linear springs. The foundation is designated by its modulus
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Fig. 2 Two lift monolithic concrete slab on Winkler foundation

Table 2 Material properties
considered for modelling

Properties Top layer Bottom layer

Modulus of elasticity (MPa) 30,000 15,000

Poisson’s ratio 0.15 0.25

Coefficient of thermal expansion (°C) 1 × 10–5 1 × 10–5

Reference temperature (°C) 35 35

Density (kg/m3) 2,400 2,000

of subgrade reaction, K in MPa/m. Intense care was taken during the selection of
boundary conditions to cope with practicality. The material properties considered in
the analysis are presented in Table 2.

Figure 3a, b shows the placement of an axle at the edge and corners which are
critical for pavement design. Over 20 different loading conditions are iterated and
found the two critical loading conditions. The first loading condition is an axle

(a) (b)

Fig. 3 Wheel loading condition during, a day-time, b night-time
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L
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160mm

160mm

160mm

240 mm

Fig. 4 Tyre imprint on a concrete pavement

load at the edge of the slab while the slab is restrained in the high curling portion
during daytime as illustrated in Fig. 3a. This loading condition predominantly causes
bottom-up cracking in the pavement. Another loading condition is a combination of
two axles (front and rare) in both edges of the slab while the slab is in curl up position
during nighttime as exhibited in Fig. 3b. This loading condition causes top-down
cracking in the TLCP.

If the effect of the tyre wall is ignored, the contact pressure between the tyre and
pavement must be equal to the tyre pressure. The assumption is made that contact
pressure are uniform over the imprint area. Past studies show the tyre imprints of
commercial vehicles with tyre pressure between 0.7 and 0.8 MPa is closer to a
rectangle than to a circle. Hence an equivalent rectangular contact area, of dimension
240 (L) × 160 mm (W) (corresponding to 120 kN wheel load and 0.8 MPa tyre
pressure) was considered for each wheel and kept constant for all the loads (i.e. as
loads are varying, their respective tyre pressures are also varying due to constant
contact area). The geometry of the imprint is as shown in Fig. 4.

The temperature gradient in a concrete pavement is non-linear [8, 9]. The non-
linear temperature variation across the depth of pavement slabwas close to a parabola
and can be approximated by a bilinear distribution across the depth as shown in Fig. 4.
The difference of temperature between mid-depth and the pavement surface is about
double of that between the mid-depth and the bottom as shown in Fig. 5.

Using Finite element analysis, flexural stresses in both the layers of two-lift
concrete pavement are computed for different combinations of loads, temperature
gradients, and for various modulus of subgrade reaction values (Fig. 6).
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Fig. 5 Temperature distribution in an existing concrete pavement from field data [8]

Fig. 6 FEM model with non-linear temperature gradient

6 Data Analysis

6.1 Central Composite Design

It is clearly observed that the Design-Expert suggests Quadratic model. So, in
selecting the terms for ANOVA, process order is taken as Quadratic and auto selected
the significant factors using AICc criterion and forward selection. For response 1,
from this auto selection, it is witnessed that the Factors such as B, C, D, E, AC,
AD, AE, BE, CD, DE and A2 are significant. Since AB and A2 are significant, A is
considered into the model which makes the model hierarchical. In addition, it is also
noticed that the quadratic terms are significant. Which concludes that the model is
purely Quadratic. For response 2, From this auto selection, it is witnessed that the
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Factors such as A, B, C, D, E, AB, AC, AD, AE, CD, CE, DE and A2 are significant.
In addition, it is also noticed that the quadratic terms are significant.Which concludes
that the model is purely Quadratic.

From Table 3, it is clearly observed that the factor A and B are insignificant but
when it interacts with other factor, the interaction became highly significant.

For flexural stress in LC, all assumptions (Normality, constant variance and Inde-
pendence) are checked and found that all assumptions are ok. No transformation is
needed.

Table 3 ANOVA table for both the models

Source Flexural stress in PQC Flexural stress in LC

RC F-value P-value RC F-value P-value

Model 0.096279 98.95814 1.03E−20 1.106713 210.4149 4.79E−25

A-temperature 0.00245 2.51864 0.122993 4.749802 903.0607 2.1E−23

B-modulus of subgrade
reaction

0.003789 3.894805 0.057709 0.116708 22.18918 5.67E−05

C-wheel load 0.229844 236.2394 9.16E−16 1.356003 257.8114 5.73E−16

D-DLC thickness 0.515689 530.0386 1.27E−20 4.679052 889.6093 2.59E–23

E-PQC thickness 0.167794 172.4625 5.67E−14 1.10088 209.3059 8.5E–15

AB – – – 0.094178 17.90568 0.000213

AC 0.035463 36.45005 1.26E−06 0.14824 28.1843 1.08E–05

AD 0.024886 25.57892 1.98E−05 0.632813 120.3141 7.78E−12

AE 0.086289 88.69017 1.82E−10 1.057058 200.9742 1.43E−14

BE 0.003056 3.14108 0.0865 – – –

CD 0.008748 8.991058 0.00541 0.098568 18.74034 0.000163

CE – – – 0.019405 3.689299 0.064644

DE 0.011155 11.46491 0.001996 0.147153 27.97763 1.13E−05

A2 0.066186 68.02754 3.31E−09 0.187408 35.63116 1.73E−06

Residual 0.000973 0.00526

Cor total

R2 0.975359 0.989509

Adj-R2 0.965503 0.984807

Pre-R2 0.955483 0.977283

Note For flexural stress in PQC, all assumptions (Normality, constant variance and Independence)
are checked and found that all assumptions are ok, but box-cox suggested to transform the both
models to square root. So, the model is transformed to square root
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Sqrt (Flexural Stress in PQC) = 1.02096 + 0.00848954 ∗ A

+ 0.0105571 ∗ B

+ 0.0822199 ∗ C − 0.123156 ∗ D − 0.0702503 ∗ E

−0.0332901 ∗ AC + 0.0278873 ∗ AD

+ 0.0519282 ∗ AE + 0.00977248 ∗ BE

−0.0165337 ∗ CD + 0.0186703 ∗ DE

+ 0.0964398 ∗ A2
[
R2 = 0.9754

]

(1)

Flexural Stress in LC = 1.36922 + 0.373765 ∗ A

+ 0.0585882 ∗ B + 0.199706 ∗ C

−0.370971 ∗ D − 0.179941 ∗ E

+ 0.05425 ∗ AB + 0.0680625 ∗ AC − 0.140625

∗ AD − 0.18175 ∗ AE − 0.0555 ∗ CD − 0.024625 ∗ CE

+ 0.0678125 ∗ DE − 0.162281 ∗ A2
[
R2 = 0.9895

]

(2)

6.2 For Response 1

From Fig. 7, at 15 °C, the stresses are reduced, it occurs mainly because of built
in curl in the concrete pavements. It is also witnessed that the stresses are almost
similar for lower and higher thickness at high temperature. At lower temperature the
stresses are high in lower PQC and LC thickness.

(a) (b)

Fig. 7 Interaction plots for the response 1
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(a) (b)

Fig. 8 Interaction plots for the response 2

6.3 For Response 2

From Fig. 8, it is observed that with the increase in temperature differential, stresses
increase with a decrease in thickness for different loads at lower thickness of LC and
vice versa. For lower temperature differential, stress is same and variant at higher
temperature differential.

The models are validated using 3 random points, it is witnessed that the model
predicts very accurately. All the three points are with in 95% PI level and very close
to Predicted mean.

7 Conclusions

The paper indicates that the stresses in PQC and the lower concrete layer can bemade
to be low by selecting appropriate combinations of the thickness of the two layers for
bonded concrete pavements. This conclusion is made based on the thorough FEM
analysis. From this analysis, following conclusions are made:

• Two lift constructions can offer an eco-friendly solution for a concrete pavement
at a lower life cycle cost as it gives higher life compared to unbonded concrete
pavements.

• At 15 °C, the stresses are reduced; it occurs mainly because of built in curl in the
concrete pavements. It is also witnessed that the stresses are almost similar for
lower and higher thickness at high temperature. At lower temperature the stresses
are high in lower PQC and LC thickness.
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• For the lower thickness of the bottom lift, the stresses are less for lowermodulus of
subgrade reaction (k) due to higher temperature differential and it increases with
an increase in modulus of subgrade reaction for similar temperature condition.

• Factors such as temperature and modulus of subgrade reaction are insignificant
but when it interacts with other factor such as temperature differential and PQC
thickness, the interaction became highly significant.

• With the increase in temperature differential, stresses increase with an increment
in k-value for different loads at lower thickness of LC and vice versa.

• The analysis presented in this paper can be used for the design of two lift concrete
pavements.

• The models developed for the flexural stresses are useful for the stress predication
in cumulative fatigue damage analysis.

8 Limitations

• Subgrade is considered as Winkler foundation in the finite element analysis.
Winkler foundation assumes zero shear strength for the subgrade.

• This study also assumes that the Winkler foundation is attached to the concrete
layers. This applies a tension force when the concrete slab curls up and applies a
compressive force when the concrete slab curls down.
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Experimental Investigation of Tornado
Induced Pressures on Residential
Buildings

J. Williams and E. Dragomirescu

1 Introduction

An average of 172 windstorms occurs each year in Canada. Of these, 62 have been
reported as tornadoes according to a Northern Tornadoes Project Survey [5]. Until
recently,most of the tornado activity occurred in southern Saskatchewan andAlberta,
but in the light of the recent climate changes, tornado activity has expanded to
southwestern and southeastern Ontario. The design recommendations for structures
that can withstand tornado wind speeds are still under development in Canada. The
main challenge for determining tornadoes design procedures lays in the difficulty
to predict and track a tornado occurrence; also, it is nearly impossible to obtain
data from the full-scale tornadic event [7]. Parameters such as velocity, tornado
path diameter can be determined, however, parameters like the swirl ratio, Reynolds
number and tornado vector field are much more difficult to obtain. Thus, producing
tornado simulationmodels allow engineers and scientists to control these parameters,
test models, and learn the shapes tendencies of tornadoes formations. This can allow
for a better testing of wind-induced pressures on various types of house models,
necessary for optimization of building codes. Currently the pressure coefficients
available in NBCC’15 are determined based on boundary layer wind tunnels tests,
while for tornado events it is not possible to use a straight wind speed profile as a
mean to measure the forces, as the surface pressures measured during experiments
are 3–5 times higher in a vortex formation with the same velocity as for a straight
wind. Therefore, it is important to be able to accurately model a tornado vortex to
obtain accurate pressure coefficients results on structures [8]. Several experimental
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facilities for simulating tornadoes effects on structures were developed for large-
scale testing [1] and others for small-scale testing [4] and results for internal and
external pressures induced by tornadoes of different intensities were investigated.

A study performed by [2] tested 7 residential house models using the Tornado
Simulator Facility at the Iowa State University, where the effect of the house geom-
etry on the tornado wind-induced pressures was investigated. The simulated tornado
had a core diameter of 0.56 m and a wind speed of 11.6 m/s, which corresponds to
a scaled EF3 tornado and the tested model was scaled by a factor of 1/100 from a
full-scale residential house. Also, [6] has studied the dynamics of the internal pres-
sure for a 1:100 scaled model with one opening tested in the large-scale simulator
WindEEE Dome and compared the results with the pressure coefficients obtained
from a boundary layer wind tunnel and found that both these facilities can replicate
internal pressure testing models, within a 0.1 difference between the measured coef-
ficients. The internal pressure built inside a house, due to displaced sections of the
roof during a tornado was also investigated by Wang et al. [9], for different gable
roof corner-opening ratios and was found that the mean pressure coefficient inside
the tornado core decreases with the opening ratio increase of up to 8% and the mean
internal pressure coefficient registered minimum value when the building location
was 0.75 of the tornado radius.

2 Experimental Setup

Recently, a Wind Damage Simulator (WDS) was built at the University of Ottawa
which can simulate turbulent winds, shear winds and tornadic wind flows. With a
varying fan RPM ranging from 350 to 3600RPM, the WDS can simulate low wind
speeds necessary for small-scale experiments on model structures or can replicate
full-scale turbulent winds capable of displacing roofs shingles and mock-ups. The
WDS testing section has dimensions of 3.0 m × 3.6 m × 3.6 m. The fan outlet
positioned in the middle of the ceiling has a diameter of 31 cm and draws the air
upwards. To create different flows and vortices, 5 circular inlets, each with diameter
of 20 cm are found on each wall of the WDS box. Depending on the experimental
purposes, these inlets can be opened or closed to produce different flow patterns. To
produce the tornado vortex required for this set of experiments, one inlet from each
of the four corners of the WDS were opened, thus creating a rotating vortex in the
center of the room (Fig. 1).

The goal of the current experiment is to assess the external pressures on a scaled
house model, caused by a tornadic wind. The experimental program was conducted
in two phases: the first part of the experiment consisted in measuring the tangential
wind speed at different distances from the vortex center, based on a similar procedure
as the one used in the experiments performed by Haan et al. (2010).

A 12-hole Omniprobe, by Aeroprobe, attached to an L bracket that was anchored
to a threaded rod mounted beneath the floor, was used to find the velocity parameters
of the tornado flow. Standard tubing connected the probe to a DSA3217 pressure
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(a) (b)

Fig. 1 a Wind induced damage simulator dimensions bWind damage simulator facility

scanner, and data was acquired at a sampling rate of 40 Hz for 30 s at each 5 cm
intervals to a range of 45 cm from the center of the tornado. The tornadowas assumed
to be symmetric about the center of the floor which was directly under the fan
outlet and the Omniprobe was positioned facing the tangential velocity component
of the tornado. The Aeroflow computer software, which transforms the pressure
data and produces three velocity vectors on x, y, z directions. The tangential velocity
componentwas used for this experiment. The tangential velocity data obtained during
these tests have some fluctuation with short high and low velocity peaks. To avoid
errors caused by the sensors, the velocities were averaged every 0.1 s. The maximum
0.1 s average tangential velocity was the taken for each 5 cm interval. Multiple tests
were done to determine an adequate tornado tangential velocity and each test was
repeated three times. The tornadowind speed cross-sectionmeasurementswere taken
for fan speeds of 750RPM,825RPMand900RPM.With thevelocity data, the location
ofmaximum tangential wind speedwas found for three different tornadoes generated
by three different fan RPM’s. Using the tangential velocity and tornado radius data,
a choice was made for the test locations tests to subject the house model to different
velocity zones of the tornado: max velocity, mid velocity and low velocity, in the
second phase of the experiment. The 1:100 scaled housemodel tested had dimensions
of 145 mm× 100 mm× 74 mm for length, width and roof ridge respectively, as also
used by Haan et al. (2018) and [2]. The eave height was 60 mm and the roof pitch
angle was 16°. The house model was instrumented with a total of 96 pressure taps
on the roof and on the lateral walls, as represented in Fig. 2b, and was anchored to
the floor along three different locations in the simulated tornadic vortex.

Also, the house model was tested at three different locations and at three different
angles 0°, 45° and 90°, for a total of 9 tests, refer Table 1. Locations along the radius
are based on the maximum, mid and minimum tangential velocities measured in the
Phase 1 of the experiment. The 0 and 90° angle orientation were chosen as these
represent a perpendicular incident wind relative to the windward wall and roof. The
45° angle orientation was chosen to represent to test a condition where the incident
wind could be split by the corner of the house (Fig. 3a). For the 3 different house
angles tested, 0, 45 and 90°, the house wall A was facing the center of the tornado at
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(a) (b)

Fig. 2 a Omniprobe used for Phase 1 experiments b Pressure taps residential house model used
for Phase 2 experiments

Table 1 Test cases for different angles and model locations

Tornado zone Max velocity Mid velocity Min velocity

Case 1 2 3 4 5 6 7 8 9

Angle (°) 0 45 90 0 45 90 0 45 90

Location (cm) 10 10 10 25 25 25 40 40 40

(a) (b)

Fig. 3 a Top view of a quarter of the tornado showing model locations and orientations for case
1 at 10 cm, case 5 at 25 cm and case 9 at 40 cm b Pressure tap approximate locations on model
surface

0° and for the 90° orientation the wall A is parallel to the Y axis radius, thus receiving
the tangential velocity perpendicularly as it can be seen in Fig. 3a.

The three ranges of tangential velocity correspond to three radii as positionswhere
the house model was placed: the 10 cm radius as the location of maximum tangential
velocity, the 25 cm as a mid velocity location, and the 40 cm as the low velocity
location. As the tornado simulated in the current experiment is stationary, these three
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model locations give a better understanding of the peak pressures on the house model
at different locations in the tornado.

Three DSA3217 pressure scanners recorded pressure measurements at a rate of
400 Hz relative to a reference pressure. Each of the scanners has an individual
reference pressure input. A total of three DSA3217 pressure scanners connected
to 48 pressure tap sensors through individual 40 cm tubing. As space inside the
model was limited for placement of all required pressure taps, the experiment was
conducted in 2 stages. The first stage consisted of 48 pressure taps affixed in all the
rectangular sections of the walls. For the second stage, the 48 pressure taps were
removed from the walls and were affixed to the roof and to the triangular gable at the
ends of the house. Data from the 2 stages were compiled and grouped to represent
the condition for which all house surfaces were tested for the same wind conditions.
Thus, pressure datawas registered for 96 pressure tap locations on the house surfaces.
The pressure tap layout can be seen in Fig. 3b.

Every case scenario was run for 30 s and repeated three times. The peak pressure
value was taken from each of the three repeated tests and the peak pressure coeffi-
cients were calculated. The maximum average pressure coefficient (Cp_max _avg) was
calculated by averaging the Cp_max (Eq. 1) values for each of the three repeated tests.
This was done for every pressure tap for all the 9 cases.

Cpmax = (pmax − pre f )
1
2ρ(Vt.0.1s.avg)2max

(1)

where ρ is the air density, pmax is the peak pressure measured at the pressure tap,
pre f is the atmospheric pressure measured outside of the windbox in a static bottle,
Vt.0.1s.avg is the maximum tangential velocity from the 0.1 s intervals found at the
radius where the model was tested.

3 Tangential Velocity Profiles of the Tornado

Tangential velocity measured in the Phase 1 of the experiment, at nine locations
along the tornado radius, at 5 cm intervals, is reported in Fig. 4, for the three fan
velocity RPM tested. As expected, higher velocities, of up to 16.00 m/s and 16.5 m/s,
were recorded for higher RPM, of 900RPM and 825RPM and lower velocities were
noticed for 750 RPM. Also, as a general trend, high velocities were noticed in the
central region of the tornado, up to 15 cm, however these decreased gradually with
the distance from the center reaching a common value of 3.0 m/s for all tested
RPMs. Similar evolutions of tangential wind speed in a tornadic flow were pointed
out by previous studies [4], thus the tornado simulated in the WDS facility is consid-
ered adequate for testing pressure taps house models. The tangential velocities for
750RPM and 900RPM were more unstable within the 15 cm radius from the center
and no distinct single peak velocity was registered therefore, the 825RPM test, which
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Fig. 4 Maximum tangential
velocity versus radius for
different RPMs

had the closest agreement with the normalized tangential velocity curves obtained
by [4] was considered adequate for simulating the tornadic flows for the phase 2 of
the experiments. In the first 5 cm from the center of the tornado, the wind velocity
decreases significantly, and this is a common feature for the tornadic flows simulated
in laboratory conditions, which rely on a central outlet for suction.

4 Wind-Induced Pressure Coefficients

For the 1:100 scaled residential house model, the tornado-induced pressure was
measured for the 825RPM, which generates the highest tangential velocities of
16.5 m/s at 10 cm, 6.7 m/s at 25 cm and 3.86 m/s at 40 cm from the center of
the tornado. The walls A, B, C and D and the roof sides B and D were instrumented
with pressure taps, as represented in Fig. 3b, however only the pressure windward
wall D and roof side D are depicted below, due to space limitations.

4.1 Wall Pressure Coefficients

When themodel was placed at 10 cm, it was noticed that the highest negative pressure
coefficients for the wall D exposed to the incoming tornado flow were due to the
higher tangential velocity, and gradually decreased for 25 cm and 40 cm, where the
tangential velocities are lower (Fig. 5a). In general, the pressure coefficients along the
wall D were lowest near the right edge of the wall, due to the influence of the velocity
near the center of the tornado, they increased thereafter towards themiddle of thewall
D, where the model was impacted directly by the tangential velocity and decreased
slightly thereafter up to−0.35 towards the left edge of the wall D, as it can be noticed
in Fig. 5a. A similar trend was noticed for the pressure coefficients measured for 45°
orientation shown in Fig. 5b, especially for 10 and 25 cm from the center, while at
40 cm radius the pressure coefficients were more constant along the wall. For 90°
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Fig. 5 Tornado-induced pressure coefficients for the wall D at 825RPM for a 0°, b 45° and c 90°

orientation, the pressure coefficients had a similar trend with the lowest pressure
coefficient at the earliest point of contact with the wind. This indicates the lowest
pressure coefficient at the initial contact with the wind. The pressure coefficient then
increases until the far edge of the wall where the coefficient because more negative
again (Figs. 5 and 6).

Fig. 6 Average pressure
coefficient along the wall at
different angle orientation
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When the pressure coefficients were averaged for all the three locations, 45 and
90° showed a more consistent evolution, while 0° case registered a higher pressure
coefficients than the rest of the cases.

4.2 Roof Pressure Coefficients

The relative position of the roof dimensions’ change depending on the model orien-
tation. For the Fig. 7a the pressure coefficient nearest the center of the tornado has the
lowest pressure coefficient. The coefficient increases as the distance from the peak
tangential velocity increases. A similar trend can be seen at the center portion of the
roof for the Fig. 7b. Orientation tap array at the dimension 0 cm is closest to the core
of the tornado. For the 45° orientation, the array at the dimension 0 cm is also the
closest array to the center, however it is less close than the dimension 0 array from
the 0° orientation. For the 90° orientation, the arrays at the 0 and 14 cm dimension
are the same distance from the core of the tornado. However, the 14 cm dimension
array is downwind from the 0 cm dimension array due to the direction of the tornado
wind. The Fig. 7c, has a higher pressure coefficient nearest the wall that receives the
incoming wind first. As the wind progresses past the wall and towards the middle of
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Fig. 7 Tornado-induced pressure coefficients for the wall D at 825RPM for a 0°, b 45° and c 90°
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Fig. 8 Average pressure
coefficient along the wall at
different angle orientation
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the roof, the pressure coefficient become more negative and significant. The gable at
wall A could be causing the oncoming wind to be diverted over the first two arrays
of pressure taps. The pressure coefficient then becomes more negative at the center
array, at 8 cm, with a slight increase at end of the roof edge. The pressure coefficients
obtained for the mid and low velocity zones, 25 and 40 cm radius respectively, have
much higher pressure coefficients than the coefficient obtained from the model in
the peak velocity zone. This is expected due to the significant decrease in tangential
velocity.

Averaged pressure coefficients for all the three locations (Fig. 8), representing
the overall pressure induced by one tornado passage showed an inflection point at
8.75 cm along the roof, where the pressure coefficients increased for 0 and 45° and
decreased for 90°. This could be caused y the symmetry of the house model and by
the parallel exposure to the tangential velocity for the case of 90°.

5 Conclusion

Wind-Induced Damage Simulator (WDS) Facility was employed for simulating
tornadic flows and their effect on the wind-induced pressure measured for a 1:100
scaled pressure taps models of a residential house. As the WDS has a square test
section, preliminary studies were necessary to determine the tangential velocity
profiles achieved when opening one inlet at each corner of the wind box, in a
symmetric configuration and by operating the wind flow in the WDS by the aid
of an industrial fan with velocities of 750RPM, 820RPM and 900RPM, connected
to the ceiling central outlet this providing uplift flow circulation. By comparing the
tangential velocities obtained at different radii across the testing section, the 820RPM
tornado was selected for testing the 1:100 scaled model of a house with 91 pressure
taps installed along the walls and the roofs. The current experiment was performed
for a stationary tornado, however for simulating the passage of the tornado, the
house model was tested at 3 different locations from the center: 10 cm, 25 cm and
40 cm, where the velocities were tangential velocities were maximum, medium and
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minimum. Also, three different angles between the house and the tangential velocity
vector were tested, namely 0, 45 and 90°. For the wall exposed to the incoming
tangential velocity of the tornado, the highest suction was obtained at 10 cm, the
closest distance from the center of the tornado and the lowest was at the furthest
point from the center of the tornado tested at 40 cm, for all angles investigated. A
significant decrease in suction was noticed for the 90° inclination, for which the
tangential wind becomes parallel to the tested wall.

The pressure coefficients obtained in the current experiments were lower than the
ones reported by [8] for a similar model, who reported highest negative pressure
coefficients on the exposed wall and exposed side of the roof, of up to −1.5 for the
90° inclination, compared with−0.9 measured in the current study. [3] has measured
up to −1.43 peak pressure coefficients for a stationary vortex and up to -1.89 when
the tornado was translated vortex. Therefore, tornadic flows of different parameters
should be further investigated in theWDS, for determining the optimum combination
of inclination angles and locations to be used for testing the tornado-induced peak
pressure coefficients on scaled residential house models.
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Drought Proneness Analysis of Southern
Saskatchewan Province Using Markov
Chain Model

U. Sumaiya, M. Ghaith, S. Hassini, and W. El-Dakhakhni

1 Introduction

Drought is a complex natural disaster that impacts more people than any other natural
calamities; however, it is the least understood phenomenon [26]. It is considered the
costliest disaster concerning geographical and temporal distribution [9, 26]. Drought
has several specific definitions depending on the sector of interest (e.g., hydrology,
meteorology, water management, agriculture, and wildlife-biology) as the impacts of
droughts may differ significantly among these sectors [21]. The general definition of
drought is reached after studying the nature of thewater deficiency [6]. Therefore, the
United States Weather Bureau states drought as “a lack of rainfall so great and long-
continued as to affect injuriously the plant and animal life of a place and to deplete
water supplies both for domestic purposes and for the operation of power plants,
especially in those regions where rainfall is normally sufficient for such purposes”
[8]. The causes, impacts, and extents of drought may differ significantly spatially
and temporally; It has become difficult to define drought in a specific definition [9].

On the other hand, drought is considered a relative condition that could not be
adequately quantified using physical variables [5, 23]. Since drought events highly
vary in space and time, it is difficult to identify each event’s specific duration,
intensity, and geographical distribution [4]. The classification of drought entirely
depends on the regional variability of climatic parameters (e.g., wind, temperature,
humidity, duration, and intensity of precipitation) [5, 13]. The American Meteoro-
logical Society classified droughts into four groups—climatological, agricultural,
hydrological, and socio-economical drought based on the causes, duration, inten-
sity, and geographical distribution [5, 9, 10, 14, 21, 22]. Different drought indices,
such as Standard Precipitation Index and Palmer Drought Index, were formulated
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and applied by climatologists and meteorologists. The Standard Precipitation Index
(SPI) is widely used as it requires only one variable (precipitation) and produces
statistically relevant results [5, 12, 13]. Over the years, drought has been studied
using different techniques such as data mining techniques, neural network methods,
and time series methods. Combining Markov Chain Model and SPI can improve
drought analysis. This technique was applied in several studies, such as drought fore-
casting [1, 15], drought propagation concept [18], and drought interval simulation
[2]. However, Markov Chain Model incorporating SPI was not previously employed
to analyze severity, duration, recurrence time, and the probability of drought to the
authors’ best knowledge.

The region of Canadian prairies is susceptible to agricultural and meteorological
droughts, where the most remarkable events occurred during the 1890, 1910, 1960,
and 1980s [3], Elaine [25]. Southern Saskatchewan is also highly prone to drought,
and the number of droughts is expected to double by 2099 with higher magnitude,
frequency, and duration [24]. The purpose of this study is to develop a methodology
to estimate drought severity, probability of drought occurrence, expected drought
duration, mean-time of drought first-passage, and mean-time of drought recurrence
in southern Saskatchewan. A first-order Markov chain model with five states is
applied in this study, and the states are identified based on drought classifications of
SPI [12].

2 Methodology

2.1 Markov Chain Model

It is a memoryless (solely dependent on the present state and independent of the
past) stochasticmodelwhere space and time, two states ofMarkov chain, are discrete.
Similarly, the transition probabilitymatrix (TPM) derived from thismodel is constant
for space and time [11]. this particular characteristic of Markov model is beneficial
for estimating the probability of an event. The TPM of Markov chain model is
formulated by using the maximum likelihood method, and the TPM in between
the states carries the significant characteristics of the model [11, 27]. From this
TPM, steady-state matrix (SSM), and drought parameters (mean first passage time
(MFPT), mean recurrence time (MRT), and mean drought duration (MDD)) have
been calculated. These drought parameters are explained below with the SSM:

Steady State Matrix: The steady-state or stationery or equilibrium matrix is
mainly a probability vector following equations where π symbolizes the equilibrium
probabilities for j states and steady states are connected to eigenvalues (P) equal to
1 [16, 19]. Equation (1) shows the corresponding relation.

0 ≤ π ≤ 1 (1)
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Table 1 Drought intensities
resulting from the SPI [12]

Drought categories SPI values

No Drought (ND) > 0.00

Mild Drought (MiD) 0 to −0.99

Moderate Drought (MoD) −1.00 to −1.49

Severe Drought (SD) 1.50 to −1.99

Extreme Drought (ED) ≤ −2.00

∑

j∈S
πJ = 1

π.P = 1

Mean First Passage Time: The total number of estimated steps needs to be
covered before reaching another step in an irreducible Markov chain [17, 20].

Mean Recurrence Time: Total number of expected states needs to be passed
before reaching the starting state [17, 20].

Mean Drought Duration: Total time duration of each of the states [28].
Based on the guidelines [5, 7], aminimumof 20–30 years ofmonthly precipitation

data is preferred for SPI calculation. Considering this, Broadview, LastMountain CS,
and Swift Current CDA stations were chosen, with precipitation data available for
more than 30 years. Another significant criterion was maintained that each of these
stations has less than 10% of missing data imputed using the regression method.
The daily precipitation data were converted into monthly data, and SPI values were
calculated for 12 months scale. The SPI values were classified by drought severity
based on the study of [12] and is shown in Table 1.

Based on the SPI values, the Markov model was developed for each station,
and the corresponding transition probability matrices (TPM) were calculated. These
matrices were finally used for estimating drought proneness by setting drought
parameters (SSM,MFPT,MRT, andMDD). Figure 1 summarizes the data preparation
methodology used to estimate the drought in this study.

2.2 Study Area and Data

Saskatchewan is experiencing extreme temperature and weather events with a conti-
nental climate which means relatively low precipitation and considerable sunshine
during the summer months. This province is in the center of the continent—far from
anymoderating oceanic influences. Temperatures can range from−40 °C in the dead
of a northern winter to +35 °C during summer in the southern regions. The extreme
nature of the climate extends to severe climate events: from drought to flooding
downpours, thunderstorms to blizzards, and calm to tornadoes. Saskatchewan has
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Fig. 1 Schematic diagram of the methodology

one of the world’s most variable climates across seasons, years, and decades. Annual
precipitation varies even more than temperature. Precipitation levels and variability
tend to decrease fromnorth to south.Yearly precipitation is lower by 200mmbetween
the Taiga and the Prairie Ecozones zones. Across Saskatchewan, summer brings the
most significant percentage of annual rainfall (SaskAdapt, 2020). The study area
consists of the southern part of Saskatchewan, which includes Saskatoon, Regina,
Swift Current, and other major cities. Figure 2 shows the study area and the selected
climate stations of this study. The three stations’ date range and characteristics are
summarized in Table 2.

3 Result and Discussions

3.1 Performance Testing of the Model

At the very beginning, the calculated SPI values were compared with the SPI values
formulated by theNational Centers for Environmental Information (NOAA) to check
the performance and reliability of the method. Four different goodness of fit tests
were performed: Nash–Sutcliffe Model Efficiency Coefficient (NSE), Root Mean
Square Error (RMSE), Standard Error (STDER), and Coefficient of Determination
(R2). The perfect fit for NSE and R2 is 1, and for STDER and RMSE, the value is 0.
Apart from these, a graphical comparison was made for R2 in between the observed
(NOAA) and calculated SPI values. The inspection showed that both NSE and R2

values are very close to the perfect value (1). The other two goodness of fit tests also
showed satisfactory results. The values of the goodness of fit tests are provided in
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Fig. 2 Study area with the selected stations

Table 2 Characteristics of the stations analysed for the study

Climate id Station name Latitude Longitude Elevation (m) Missing data
(%)

Recorded
year

4,010,879 Broadview 50.37 −102.57 599.8 1.3 1965–2019

4,014,156 Last
mountain CS

51.42 −105.25 497 1.3 1976–2019

4,028,060 Swift current
CDA

50.27 −107.73 825 0.6 1960–2019

Table 2. Considering values for all of the goodness of fit tests indicated that R2 has
significantly performed for this analysis. In conclusion, the result implies that the
calculation process of SPI for this study works efficiently. Thus this method can be
applied to the rest of the stations of the Saskatchewan province (Table 3).

3.2 Drought Parameter Analysis

Based on the analysis of steady-state matrices of three of the stations, it is evident
from Fig. 3 that even though the probability of happening ED is low, however, the
chances of MiD, MoD, and SD are significantly high. The probability of occurrence
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Table 3 Goodness of fit tests

Stations NSE* RMSE** STDER*** R2**** R2 (Graphical)

Broadview 0.89 0.30 1.31 0.91 0.907

Last mountain CS 0.96 0.21 0.66 0.97 0.961

Swift current CDA 0.92 0.29 0.78 0.92 0.917

*Nash–Sutcliffe Model Efficiency Coefficient, **Root Mean Square Error, ***Standard Error, and
***Coefficient of Determination

Fig. 3 Probability of drought severity

of MiD is more than 35% in three of the stations. In Swift Current CDA station,
the chances of MoD are more than 10%. Furthermore, Swift Current CDA and Last
Mountain CS both have more than 5% chances of SD. The alarming part is that three
stations are susceptible to drought, varying from mild to extreme intensity, for more
than 50%. Thus, all of the constructions, infrastructures, agricultural decisions need
to be taken considering the possibilities of droughts.

The mean drought duration (MDD) analysis was quantified for all of the stations,
which is depicted in Fig. 4. The figure revealed that MiD lasts longer in all of the
stations. However, other drought classes showed some variations. The station Swift
Current CDA experiences a longer duration of MoD and ED than the rest of the
stations, which is more than 2.4 and 1.4 months, respectively. However, it has the
lowest drought duration for SD. The MiD condition stays for almost 4.4 months,
and ND lasts longer than 8 months. Last Mountain CS is in the most favorable state
of having the highest ND duration. However, the MiD and SD duration is 5.6 and
2.6 months, respectively. A significant finding is that both Last Mountain CS and
Broadview stations experience longer SD duration than MoD and ED.

In conclusion, Fig. 4 demonstrated that three stations are susceptible to experience
MiD,MoD, SD and, ED for more than 4months, 2 months, 2.1 months, and 1month,
respectively on average.
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Fig. 4 Expected drought duration in months

The mean recession time (MRT) study showed that both ND and MiD take two
months to change from one state to another. For MoD, Last Mountain CS and
Broadview both have more than 11 months of recession time, greater than Swift
Current CDA station. The recession time of SD is the highest for Broadview station
(21.70 months). The variation of ND, MiD, MoD, and SD in the three stations is
minimal. However, drastic variations occurred for ED among the stations. Table 4
depicts that MRT for ED is the longest for Last Mountain CS stations and shortest for
Swift Current CDA stations. This situation indicates that Last Mountain CS will be
advantageous compared to the rest of the stations. This also implies that Broadview
and Swift Current CDA will be prioritized while taking drought measures for ED.

Based on the results displayed in Table 4, the mean first passage time (MFPT)
reveals an interesting indication that Last Mountain CS has the highest MFPT for all
categories of droughts ranging from 12 to 21 months. This means the fluctuations of
changing the drought severity states are steadier for this station than other stations.
Table 4 also reveals that this value is lowest for Broadview stations ranging from

Table 4 MRT (months) and MFPT (months) analysis

Stations ND MiD MoD SD ED

MRT* MFPT** MRT* MFPT** MRT* MFPT** MRT* MFPT** MRT*

Broadview 2.07 8.43 2.67 12.07 11.22 14.37 21.70 14.47 130.20

Last
mountain
CS

2.32 12.95 2.40 16.11 11.27 19.20 17.48 20.20 168.85

Swift
current
CDA

2.12 8.71 2.76 14.82 9.66 16.66 19.31 16.47 102.09

*mean recurrence time, and **mean first passage time
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8 to 15 months. So, the drought may change their states frequently in this station
comparing to the other two stations.

Furthermore, the result ofMFPT showed that all of the stationsmight face drought
(MiD) after almost 8.43 to 12.95 months interval of ND, whereas this value is nearly
14.47 to 20.20 months for ED. So, there will be a time gap between ND to droughts
to take the necessary steps.

4 Conclusion

In southern Saskatchewan, drought has become a usual natural calamity as this region
has been facing droughts all year round in different severity levels. A heads-up on
drought parameters is a practical and smart approach to tackle droughts at different
levels. In this study, the authors figured out a simplified method using Markov chain
model and SPI, which can indicate drought severity, expected drought duration,mean
recurrence time of drought, and mean first passage of drought. This study has been
done to develop a technique that will be eventually applied to more considerable
extents and in higher number of stations, which do not have publicly available SPI
values. Thus, verifying this method is very crucial for this study.

In this study, the SPI values were validated with NOAA by using four different
statistical goodness of fit tests—the Nash–Sutcliffe model efficiency coefficient
(NSE), the root mean square error (RMSE), the standard error (STDER), and the
coefficient of determination (R2). At the same time, the coefficient of determination
(R2) was also estimated by using the graphical method. The results were significant
to use this technique on other stations for the whole Saskatchewan region. The anal-
ysis for three of the stations indicated that the probability of drought is more than
50% for all of the stations in different drought intensities, and the chances of mild
drought (MiD) is the highest (more than 35%) among the other groups of draught.
In the same way, the expected drought duration for all of the stations is greater than
4, 2, 2.1, and 1 month for mild drought (MiD), moderate drought (MoD), severe
drought (SD) and extreme drought (ED), respectively. Among these, Last Mountain
CS has the highest drought duration for MiD and SD; Swift Current CDA possesses
the highest expected drought duration forMoD and ED. Themean recurrence time of
drought and the mean first passage of drought can be varied between 2–169 months
and 8–21months, respectively, depending on the stations and severity of the drought.

These actions demonstrate that planners, engineers, decision-makers, agricultural
policymakers, and other professionals can prepare themselves for taking necessary
measures against droughts by understanding the drought parameters and severity
level. This study can be further extended to the stationswhich are not active inNOAA,
and thus a complete understanding of the drought parameters can be obtained. In the
same way, this method can be applied to the different periods of SPI to identify the
drought characteristics of meteorological, agricultural, and hydrological drought.
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Development of a Virtual Visit Model
Based on a Bim Model and a Game
Engine

Mouhamadou Moustapha Gueye and Conrad Boton

1 Introduction

In recent years, the construction sector has shown a productivity lag relative to the
industrial sector.Add to this the fact that construction projects are becomingmore and
more difficult, resulting inmore complex and dynamic construction environments. To
remedy this, the construction industry is increasingly implementing Bulding Infor-
mation Modeling (BIM) to foster collaboration and data sharing among the various
trades involved in construction projects. Besides, this approach relies on models of
objects in the built environment and metadata defining their semantics, to produce a
multidisciplinary and intelligent 3D model of the facility, to document and improve
its design and to facilitate its operation throughout its whole lifecycle. While BIM
has many benefits such as increased constructability, reduced conflicts, reduced cost
estimation times and many other opportunities, there are many challenges associ-
ated with adopting this approach within the construction industry. Not all companies
can adopt the associated technologies and use them in an effective way. In fact, the
main BIM software are currently limited in terms of the realism of visualization,
general immersion, and proposed interactions, especially for newbies [11]. In this
context, to overcome these difficulties, the integration of 3DBIMmodelswithVirtual
Reality (VR) technologies is a promising alternative, to provide the non-specialist
stakeholders with more intuitive visualization and interaction mechanisms [2]. Thus,
according to Sidani et al. [15], researches on immersive systems and interfaces and
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BIM have produced favourable results for construction-related applications, thus
improving the design, the team collaboration and the decision-making.

However, very little research has been devoted to interoperability between BIM
and VR environments. Also, despite notable evolution through some commendable
efforts, Virtual Reality support software such as game engines are quite inflexible and
seem poorly suited to fully integrating data from BIM models. The work presented
in this article is part of more comprehensive research aiming at developing and eval-
uating intuitive interoperability workflow between BIM tools and Virtual Reality
environments. The purpose of this article is to present, as preliminary results, the
development of an intuitive visualization and interaction tool based on the interop-
erability between a BIM authoring tool and a game engine. The article is organized
into 4 main sections. The first section presents the related works, including the use
of VR in construction and its association with BIM. The second section describes
the methodology adopted for this research, including the main steps followed in the
development and the evolution of the artefact. The third section presents the results
of the research with a description of the functionalities and user navigation of the
virtual tour model created. The fifth section discusses the results and presents the
future works before concluding the article.

2 Related Works

2.1 Virtual Reality in Construction

Whether for the world of video games or industrial simulation, virtual reality has a
major place on the innovation scene [5]. Virtual reality is defined by Arnaldi et al.
[1] as a scientific and technical field exploiting computer science and behavioural
interfaces to simulate in a virtual world the behaviour of 3D entities, which interact
in real-time with each other and with one or more users in pseudo-natural immersion
via sensor-motor channels. [5] believes that virtual reality is a mediated experience
that plunges one or more users into the heart of an artificial environment in which the
user can feel and interact in real-time via sensor-motor interfaces. The user finds the
experience credible, accepts to take part in the game and in response feels a sense of
presence. Virtual reality has no defined limits, from electronics to computer vision,
which gives several possibilities in its use and exploitation.

Several design areas are interested in the use of virtual reality. Now, as the prices
of this technology become accessible to the public and especially with the use of 3D
digital mock-ups by various disciplines, the use of virtual reality is becoming more
and more necessary given all the possibilities that this technology can offer. Jimeno
and Puerta [10] have proposed virtual reality as a computer-aided design tool. Several
studies have been conducted to understand and exploit the potential of this technology
within the construction industry. Firstly Cruz-Neira et al. [6] have implemented the
Cave system, which is a visualization system that offers an innovative point of view.
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Researchers have tried to determine an effective and productive strategy for the use
of virtual reality as a design tool [9]. In the same vein, [11] proposed a study on
the visualization of business knowledge and interaction with immersive devices for
construction. Dawood et al. [7] have presented through their work an application
of virtual reality to Islamic architecture. Others such as Yan and Culp [17] have
developed a new design process with a BIM support tool to improve architectural
design and visualization by combining Microsoft XNA Framework software as a
game engine and Autodesk Revit Architecture as a BIM authoring application.

Other studies have gone even further by using virtual reality as a simulation tool
for building evacuation situations. This is the case of Rüppel and Schatz [13] who
have designed a simulation of the evacuation of building occupants in the case of
fire. This simulation uses the interactivity of a game engine to identify the decisions
made by these users at a given time and the paths chosen by them.

In the future, virtual reality could help to improve the collaboration and mainly
the communication of the different participants in a construction project, as virtual
reality offers the possibility for architects and engineers to get together to pool their
work and possibly make decisions regarding possible interferences and conflicts that
might exist.

2.2 Association Between Virtual Reality and BIM

Virtual reality is recognized as a promising method that can improve workflow in
the construction industry [15]. For example, a link between BIM models and virtual
reality may be feasible with the advent of game engines such as Unity or Unreal
Engine. Some works such as Boton [4] or Younes et al. [18] have addressed in their
research the issue of BIM integration in virtual reality environments. Edwards et al.
[8] show through their study the feasibility of using game engines to include end-users
in the BIMdesign process. They used anAutodesk Revit plugin to communicate with
the Unity game engine allowing collaboration via a network connection. Similarly,
in their study, Shengyi and Jia [14] tried to propose a method for integrating BIM
models into a virtual environment from the game engine by designing a virtual
interactive roaming simulation. To facilitate and improve the integration processes
of BIM models in virtual reality environments, several major software publishers
such as Unity, Epic, Autodesk and Trimble are currently trying to develop solutions
such as plugins that enable the link between BIM modelling software and game
engines.

The link between BIM and virtual reality environments is a technological diffi-
culty in this approach. Previous studies have shown that there is a problem related
to the management of data flows and the transfer of information between BIM soft-
ware and game engines in general. For example, 4D [4] has highlighted difficul-
ties related to the preparation and transfer of data to a game engine such as Unity
with a problem of preserving the metadata of the 3D model. Moreover, due to the
different steps involved in exporting a BIM model to a virtual reality environment,
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these processes often present errors such as missing material information (textures,
building elements, etc.) leading to additional steps that may be necessary to complete
the exportedmodel [3]. These additional stepsmay bemodifications that can bemade
in the game engine or themodeling software for a new export, complicating the entire
workflow. Others, such as Tulke and Hanff [16], have found that additional develop-
ments are needed about visualization, for example, the addition of support for scaling
and moving building elements in the game engines.

Despite the rapid development of virtual reality in the construction industry, there
are not many models that link BIM and virtual reality, but more importantly, the
industry has not yet been able to take full advantage of the potential of this approach.
Moreover, virtual reality is not yet widely used in design processes in general,
particularly in the BIM approach.

3 Research Methodology

The objective of this study is to develop a method for designing a virtual tour model
that allows its users to experiment, analyze and interact in an immersive environment.
The methodology proposed in this study consists of 4 main steps: statement of needs,
choice of the technological tools, development of the VR model and evaluation of
the results.

3.1 Statement of Needs

Because of the difficulties noted in the association between virtual reality and BIM,
this research project aims to propose: To propose more integrative approaches, with
ease of understanding and capable of accommodating different profiles and academic
backgrounds, both for the actors in construction projects and for "the general public".
In this perspective, the virtual visit model created should offer an immersive expe-
rience with the possibility of being able to go through a building in all its spaces in
real-time, to be able, for example, to access closed rooms thanks to interaction mech-
anisms and animation games, but above all to be able to make changes in real-time
such as changes in texture.

3.2 Choice of the Technological Tools

Within the framework of this research, we used the Revit software from the Autodesk
editor. This software also allows us to make an architectural design and to be able
to directly integrate structural, electrical, and mechanical graphic elements into the
same model. In this logic, we were able to integrate an architectural and structural
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model into a federated model. Then, we chose the Unreal Engine game engine for the
design of the virtual environment considering all the possibilities and functionalities
that this game engine could offer. Nevertheless, workflow management seemed to
be a challenge at first, as importing a BIM model into a game engine was previously
problematic for many users. Thanks to the plugin Datasmith we were able to cleanly
import the model into the game engine.

3.3 Development of the VR Model

As indicated, the objective of this research is to design a virtual visit model based
on a BIM model. As a result, the different steps leading to the design of the model
constitute a work process method explored by Natephra et al. [12] as shown in
Fig. 1. We will see in more detail in the following chapter the method, but above
all the different steps that have been proposed to integrate a BIM model in a virtual
reality environment.

Fig. 1 Process of integrating a BIM model in an VR environment
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3.4 Evaluation of the Results

At the end of the design of themodel, to bring an evaluation to the created application,
we will be able to consider three main criteria. The first would be whether the
application meets the desired needs. The second criterion would be that the model
should include functionalities (animations, interactions, etc.) that are functional to
meet the expectations of future users. And the third criterion would be the ease of
use and navigation in the model for different users.

4 Development of a Virtual Visit Model Based on a Bim
Model and a Game Engine

Figure 1 summarizes the different stages that enabled us to design the virtual visit
model. After defining the objectives and potential needs of this research, we had to
develop a BIM model that would contain not only an architectural model but also a
structural model, thus constituting a federated model. This could be done using the
Revit software.

Figure 2 illustrates the federated model that was designed on Revit and its import
on the Unreal Engine 4 game engine thanks to the plugin Datasmith.

After importing the BIMmodel on the game engine, it was necessary to configure
the game engine environment. Themain task was to configure the visual aspect of the
main character proposed by Unreal into an invisible camera that can simulate all the
movements of a user in full navigation. This step makes navigation and visualization
more realistic since in the standard form of the character, it is made up of bionic
hands and a weapon as shown in Fig. 3.

In the next step, it was necessary to represent the physical properties and parame-
ters that make a user’s immersion more realistic. To do this, we had to parameterize
collisions of each element (slab, staircase, walls, doors, fittings, etc.) of the model
using the "Collision mesh" tool of the game engine, which allowed us to simulate
certain physical properties such as gravity and collision, making a walkthrough more

Fig. 2 Validation of the import process on Unreal Engine
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Fig. 3 First-person configuration for game mode

natural. To obtain a good visual rendering, visual treatment of the play of lights of
the scene and the improvement of the textures of certain elements of the model were
necessary. In this step, it was, therefore, necessary to improve the lighting of the
scene by using functions on the game engine such as Lightmass Importance Volume,
Directional Light or the Reflection Environment function which allowed for more
realistic and natural light effects.

The integration of video animations and interactions in the model was necessary
because in a virtual reality model, a user must be able to interact in an immersive
environment. After setting up themodel scene and the different light effects, we set up
interactions that are functionalwhen the game starts.With the InteractionWidget tool,
we can create on Unreal various interactive "accessories" such as cursors, combined
boxes, and many other interactions in a virtual reality environment. Thanks to the
Interaction Widget, we have therefore created various interactions to give a user the
possibility of customizing different components of the model such as tiles, walls or
even furniture. One of these interactions gives for example the possibility for a user
to change materials for a tile in the game.

To do so, different materials (wood, ceramic, marble …) have been set up to be
connected to switch buttons that allow a user to be able to change the base material of
a tile in real-time during a walk-through. For these created and parameterized inter-
actions to be functional, the application of these interactions must be programmed
in the level blueprint which makes them functional during a walk-through as shown
in Fig. 4.

Once themodel was developed, it had to be tested to see if it met the objectives and
needs that had been established. Themain objectiveswere to improve visualization, to
create new interaction mechanisms that could make design review easier. To do this,
we tested the model on Unreal. Indeed, Unreal mainly offers five active play modes
that allow generating visualization modes to perform a walk-through. These active
play modes are Selected viewport, the Simulate mode, the two PIE modes (Mobile
Preview ES3. 1 and the New Editor Window) and the Standalone Game mode. We
had identified two interesting game modes that allow integrating the character in the
first person (First-person), but also to be able to support the different high-resolution
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Fig. 4 Interaction programming of material change interaction of a slab

textures that are in the model. We, therefore, had to choose between the PIE module
(New Editor Window) and Standalone Game mode. In the end, the choice went to
Standalone Game mode as it supports all the textures that were used in the model
and brings a better visual rendering.

So during the virtual visit test of the model, we could realize that the various
functionalities and interactions created and integrated into the gameplay from the
Level Blueprint were present and working. From the First Person who simulates the
representation of the first person in Standalone Game mode, it is possible to move
around the building, to be able to access rooms thanks to the door opening animations
by simply getting closer to the doors and to be able to access the different levels of the
building by going up and down the stairs. It is also possible to interact on elements
of the scene by clicking on combined box buttons as shown in the screenshots in
Fig. 5.

This makes it possible to change in real-time the basic materials of the objects
in the scene such as furniture or even elements according to the different materials
offered and to see these visual changes in relation to the whole scene.

5 Conclusion and Future Works

Virtual reality is a developing technology that is attracting the interest of several
disciplines such as simulation, teleoperation, audiovisual and collaborative work.
Indeed, it is characterized by a better visualization, the immersion of these users and
the possibilities of interaction in a virtual environment. From a technical point of
view, BIM is based on the use of a 3D digital model. It is therefore open to the use
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Fig. 5 Screenshots of the interactions offered to a user during a walk-through

of new tools. In this context, the integration of 3D BIM models in RV environments
would be a plus for BIM players given the advantages and possibilities offered by
this technology. However, linking BIM with virtual reality environments has always
been a technological challenge in the past, as the processes of transferring 3D digital
models into RV support software such as game engines remain an ambiguous task
due to the various errors that can be generated.

The objective of this research was to be able to suitably integrate a 3D BIM
model into a game engine to create a virtual visit model that should offer an immer-
sive experience with the possibility of being able to go through a building in all
its spaces in real-time, for example, to be able to access closed rooms thanks to
interaction mechanisms and animation games. In this perspective, we first presented,
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through a literature review, the different applications of virtual reality within the
construction industry with an analysis of the limits interfering with the link between
BIM and virtual reality. Then, based on a research methodology, we presented the
different steps and methods that allowed us to design a virtual visit model from the
Unreal Engine game engine. The final model designed allows navigating realistically
in an environment where a user can interact on objects in the scene thanks to created
interactions. This research was able to provide interaction tools that could be imple-
mented in future work in the context of 4D. However, this research was unable to
link these interaction tools developed in the framework of the virtual visit model and
previous work on 4Ds focused on the use of virtual reality. Future work can therefore
focus on the integration of these interactions with regard to 4D, the creation of other
tools such as conflict detection tools for example on game engines to further support
design reviews and constructability and study meetings.

As previously mentioned, the functionalities developed in the model are all func-
tional. It can also be seen that the model is visually more attractive than before
importing from Revit. This can be explained by a clear improvement in textures and
a configuration of the play of light, which may have made the model more real-
istic. A feeling of immersion is present when navigating through the model. Besides,
during a walk-through, the camera movements follow the directions given by the
user via the system controls with a certain fluidity of movement. It is also possible
to observe a lack of latency between the interaction of a user on a button during the
simulation and the display of the expected visual result. From the point of view of
use, the model is easy for a user to use, but also allows a novice user, for example,
to easily assimilate the navigation and interaction techniques available in the model.
However, in the preview mode, it can sometimes be seen that certain textures are not
properly supported by the system, unlike the Standalone Game visualization mode
which gives it a better visual rendering. On the other hand, the model does not give
the possibility to a user to select and move elements in the gameplay. The addition
of this functionality could be considered as part of the possible improvement tracks.

To support future research focused on the use of virtual reality and game engines
per se as Unreal, this research provides a methodology for the design of interac-
tions and the detailed configuration of Unreal’s environment. Indeed, difficulties
concerning the integration of textures and the creation of certain interactions have
been noted in previous work on the use of virtual reality on 4D BIMmodels. The use
of the createdmodelwould therefore allowgiving an added value to the 4D simulation
prototypes already available. This wouldmake it possible tomeet the needs of project
owners or clients, even more, to involve them in the design process by using the BCF
(BIM Collaboration Format), for example using screenshots and comments, and to
go even further in the context of supporting study and constructability meetings.

On the other hand, this study is limited by the lack of external evaluation by
qualified practitioners and experts in the construction industry and to further adjust
and enrich this research. Thus, in the context of future research, to validate the
model’s performance and functionalities with practitioners and professionals in the
construction industry, the model should be applied in a real case, thus making it
possible to conceptualize the expression of real needs. Therefore, based on feedback
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from potential users, the latter will first be able to improve the functionalities and
interactions present in the model, to recalibrate them according to the needs of the
projects in particular and, above all, to compare the method used for the design of
the model and the combinations of software used for the design of other models or
prototypes.
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A Damage Detection Procedure Using
Spectral Element Method

M. Delpasand, R. Erkmen, and R. Ganesan

1 Introduction

Dynamic analysis of structures to detect and quantify the effect of damage is an
important area of research e.g. [2]. For example, impact hammer testing is often
used to investigate the effect of damage in composite laminates. The effect of such
damage often reveals itself in high frequencymodes [10]. For spatial discretization of
structures finite element technique has often been a popular choicewhich is often used
for model updating in damage detection problems. However, finite element method
produces fair estimation of natural frequencies only to the low frequency part of
the spectrum. One can only expect from a discrete model of degree-of-freedom n
to produce fewer than n/3 eigenvalues with reasonable accuracy [8]. The reason is
conventional finite element treats the distributed load induced by the mass as lumped
at the nodes of the finite element model. Therefore, many elements must be used if
the mass distribution is to be modeled accurately [6].

Using the spectral element method, a beam element can be formulated which
exactly considers the distributed mass effect, which may significantly reduce the
model size [6]. Spectral element formulation adopts an exact dynamic stiffness
matrix for each frequency based on which a spectral analysis method for steady-state
response was developed in [5]. In Doyle’s spectral element method, the response is
first obtained for each discrete frequency content of the load function in the frequency
domain using Fourier Transform. The solution is then re-constructed in time-domain
using Inverse Fourier Transform. As the dynamic stiffness matrix is exact for each
frequency, the accuracy of the steady-state solution depends only on the Discrete
Fourier Transform conditions. On the other hand, determination of the free-vibration
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modes and frequencies of the dynamic stiffnessmatrix generally results in a transcen-
dental eigenvalue problem, which is necessary to determine the transient component
of the general solution. A method based on counting the number of natural frequen-
cies exceeded by any arbitrary value for ω∗, a trial threshold, has been suggested in
Wittrick and Williams [12]. Lee and Cho [9] attempted to develop a pseudo force
method to add the transient response due to non-null initial conditions. Veletsos and
Kumar [11] proposed an approach to build the transient response using initial condi-
tions and the steady-state response of a single degree of freedom system as well as
multi-degree of freedom systems if vibration mode shapes and mass matrix of the
system is available.

In this paper Veletsos’ method was adopted to determine the Transient response
within the spectral element analysis procedure. Both steady-state and transient
responses were considered in the analysis to develop a tool for damage detection
in elastic beams. The analysis tool is then used for the model updating procedure
within a genetic algorithm [7] that optimizes the cost function based on relative
changes in frequencies and mode shapes as a metric for damage detection. Dong and
Wang [4] used the same cost function with an ordinary finite element based model
update procedure.

2 Spectral Element Formulation

In Spectral ElementMethod (SEM) the exact solution of the homogenous Helmholtz
equation is used for the shape functions. Those exact shape functions are used to
formulate the exact dynamic stiffnessmatrix. As theHelmholtz equation is frequency
dependent, the dynamic stiffness matrix is also frequency dependent which can be
considered as a mixture of inertia and stiffness related terms. As such the dynamic
stiffness matrix considers continuous mass and stiffness distributions. Consequently,
the frequency dependent displacement solution based on the exact dynamic stiffness
matrix is exact at the nodes. Therefore, the need for mesh refinement is kept to a
minimum.

2.1 Exact Dynamic Stiffness of Euler–Bernoulli Beam
Element

The free bending vibration of an Euler–Bernoulli beam is governed by

E I
∂4w

∂x4
+ ρA

∂2w

∂t2
= 0 (1)
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wherew(x, t) is the transverse displacement,E is theYoung’smodulus,A is the cross-
sectional area, I is themoment of inertia of the cross-section about the neutral axis and
ρ is the mass density. Assuming a general solution in the form w(x, t) = w

∧

(x)eiωt

or Fourier Transform leads to a frequency dependent differential equation, i.e.

E I
∂4w

∧

∂x4
− ω2ρAw

∧ = 0 (2)

From the above equation in frequency domain the solution for w
∧

(x) can be
obtained as

ŵ(x) = C1e
−ikx + C2e

−kx + C3e
−ik(L−x) + C4e

−k(L−x)

= ĝ1ŵ0 + ĝ2θ̂0 + ĝ3ŵL + ĝθ̂L (3)

where k = √
ω
(

ρA
E I

) 1
4
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(L) and θ
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L = w
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(L) are

the nodal displacements and rotations, and g
∧

1 to g
∧

4 are the exact shape functions
obtainable after determining the coefficients C1 to C4 in terms of nodal values.
By expressing the moment and shear forces in terms of the differentiations of the
displacement field, i.e., M(x, t) = E I ∂2w(x,t)

∂x2 andV (x, t) = E I ∂3w(x,t)
∂x3 , one obtains

[6]:
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where:

α = [cos(kL) sinh(kL) + sin(kL) cosh(kL)] (kL)3

	
, ᾱ = [sin(kL) + sinh(kL)] (kL)3

	
,

β = [− cos(kL) sinh(kL) + sin(kL) cosh(kL)] (kL)

	
, β̄ =

[− sin(kL) + sinh(kL)] (kL)

	
,

γ = [− cos(kL) + cosh(kL)] (kL)2

	
, γ̄ = sin(kL) sinh(kL)

(kL)2

	
,	 = 1 −

cos(kL) cosh(kL), V̂0 = V̂ (0), M̂0 = M̂(0), V̂L = V̂ (L), and M̂L = M̂(L) are
introduced in Fig. 1.

The above matrix is the frequency dependent dynamic stiffness matrix of the
Euler–Bernoulli beam element. As shown above the displacement field ŵ(x) can be
obtained from the nodal values by using exact shape functions in g

∧ = {g∧1, g
∧

2, g
∧

3, g
∧

4}
for each frequency ω. The assemblage procedure of the element stiffness matrices is
identical to that of the standard displacement-based FEM. As a result of the assem-
blage the structural dynamic equilibrium can be obtained as K

∧

d
∧

= f
∧

, in which K
∧

is the dynamic structural stiffness matrix, d
∧

nodal displacement vector component
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Fig. 1 Beam element

in the frequency domain and f
∧

is the Fourier Transform of the excitation. After
the displacement field is obtained for each frequency content the time behaviour
can be re-constructed as the synthesis of the frequency dependent solutions, i.e.,
d(x, t) = d

∧

(x)eiωt . As a general solution would span the whole frequency range,
i.e., −∞ < ω < ∞, the solution in time-domain is obtained from the IFT, i.e.,

d(t) =
∑∞

n=−∞d
∧

ne
inωt (5)

The essentials of the spectral element solution scheme are to first replace the input
by its spectral form obtained from the application of the Fourier Transform to deter-
mine the frequency content. By doing this the problem can be solved in the frequency
domain to obtain the output also in the frequency domain. The reconstructions in
the time domain are then done by application of the inverse Fourier Transform. Note
that because of the discrete nature of the Fourier transform the result of inverse FFT
is only valid up to the Nyquist frequency. As suggested in [5], the inverse transform
is evaluated only up to the Nyquist, half the sampling frequency, and the remainder
is considered as the complex conjugate of the initial part. This ensures that the
reconstructed history is real in time domain.

A summary of the Spectral Element solution procedure is shown in Fig. 2, which
does not include the damage detection component. Damage detection algorithm
that employs the results of the Spectral Element analysis is discussed in Sect. 3. In
Spectral Element Analysis, it is essential to replace the external excitation by its

Fig. 2 Solution procedure
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spectral form using the Fourier Transform to determine its frequency content. By
doing this the problem can be solved in the frequency domain to obtain the output
also in the frequency domain. The reconstructions in the time domain are then done
by application of the inverse Fourier Transform and this completes the Steady-State
solution. However, to obtain the Transient response, the natural frequencies of the
system needs to be identified.

2.2 Identification of the Natural Frequencies Using
the Wittrick-Williams Algorithm

In Wittrick-Williams algorithm eigenvalue separation property based on max–min
criteria on the Rayleigh’s quotient is used as a tool to count number of eigenvalues
exceeded by a trial eigenvalue. The procedure employs the upper triangular matrix
K
∧

	 that is obtained from K
∧

by using the usual form of Gauss elimination, in which
rows are taken as pivotal in order, and appropriate multiples of the pivotal row are
added to succeeding rows, making all elements below the pivot zero. The number of
negative elements in this factorized form based on a selected frequency λ is equal to
the number of eigenvalues smaller than λ. Conversely if λi < λ̄ < λi+1, where λi

and λi+1 are two consequtive eigenvalues ofK
∧

, there are exactly i negative diagonal
elements in K

∧

	. InWittrick-Williams algorithm this fact is used as a tool tomake sure
no eigenvalue is skipped. The key step of the method is to calculate J at successive
trial values ofλ̄, where J is the number of natural frequencies lying between zero, i.e.
λ = 0 and the trial value. Thus, the amount by which J changes between successive
trial values equals to the number of natural frequencies lying between the trial values.

J is calculated from the equation J = J0 + s
{
K
∧}

in which s
{
K
∧}

is the ‘sign count’

ofK
∧

, which is readily calculated as the number of the negative leading diagonal
elements ofK

∧

	.
In Wittrick-Williams algorithm applied in the context of spectral element formu-

lations, J0 is the value on fully constraints structure in which all the active degrees-
of-freedoms are nullified so that d = 0. When d = 0 the the eigenvalues can still be
counted for component members as if they are in isolation with their ends clamped,
i.e. J0 = ∑

Jm in which summation extends over all the members and Jm is the
number of natural frequencies lying between zero and the trial value of λ̄, for a
member with its ends clamped.

2.3 Addition of the Transient Part

Asignificant gap in literature exists regarding the transient solutionwithin the context
of Spectral Element Method. Lee and Cho [9] attempted to introduce the Pseudo
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Force approach to identify the contribution of the transient solution based on a previ-
ously obtained steady-state solution. However, his solution procedure is based on
the assumption that the unit impulse response function is the inverse Fourier trans-
form of the frequency response function which clearly does not involve the transient
solution. For single degree-of-freedom systems, however, Veletsos and Kumar [11]
developed a procedure based on the solution of the dynamic differential equation,
in which the steady-state solution can be used to identify the additional transient
contribution for systems that are starting from at rest state. This method can simply
be extended to multi-degree-of-freedom systems using modal analysis as each mode
can be treated to constitute a single-degree-of-freedom system. Herein, the Veletsos
method has been adopted on an ad-hoc basis by using the shape functions obtained
from the spectral method within the mode shapes.

In a single-degree-of-freedom system the general solution of the belowdifferential
equation

mẍ + kx = p sinω, x(0) = 0, ẋ(0) = 0 (6)

consists of the particular solution, that is:

xp(t) = p

k

1

1 −
(

ω
ωn

)2 sinωt (7)

and the complementary solution, which is the free vibration response, where ωn is
the natural frequency of the system:

xc(t) = Asinωnt + Bcosωnt (8)

By imposing the initial conditions, the constants A and B are determined, and the
total solution can be obtained as

x(t) = p

k

1

1 −
(

ω
ωn

)2 sinωt + p

k

ω
ω

1 −
(

ω
ωn

)2 sinωnt (9)

If the result from spectral analysis is shown with y(t) and the total response is
shown with x(t). The difference between these two can be written as a corrective
function ε(t) as (Veletsos, Kumar, 1983):

ε(t) = x(t) − y(t) (10)

ε(t) represents the effect of unsatisfied initial conditions. Consequently, one canwrite:
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ε(t) = ε(0)cosωt + ε̇(0)

ω
sinωt (11)

Using Eq. 10, one can write for the system introduced in Eq. 6:

ε(0) = x(0) − y(0) = 0, ε̇(0) = ẋ(0) − ẏ(0) = − pω

k

1

1 − (
ω
ωn

)2 (12)

For multi-degree-of-freedom systems, the steady-state response, i.e. y(t), can be
expressed in terms of modes of vibration as:

{y(t)} =
n∑

i=1

{φi }ri (t) (13)

where {φi } is the vector of ithmode of displacement and ri (t) is themodal coordinate.
Also, one can write:

{x(t)} =
n∑

i=1

{φi }[ri (t) + αi (t) (14)

where αi (t) is the modal coordinate for the transient part. Considering that structure
is initially at rest, i.e.,

{ε̇(t)} =
n∑

i=1

{φi } α̇i (0)

ω
sinωt(t) (15)

Hence one can calculate α̇i (0) as:

α̇i (0) = {φi }T [M]({ẋ(0)} − {ẏ(0)})
{φi }T [M]{φi }

(16)

Note that the mode shapes and frequencies are calculated from the dynamic
stiffness matrix and M is the lumped mass matrix, which introduces some spatial
discretization error to the transient solution.

2.4 Case Studies and Validation

To demonstrate the performance of the mentioned method a simple case study is
done. A uniform simply supported beam made of aluminum with elastic modulus
of 106 psi and a density of 0.26 ∗ 10−3 lbs2

in4 is considered. The length of the beam is
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60in. In the first case, the beam is under a concentrated transverse step load in the
middle for 1 s with the amplitude of 1000 lb. In the second test, the beam is under a
sine load with the amplitude of 100 lb and frequency of 1 Hz.

The lateral displacement of themiddle point of the beam is captured using spectral
elements and compared with the results from analytical solutions in Fig. 3.

To calculate the natural frequencies and vibration mode shapes, the beam is
modelled once with spectral elements and another time with conventional finite
elements. The Wittrick-Williams method explained above is applied to the spectral
element model and linear eigenvalue analysis is applied to the finite element model.
The results are compared with the analytical results as shown in Table 1.

Using theWittrick-Williamsmethod explained inSect. 2.2, the natural frequencies
are obtained and the corresponding modes of vibration are then obtained using the
equation of motion:

[
K̂ (ω)

]
{d} = 0 (17)

Substituting each natural frequency into the dynamic stiffness matrix and solving
for {d}, gives the modes of vibration. The rows or the columns of the K

∧

(ω) are

 

a: Excitation function and the steady state 
response. 

b: A simply supported b eam with a concentrated 
load applied in the middle. 

Fig. 3 Lateral vibration of the middle point of a simply supported beam under step and sine load

Table 1 Natural frequencies

Bending
mode
number

Analytical
(Hz)

Finite
element
[2
elements]
(Hz)

Finite
element
[3
elements]
(Hz)

Finite
element
[4
elements]
(Hz)

Finite
element
[5
elements]
(Hz)

Finite
element
[6
elements]
(Hz)

Spectral
element
[2
elements]
(Hz)

1 31.24 31.36 31.26 31.24 31.24 31.24 31.24

2 124.95 138.68 126.42 125.44 125.15 125.05 124.95

3 281.13 348.58 312.03 286.27 283.36 282.24 281.13

4 499.79 635.51 580.20 554.72 511.30 505.69 499.79



A Damage Detection Procedure Using Spectral Element Method 519

linearly dependent. So, the eigenvector is determined by assuming an arbitrary value
for one of the terms in {d} and solving for the rest. The same procedure is used for
the first four modes and the results are compared with analytical results in Table 2.

If number of modes is set to 1 in Eq. 16, the displacement of the middle point of
the beam under the previous sine and step loads will be as plotted in Fig. 4.

3 Damage Detection Using Vibration Data

As shown in the previous section, SEM provides a computationally efficient tool
to calculate as many vibration modes and frequencies as desired. The efficiency is
due to the fact that there is no need for mesh refinement to get access to higher
modes. Structural damage usually causes stiffness reduction, which is reflected as a
decrease in natural frequencies and change in vibration mode shapes. Furthermore,
measuring natural frequencies and mode shapes is easily applicable through sensor
measurements since they are global characteristics of the structure.

3.1 Modeling Damage

Consider the simply supported beam in Fig. 5, with a cracked element inside. The
properties of the cracked element can be addressed using the following parameters:

L: Location of the damaged element.

Lw: Length of the damaged element.

D: Damage index.

D is the reduction ratio in E due to cracks and has a value between 0 and 1. Elasticity
modulus of the cracked element is related to the elasticity modulus of the healthy
element through Eq. 18:

ECracked = (1 − D)E (18)

3.2 Damage Cost Function

Assume that the first n natural frequencies and corresponding mode shapes of a
cracked structure are measured:({λ}exp, {�}exp). The purpose of the damage detec-
tion tool is to incorporate a damaged element inside the healthy structure in a way
that the location, the length, and the damage index matches that of the real structure.
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Fig. 4 Vibration of the middle point considering the transient response under step and sine loads

Fig. 5 Damage Model

So, a trial damaged model is created, and the first n natural frequencies and mode
shapes are calculated using spectral element analysis and they are:

({λ}tr ial , {�}tr ial)
As suggested inDongandWang [4], the cost function inEq. 19, gives a comparison

metric indicating how close the trial structure is to the real structure. The first term
gives the relative difference in natural frequencies. The second term takes in two
vectors at each step, the ith mode shape from measurement and the ith mode shape
from the trial structure. TheMAC (Modal Assurance Criterion) takes on values from
zero- representing no consistent correspondence, to one- representing a consistent
correspondence. So, if the modal vectors exhibit a consistent linear relationship,
the modal assurance criterion should approach unity. Note that the MAC value is
normalized by the magnitude of input vectors and is bounded by zero and one. [1]

Cost ({λ}tr ial , {�}tr ial , {λ}exp, {�}exp) =
n∑

i=1

(
λ
exp
i − λtr ial

i

λ
exp
i

.wλi

)2
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Fig. 6 Calculation of the cost value of each trial structure

+
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⎝
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√
MACi

({
φ
exp
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}
,
{
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√
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φ
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}
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⎞
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2

(19)

{λ}exp = {
λ
exp
1 , λ

exp
2 , . . . , λexp

n

}
, {λ}tr ial = {

λtr ial
1 , λtr ial

2 , . . . , λtr ial
n

}
.

{�}exp = {{
φ
exp
1

}
,
{
φ
exp
2

}
, . . . ,

{
φexp
n

}}
, {�}tr ial = {{
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1

}
,
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}
, . . . , φtr ial
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}
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}T
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})2

({
φ
exp
i

}T
.{φexp

i }
)2({

φtr ial
i

}T
.{φtr ial

i }
)2 (20)

The weights wλi and wφi are set to 1 in this study. However, depending on the
location of damage some modes will change noticeably more than others. Thus, it
will be beneficial to consider higher values for those modes. This will be investigated
in future works.

The diagram in Fig. 6 shows how for each set of {Ltrial , Ltrial
w , Dtrial}, a cost

value is found. The problem that is tried to be solved is minimizing the cost function
by changing {Ltrial , Ltrial

w , Dtrial} within the given constraints given in Eq. 21:

minimize
[
Cost

({λ}tr ial , {�}tr ial)]

subjectedto : 0 < Ltrial
w < Lmax

w , 0 < Ltrial < Lbeam, 0 < D < 1.0
(21)

3.3 Genetic Algorithm (GA)

GAs are based on principles of evolutionary theory such as natural selection and
evolution. Each possible solution is called a chromosome and consists of multiple
genomes. Fitness function indicates how close the candidate solution is to the real
solution. The cost function in Eq. 19 is taken as the fitness function in this study.Obvi-
ously, since we are solving a minimization problem, the lower the fitness value is, the
better the solution for the corresponding chromosome is. A generation includes a set



A Damage Detection Procedure Using Spectral Element Method 523

of chromosomes. The population size can differ depending on the problem. Repro-
duction is the process of creating a new generation based on the previous generation.
Reproduction is done through crossover andmutation [7]. In this study the generation
size was taken as 8. The first generation is produced randomly within the constraints
in Eq. 21. The population is sorted based on the fitness of candidates in it. The two
best candidates in the first generation are moved directly to the next generation.
The rest of the next population is generated through pair selection, crossover, and
mutation.

Pair selection: In a population of size n like [x1, x2, x3, . . . , xn] with the corre-
sponding fitness values [ f1, f2, f3, . . . , fn], the candidate with a lower fitness value,
has a better chance of entering the next generation. So, the possibility of each chro-
mosome entering the reproduction process is shown as [p1, p2, p3, . . . , pn] and
calculated as in Eq. 22:

Pi = 1 − f i tnessi
∑populationsi ze

i=1 f i tnessi
, i = 1, 2, 3, .., n (22)

Cross-over: Assume two chromosomes selected after pair-selection like, xi =
[xi1, xi2, xi3, . . . , xim] and x j = [x j1, x j2, x j3, . . . , x jm]. If the elements after
the kth element on xi are swapped with the ones on x j , the new chro-
mosomes will be, xi = [xi1, xi2, xi3, . . . , xik, x j(k+1), . . . , x jm] and x j =
[x j1, x j2, x j3, . . . , x jk, xi(k+1), . . . , xim]. In this study multi-point crossover was
used.

Mutation: Sometimes the solution gets trapped around a local minimum instead
of the global minimum. During mutation one of the genomes is randomly selected
and its value is changed from 0 to 1 or from 1 to 0. This brings new solutions to
evolution that might have better answers than what is already in the population. The
probability of mutation was taken as 0.5 in this study.

3.4 Case Study

Consider a damaged structure as shown in Fig. 5 with the following properties {L =
20in, Lw = 5in, D = 25%}. The first three natural frequencies andmode shapes are
calculated using spectral analysis. The results are taken as {λ}exp, {�}exp in Eq. 19
as simulation of a vibration test.

The GA computes 8 trial solutions for each generation. The algorithm stops when
the cost function of the best solution becomes zero orwhen the number of generations
reaches a certain limit. The trial solution with the lowest cost in each generation is
plotted in Fig. 7.

The exact values for {Ltrial , Ltrial
w , Dtrial}were predicted in the 356th generation.

This means 356*8 = 2848 possible cases were investigated until the right solution
was found. Considering the constraints in Eq. 21 and with regards that Lmax

w was
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Fig. 7 Performance of the GA in optimization

taken as 20 as a simplifying assumption, 20 * 60 * 100 = 20,000 possible cases of
damage exist. This means the GA found the exact location of damage and its severity
by considering only

(
2848

120000 ∗ 100
)
2.37% of all possible cases.

4 Conclusion

A transient solution procedure was developed within the context of spectral element
method and implemented for the analysis of Euler–Bernoulli beams. As Spectral
Element procedure is originally developed for the steady-state dynamic solution,
the developed procedure utilizes the steady-state solution to determine the transient
solution. The numerical efficiency of the Spectral Element Method over the finite
element method, in obtaining the free vibration frequencies and mode shapes, was
illustrated in case studies. The efficiency gained by the Spectral Element Method
gains more significance in higher frequencies which is especially important as in
many cases damage effects reveal themselves only at high frequencies. Results of
the dynamic analysis were employed in a genetic algorithm-based damage detection
procedure. The genetic algorithm searches for the optimum of a cost function that
employs the frequencies and mode shapes of the spectral element model to identify
the damaged configuration, including damage location and size. A case study was
designated to show the success of the overall damage detection algorithm developed.
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Effective Bond Length of FRP Sheet
Bonded to Concrete

M. F. Qureshi and S. A. Sheikh

1 Introduction

Amongst the available strengthening techniques, retrofit with FRP has offered better
ease of application and in many cases better performance especially with respect
to the conventional techniques. The de-bonding failure, however, is still one of the
major issues in the application of external FRP that needs to be dealt with. This
premature de-bonding hinders to achieve full effectiveness of the bonded FRP sheets
over time. Different testing practices have investigated the bond between concrete
and FRP, but huge discrepancies exist in the available bond results. To date, no
standard procedure is available for testing the FRP to concrete bond which is one of
the reasons of vast scatter in the bond test results. Based on the cost and the time to do
the tests and symmetry of load application, double shear tests are usually preferred
for the bond tests compared to other setups. Effective bond length (Le), bond length
corresponding to the FRP sheet de-bonding load, is measured from bond tests to
calculate average bond stress and bond slip.

Nakaba et al. [8] tested 36 double shear bond specimens with 300 mm bond
length. The specimens consisted of a concrete prism with dimension of 100 × 100
× 600 mm cracked at mid-length using a hammer after FRP laminates application.
The variables examined were: (1) type of fiber, and (2) substrate type, (3) substrate
strength, and (4) influence of putty thickness. The study investigated three types of
fibers: standard carbon fiber, high stiffness carbon fiber, and aramid fiber, and two
types of substrate: mortar and concrete. The substrate strength was in the range of
23.8–57.6 MPa. The failure happened by peeling of the FRP laminates in all the
specimens. About 1 mm substrate surface was adhered to the peeled FRP laminates,
which reduced with higher substrate strength. The comparison of the test results
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showed greater failure load for stiffer FRP laminates, where stiffness was defined as
laminate thickness multiplied by elastic modulus of FRP laminate. Like failure load,
a direct relation was found between the effective bond length and FRP laminates
stiffness. The maximum local bond stress was not affected by the type of fiber but
increased as compressive strength of concrete increased. The substrate type and putty
thickness did not significantly influence failure load or effective bond length.

A couple of research programs at the University of Toronto investigated the effec-
tive bond length using FRP to concrete bond specimens. In 2001, Sato and Vecchio
tested six CFRP bond specimens cracked at middle region, 150 × 150 × 800 mm,
with variable bond lengths to evaluate bond length and developed a bond-slip rela-
tion. All specimens failed by de-bonding of CFRP sheets with large concrete pieces
attached to the de-bonded sheet at specimen crack location. An effective bond length
of 150 mm was observed in this study.

Parvathy and Sheikh [9] studied the effective bond length of FRP-concrete spec-
imens, 76 × 76 × 305 mm, under double shear. The variables considered in this
study were bond length and types of FRP. Based on the results of fifty specimens,
it was concluded that the effective bond length is directly proportional to the FRP
sheet stiffness. A similar study was carried out by Homam and Sheikh [5] to inves-
tigate the bond behaviour. The only variable was the FRP sheet type, CFRP and
GFRP. The failure was reported in the epoxy-concrete interface with little concrete
pieces chipped off from the substrate. The findings of the research demonstrated
lower average bond stress in the GFRP-concrete bond specimens compared to the
CFRP-concrete bond specimens, it was attributed to the lower stiffness of the GFRP
sheets. Tam and Sheikh [12] conducted FRP-concrete bond studywith the same setup
as Parvathy and Sheikh [9] with two variables, bond length and types of FRP. 40 and
100mm effective bond lengths were inferred for GFRP and CFRP, respectively, from
the test outcomes. The failure was observed between FRP and concrete interface.

Serbescu et al. [11] tested 20 double shear bond specimens as part of international
Round Robin Test (iRRT) to assess the feasibility of double shear tests. Each spec-
imen consisted of two concrete prisms with dimensions of 150 × 150 × 400mm,
embedded with two 16 mm diameter steel bars and bonded with 600 mm FRP plates
on two faces of the specimen. One hundred mm length of FRP plates was left un-
bonded in the mid-span of specimens to avoid shearing of concrete corners. Two
variables were studied: types of FRP plate and levels of concrete surface roughness.
The test findings showed an increase in the effective bond length for FRP plates
with higher stiffness. Slightly higher effective bond length was measured for spec-
imens with rougher concrete surface. All specimens failed due to de-bonding by
shear-induced peel-off. The specimens with higher surface roughness failed with a
thicker layer of concrete attached to the FRP plate due to better adhesion and greater
mechanical interlock. The results showed the bond strength was dependent on the
surface roughness of concrete substrate.

The study presented here was conducted as part of a comprehensive program to
study the effects of climate change on the FRP reinforced structures. This paper
presents the results of FRP to concrete bond specimens studied to evaluate the effec-
tive bond length and investigate analytical models for effective bond length. The
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results of this study will also be used to investigate the effects of the climate change
on bond behaviour.

2 Test Program

Twelve bond specimens were manufactured and tested in this experimental program.
The variables studied were bond length and types of FRP. The specimens were
subdivided into six groups, each group comprised of two specimens. The details of
the specimens are presented in Table 1.

2.1 Materials

Commercially available unidirectional GFRP and CFRP products were used in this
research. A two-component epoxy was used as the polymer matrix for the composite
comprising of a resin (Part A) and hardener (Part B) in the ratio of 100:42 by volume.
The resin and the hardener were mixed at a speed of 400–600 rpm for 5 min as
suggested by the supplier. The manufacturer reported FRP and epoxy properties are
listed in Table 2. The ready-mix concrete (class C-1) supplied by a local supplier was
used for the specimens following theCSAA23.2–19 code specifications. The average
28 days compressive strength of the concrete was tested at 50.8 MPa. The average

Table 1 Test program

Group No Number of specimens Specimen ID Type of FRP Bond length (mm)

1 2 FCC-L-100 CFRP 100

2 2 FCC-L-125 CFRP 125

3 2 FCC-L-150 CFRP 150

4 2 FCG-L-75 GFRP 75

5 2 FCG-L-100 GFRP 100

6 2 FCG-L-125 GFRP 125

Table 2 Manufacturer reported properties of the FRP and Epoxy

Material Ultimate tensile
strength

Elongation at rupture Nominal thickness of
the fabric

Tensile modulus

(MPa) (%) (mm) (MPa)

GFRP 575 2.2 1.3 26,100

CFRP 986 1.0 1.0 95,800

Epoxy 72.4 5 3,180
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compressive strength increased to 59 MPa when the bond study was conducted. A
two-component epoxy was used to bond the LVDT holders and targets to the bond
specimen.

2.2 Specimen Details

All the specimens comprised of 100 × 100 × 400 mm concrete prism with 800 mm
long steel rebar (20 M) centered in the concrete cross-section. The rebar protruded
200mmfromboth ends for load application as shown in the Fig. 1.Wooden formwork
was used to cast FRP-concrete bond specimens. The molds were filled with concrete
and vibrated using the handheld concrete vibrator. After 24 h, all the concrete prisms
were demolded and shifted to the curing chamber. Concrete prisms were taken out
of the chamber three weeks before the test day and cut into two halves using the
wet saw. A wooden frame was constructed to hold the two halves of the specimens
together. A 100× 100mmflame-retardant Garolite oiled sheet was inserted between
the two halves of the specimens to remove any friction between the concrete surfaces.
Then, wooden frame was secured tight using the screws ensuring the alignment of
the specimen. All gaps between specimen and wooden frame were then filled with
silicone caulking to avoid epoxy penetration in the gaps. The bond surfaces were
preparedusing ahandheld rotary-bristle tool tomeet concrete surface profile 3 (CSP3)
requirements i.e., 0.01–0.025 mm profile depth (ICRI 310.2R 2013) to simulate the
surface preparation in the field. ACI 440.2R 2017R also recommends minimum
surface preparation of CSP3 for bond-critical applications. However, CSA suggests

Fig. 1 Schematic of FRP-concrete bond specimen: a Longitudinal side view, b Transverse side
view, and c Top/bottom view
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dry concrete surface prepared by abrasive method with maximum surface irregulari-
ties of 1 mm. After surface preparation, the specimen was cleaned using compressed
air to remove dust particles and wiped with acetone to ensure a clean surface. Mark-
ings were drawn on the concrete surface for the bonded and un-bonded region. Duct
tape was adhered to the central un-bonded region to break the bond between FRP
and concrete surface. The un-bonded region (30 mm) was provided to avoid stress
concentration at the loaded ends. Epoxy was prepared using resin and hardener as
briefed in Sect. 2.1. Using a roller, epoxy was applied to the concrete surface and the
FRP sheet with a vinyl backing. About 30 min later, when the epoxy became sticky,
FRP sheet was applied to the specimen with vinyl backing. An aluminum grooved
roller was used in the fiber direction to remove extra epoxy and entrapped air bubbles.
Next day, FRP sheet was bonded to the other side of the specimen following the same
procedure. After 7 days of curing of the FRP application, a pre-coating agent was
applied to create a smooth surface for strain gauge application. It was cured for 24 h
before the strain gauges were applied (15 mm apart). Lastly, two LVDT holders and
two targets were adhered to the specimen using epoxy as illustrated in Fig. 1. One
LVDT was used on each instrumented side to measure total bond slip.

To evaluate the effective bond length, three bond lengths were selected for both
types (GFRP and CFRP) specimens. These lengths were decided based on the avail-
able code equations as detailed in Table 3. For the GFRP specimens, the code-
determined bond length values were in the range of 37–98 mm, two values were
selected within the range i.e., 75, 100 mm and third value (125 mm) was selected
slightly higher than the range to ensure effective bond length can be captured. Same
procedure was followed for the CFRP specimens and three bond lengths selected
were 100, 125, and 150 mm.

A 1000-kN servo-controlled universal testing machine was used for loading the
bond specimens as illustrated in Fig. 2. For the first bond specimen, the initial loading
rate used was 0.2 mm/min which was found to be too fast, so the loading rate was
reduced to 0.08 mm/min. This lower loading rate was used for all the subsequent
specimens. The specimen was placed in the machine with the wooden frame on and
after fixing the specimen in the machine, specimen alignment was checked with an
auto-leveling laser. Two clamps were applied on the specimen to ensure failure on
the instrumented side. The wooden frame was loosened before load application to
avoid any resistance offered by the frame. The specimen was monotonically loaded
to failure considering de-bonding of the FRP sheet as the ultimate failure.

3 Test Results

3.1 Effective Bond Length

Force in the concrete generated by the applied load is transferred to FRP sheet through
shear stresses in an active bond lengthwhich is part of the total bond length. The active
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Table 3 FRP-concrete effective bond length calculations

Code Equation Factors* Le (mm)

GFRP CFRP

ACI
440.2R-17

Le = 23,300
(ntf Ef )0.58

n= number of FRP
layers
tf= thickness of FRP
per layer
Ef=FRP tensile
modulus

56 31

CSA S806-12
(R2017)

Le = k ∗ Lea

Lea = 25,350
(tf Ef )0.58

k ranges from 0.6 to
1.6 with an interval of
0.2

61 34

Le = 0.6 ∗ 25,350
(tf Ef )0.58

37 20

Le = 1.6 ∗ 25,350
(tf Ef )0.58

98 54

FIB B14
Approach 1
(2001)

lb,max =
√

Ef tf
c2fctm

c2=calibration constant
= 2.0
fctm=mean concrete
tensile strength

80 133

CS TR55
(2012)

lt,max = 0.7 ∗
√

Efdtf
fctm

Efd=design tensile
modulus of FRP
laminate

79 132

CNR-DT 200
(2013)

led =

min

{
1

γRdfbd

√
π2Ef tf�Fd

2 , 200

}
�Fd=design fracture
energy =
kbkG
FC

√
fcmfctm

kb =
√

2−bf/b
1+bf/b

≥ 1

kG = 0.037 (wet
lay-up)
FC = confidence factor
fbd = 2�Fd

su
, su = 0.25

γRd = 1.25 (corrective
factor)

59 99

*n =1; tfEf=32,370 MPa-mm (GFRP); tfEf=90,100 MPa-mm (CFRP); fctm=2.53 MPa; Efdtf =
Ef tf ;fcm= 59 MPa; bf= 50 mm; b=100 mm; FC = 1.0

bond length increases with the applied load until the de-bonding of FRP. Beyond the
de-bonding load level, the FRP sheet starts to peel off without further increase in the
load or the active bond length. FRP sheet de-bonding causes shifting of the active
bond length away from the loaded end until FRP sheet is completely de-bonded. The
active bond length corresponding to the de-bonding load is termed as the effective
bond length ‘Le’. This length can be determined by using the strain variation in the
FRP sheet and is defined as the distance in which the peak strain of the FRP sheet
drops to almost zero. For every load level, second degree polynomial was used to
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(a) (b)

Fig. 2 a FRP-Concrete Bond Setup Schematic, b FRP-Concrete Bond Test Setup

represent strain variations in the FRP. As an example, consider the FCG-L-125.2
specimen plots (Fig. 3) which show the strain variations along the bonded length at
different load levels. At 50% ultimate load (50%Pu), only two strain gauges near the
loaded end showed any strain indicating that the load was transferred only within the
30 mm active bond length region. Active bond lengths of around 47 and 60 mmwere
measured corresponding to 75% and 95% of the ultimate loads which increased
to 70 mm at ultimate load. It is important to note that in a few specimens, strain

Fig. 3 Strain versus strain gauge position along bonded length plot (FCG-L-125.2)
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gauges near the loaded end recorded higher values than expected after de-bonding
initiated. For example, at ultimate load, the strain gauge 30 mm away from loaded
end measured strain value of 10,969μ εwhich is greater than the elastic strain (9330
μ ε) calculated using that load and FRP elastic modulus. This was caused by the
unexpected wedge failure near the loaded end causing strain concentration. Ideally,
the strain values in the first few gauges at the loaded end should give similar strain
after de-bonding.

As for other bond lengths, two FCC-L-100 specimens were constructed. One
of these specimens was the first tested in this series for which the failure occurred
prematurely on the un-instrumented side due to unavoidable bending. For this reason,
results from only one 100 mm bond length specimen are presented. Table 4 presents
the ultimate load, average bond stress at ultimate load, effective bond length and slip
for all the specimens. For specimens with bonded length greater than the effective
bond length, the observed ultimate load was higher than the de-bonding load. After
initiation of the FRP sheet de-bonding, the load kept increasing with the shift of
active bond length from FRP loaded towards the free end. This load increase was
likely due to the additional friction forces generated between the de-bonded FRP
sheet and concrete surface. Two bond stress values were calculated for each bond
specimen, average effective bond stress from Eq. 1, and average bond stress from
Eq. 1a. Average effective bond stress increased with increasing bonded length due
to higher contribution of friction forces. However, the average bond stress reduced
with longer bond lengths because the ultimate load did not increase in proportion
to the bonded length. Higher average bond stress was observed for CFRP sheets
compared to that for less stiff GFRP sheets for the same bonded length. The effective
bond length for CFRP was estimated to be 100 mm as compared to a lower value
of 70 mm for GFRP. Specimen FCC-L-100 was excluded from the average effective
bond length calculations because of the erroneous strain data due to wedge failure.
The concrete wedge was almost 30 mm long leaving only 70 mm bonded length
for load transfer between FRP sheet and concrete at ultimate load. Average effective
bond length measured for CFRP sheet was greater than the GFRP sheet indicating
the effect of higher stiffness.

τavg,eff = Qu

2 ∗ bf ∗ Le,avg
(1)

τavg,tot = Qu

2 ∗ bf ∗ Ltot
(1a)

where τavg,eff= average effective bond stress; Qu= ultimate load; bf = FRP sheet
width; Le,avg= average effective bond length of each group corresponding to ultimate
load; τavg,tot= average bond stress; and Ltot= total bond length of each specimen.
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3.2 Slip

The total bond slip measured between concrete and FRP sheet at ultimate load is
presented in Table 4 for each specimen. In the current test program, total bond slip
was measured using two approaches: (1) using strain gauge data (SG’s) and (2)
using data from linear variable differential transducers (LVDT’s). Total bond slip
is comprised of three components: (1) δb = bond slip between bonded FRP sheet
and concrete, (2) δc = deformation of concrete and (3)δFRP = elongation of the de-
bonded FRP sheet. The second component ‘δc’ was neglected in the first approach
considering the large concrete stiffness (EA) in comparison with the stiffness of FRP
sheets. The total bond slip was determined by plugging strain gauge values in Eq. 2.
The equation integrates the strain values along the bonded length using Simpson’s
rule. The LVDT’s measured deformation that included the bond slip and the elastic
elongation of the FRP along with concrete elongation (Eq. 3). Comparable slips were
observed from both approaches as shown in Table 4. The difference between the
two approaches was due to several reasons such as (a) LVDT’s measured the elastic
concrete elongation which was not measured by the strain gauges and (b) assumption
of linear strain variation between the strain gauges to calculate total bond slip. The
bond slip value (δb) corresponding to the ultimate load was also calculated for each
specimen to evaluate the effect of longer bonded length and FRP stiffness. Equation 4
was used for this purpose which integrated the strain values only along the effective
bond length region. As Table 4 shows, the longer bonded length did not affect the
bond slip in the effective bond length region. Moreover, almost similar bond slip
values were calculated for both type of FRP sheets regardless of the FRP stiffness
and the bonded length.

SlipSG = δb + δFRP =
n−1∑
i=1

(
εi + εi+1

2

)
· (xi+1 − xi) (2)

where n = number of strain gauges; i = 1, 2, 3, …, n − 1; εi = strain value at ith
strain gauge; εi+1 = strain value at (i + 1)th strain gauge; xi = distance of ith strain
gauge from loaded end; and xi+1 = distance of (i + 1)th strain gauge from loaded
end

SlipLVDT = δb + δc + δFRP (3)

Slip′
SG = δb =

n−1∑
i=j

(
εi + εi+1

2

)
· (xi+1 − xi) (4)

where n = number of strain gauges; i = j, j+ 1, j+ 2,…n− 1; j = first strain gauge
on bonded (as opposed to de-bonded) FRP sheet towards the free end; εi = strain
value at ith strain gauge; εi+1 = strain value at (i + 1)th strain gauge; xi = distance
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Wedge failure

Tested side

Fig. 4 FRP-concrete wedge failure

of ith strain gauge from loaded end; and xi+1 = distance of (i + 1)th strain gauge
from loaded end.

3.3 Failure

Failure occurred in an abrupt manner by de-bonding of the FRP sheet in all the
specimens with a wedge failure near the loaded end. As mentioned earlier, an un-
bonded length (15mm)was providedon each concrete prism to avoidwedge failure of
the concrete, but the wedge failure (Fig. 4) was still observed in the tested specimens
due to stress concentration near the loaded end. The FRP sheet de-bonding initiated
with a cracking sound at around 80–90% of the ultimate load and continued until the
failure. Three possible failure modes can be observed for the bond specimens; (1)
Rupture of the FRP; (2) Adhesive and concrete interface failure; and (3) Shearing
of the concrete surface. In all the tested specimens, the failure was due to concrete
shearing. A thin layer of concrete was found attached to FRP sheet after de-bonding
failure.

4 Proposed Model

Based on the findings of the FRP-concrete tests, the average effective bond length
was inferred to be 70 mm for the GFRP sheets and 100 mm for the CFRP sheets. In
addition to the current test results, data gathered from literature [8, 11] and previous
University of Toronto studies [5, 9, 10, 12]were also used to plot effective bond length
vs stiffness plot as shown in Fig. 5. The FRP stiffness used (Fig. 5) is defined as a
product of FRP thickness andmodulus since it is difficult tomaintain epoxy thickness
in the wet lay-up technique. The curves based on the available FRP standards are
also shown on the same figure to assess their applicability. For the current study, all
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Fig. 5 Effective bond length comparison using FRP codes/guides and proposed model

codes/standards predicted reasonable effective bond length value for GFRP, however,
for CFRP only CNR DT-200 2013 predicted reasonably accurate value. All code
equations seem to predict correct effective bond length for a few data points but
not all. It is important to mention that the CSA effective bond length equation was
quite inaccurate especially for the CFRP sheets. Using the current test data and data
gathered from literature, Eq. 5 is proposed for effective bond length. The power
function was found to be best suited to define the relationship between the effective
bond length and FRP sheet stiffness.

Le = (Eftf)
0.475

2
(5)

where Le = effective bond length; Ef tf = FRP sheet stiffness.
The predicted effective length for CFRP and GFRP is 112.8 and 69.4 mm using

the proposed model. The reason for the difference between the analytical effective
bond length values and the estimated experimental values is the large scatter in the
bond specimen’s database as well as a lack of strain data due to malfunctioning of
strain gauges in the tests. This can partially be improved by standardizing the test
method and defining concrete surface preparation details.
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5 Conclusions

Twelve FRP-concrete bond specimens, carefully constructed and instrumented, were
tested with varying bond lengths to study the effective bond length of GFRP and
CFRP sheets with normal concrete. Effective bond length of around 70 and 100 mm
were inferred for theGFRP andCFRPbond specimens, respectively. A direct relation
was observed between the effective bond length and the FRP sheet stiffness. CFRP
sheets showed higher average bond stress compared to GFRP sheets for same bonded
length. However, almost similar bond slips were calculated for both FRP types.
The findings also confirmed the total bond slips measured using LVDT’s and strain
gauges were greater than the bond slip (Slip′

SG) mainly due to the elastic elongation
of de-bonded FRP sheet. An analytical model based on the available test data was
developed to estimate the effective bond length and a comparative study was done to
evaluate the available relevant equations from the FRP codes. Contrary to the CSA
S806-17 model, the effective bond length was found to be proportional to the FRP
stiffness. The proposed equation predicted the effective length values reasonably
well and offered an improvement over the available models. However, additional
bond specimen test results are needed with standardized test method and concrete
surface preparation to improve the model.

Acknowledgements The authors acknowledge funding from the National Research Council of
Canada (NRC) for this project. Thanks are also due to FYFE Co. for donating the FRP materials.
The experimental work was conducted at the Structures Laboratories of the University of Toronto,
Toronto, Canada.

References

1. American Concrete Institute Committee 440 (2017) Guide for the Design and Construction
of Externally Bonded FRP Systems for Strengthening Concrete Structures, ACI 440.2R-17,
Farmington Hills, MI, USA

2. Canadian Standards Association (2017). Design and Construction of Building Structures with
Fiber-Reinforced Polymers, CSA S806–12 (reaffirmed 2017), Mississauga, Ontario, Canada

3. CAN/CSA-A23.3–14 (2014) Design of Concrete Structures. Canadian Standards Association,
Rexdale, Ontario, Canada

4. Federation Internationale du Beton Task Group 9.3 (2001) Externally Bonded FRP Rein-
forcement for RC Structures, Technical Report, Fib Bulletin 14, CEB-FIP, Lausanne,
Switzerland

5. HomamSM,Sheikh S (2005) FiberReinforced Polymers (FRP) and FRP-ConcreteComposites
Subjected toVariousLoads andEnvironmental Exposures, PhD’sThesis,University ofToronto,
Toronto, Canada

6. International Concrete Repair Institute (2013) Selecting and specifying concrete surface
preparation for sealers, coatings, polymer overlays, and concrete repair, ICRI Guideline No.
310.2R-2013, Rosemont, IL, USA

7. Italian National Research Council (2013) Guide for the design and construction of externally
bonded frp systems for strengthening existing structures. CNR-DT 200 R1/2013. Italy, Rome,
p 2013



540 M. F. Qureshi and S. A. Sheikh

8. Nakaba K, Kanakubo T, Furuta T, Yoshizawa H (2001) Bond Behavior between Fiber-
Reinforced Polymer Laminates and Concrete. ACI Struct J Title no 98–S34, 1–9

9. Parvathy U, Sheikh S (2003) Behaviour of FRP-to-FRP and FRP-to-concrete bond, Master’s
Thesis, University of Toronto, Toronto, Canada

10. Sato Y (2001) Report on FRP bond sheet test. University of Toronto, Toronto, Canada
11. SerbescuA,GuadagniniM, PilakoutasK (2013) Standardised double-shear test for determining

bond of FRP to concrete and corresponding model development. Compos Part B 55:277–297
12. Tam SSF, Sheikh S (2007) Durability of Fiber Reinforced Polymer (FRP) and FRP Bond

Subjected to Freeze-Thaw Cycles and Sustained Load, Master’s Thesis, University of Toronto,
Toronto, Canada

13. The Concrete Society (2012) Design guidance for strengthening concrete structures using fibre
compositematerials, concrete society,CS-TR-55-UK,TechnicalReportNo. 55, 3rd edn.Report
of a Concrete Society Committee, Berkshire, UK



Self-Sensing Properties of Engineered
Geopolymer Composites

M. A. Hossain and K. M. A. Hossain

1 Introduction

Developed as a novel, environment-friendly, and promising alternative to Portland
cement (PC), geopolymers are inorganic polymer by-products formed from the reac-
tion of solid aluminosilicate source materials and alkaline activators [10, 12, 17].
As per [10], unlike PC, geopolymers are developed through polycondensation by
utilizing silica and alumina from the source materials and high alkaline activators
which eventually, gain strength. The advantage of geopolymer over PC concrete
includes better mechanical strength at early and final ages, stability under thermal
and chemical conditions, strong adhesion to various surfaces, low permeability, and
low carbon emission [26]. However, geopolymer concrete shows brittle characteris-
tics justifying the necessity to study the prospect of introducing different reinforcing
materials (fibers, nanomaterials, etc.) to improve flexural and fracture performances.

The recent developments in nanotechnology have enabled the incorporation of
nanosized particles/fibers/tubes such as nano-silica, carbon nanotubes, nano TiO2,

etc., as reinforcing elements within the matrix of cementitious materials. Previous
research has shown the effectiveness of these nanoparticles/fibers/tubes compared to
other reinforcing materials such as steel bar, PVA fibers, etc. in impeding initiation
and propagation of the nanosized cracks that eventually form micro-cracks [30, 35].
Another option can be the use of nano-silica particles. Fine additives like nano-silica
particles have a filler effect and can densify the concrete microstructure [14, 25, 28,
32]. Moreover, nano-silica also contributes to cement hydration as these particles
have a high specific surface area (300 m2/g) [19, 27]. However, these particles lack
the ability to prevent nanosized crack formation due to its low aspect ratio (spherical
shape) [25], bringing the use of carbon-based nanofillers. Unlike nano-silica, carbon
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nanotubes (CNTs) have a high aspect ratio (from 1000:1 to 2,500,000:1) [18, 20, 21]
in addition to its high strength and highmodulus of elasticity [29, 38]. Owing to these
benefits of high aspect ratio and mechanical performance, CNTs have been found
to be significantly effective in enhancing mechanical strength and crack resisting
performance of the cementitious composites. However, research outcomes related
to the large-scale application of CNT within reinforced cement composite is still
scarce.

Another important aspect of the civil structure is ensuring and improving its safety
and serviceability by controlling andmonitoring structural vibration, load, and struc-
tural health. One of the best options to address this issue is Intrinsic self-sensing
concrete (ISSC) which provides a new approach to maintain sustainable develop-
ment in concrete materials and structures [7]. Self-sensing is the ability of struc-
tural materials to sense changes in its own condition, such as strain, stress, damage,
and temperature [8, 9]. Self-sensing concrete can be fabricated by incorporating
some functional fillers such as carbon fiber (CF), carbon nanotube (CNT), carbon
black, graphene nanomaterials, etc. [33]. An extensive conductive medium within
the concrete can be achieved through the dispersion of these fillers. Due to deforma-
tion or stress development under external force or environmental action, this medium
will undergo changes affecting its electrical properties (such as conductivity). Based
on the changes in the electrical properties, any change under external force or envi-
ronmental action can be sensed and identified [9, 39]. One of the major challenges,
as described by [23], still remains to be proper utilization of these nanoparticles in
order to bring their electrical properties effectively onto the macroscopic level for
sensing purposes, to be specific for a larger application.

Themain purpose of this article is to present a brief overview of the developments,
properties, and applications of CNT-based fiber reinforced engineered geopolymer
composites (EGCs). The CNTs used for this study were multi-wall carbon nanotubes
(MWCNTs). A comparative analysis of electrical behavior for the increase in CNT
content has also been presented. Primarily, the fresh state and mechanical properties
of developed MWCNT based EGC mixes are described along with the variation in
electrical behavior (such as resistivity) of specimens under progressive compressive
loading to failure for assessing self-sensing performance. However, the focus is
primarily given on challenges and prospects of self-sensing performance of nano-
fiber reinforced EGC specimens under external compression loading. The findings of
this paperwill help researchers and engineers to develop and evaluateMWCNT-based
conductive geopolymer composites with self-sensing ability.

2 Materials and Methodology

Three types of source materials, i.e., Ground Granulated Blast Furnace Slag
(GGBFS), class F-Fly Ash (FA-F) and class C Fly Ash (FA-C) were used as source
materials to develop EGCs. The binary (BM) (FA-C+ slag) and ternary TM (FA-C+
slag+ FA-F) EGC mixtures were developed by incorporating FA-C, slag, and FA-F
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Table 1 Details of binary and ternary EGC mixes

Mix
ID

Source
Materials
(SMs)

SM
(mass)

WCNT* Activator* Silica
Sand*

SP* PVA** Water/SM
(W/S)

BM FA-C +
slag

1 0%,0.3%,0.6% 0.1 0.3 0.02 0.02 0.35

TM FA-C +
slag +
FA-F

1 0%,0.3%,0.6% 0.1 0.3 0.02 0.02 0.35

*Weight proportion with respect to SM; **Volume proportion with respect to the total volume of
the mix; FA-C: fly ash class C; FA-F: fly ash class F. slag: ground granulated blast furnace slag

as reactive aluminosilicate solids, fine silica sand (SS), water, and polycarboxylate
based high range water reducing admixture (HRWRA). As an alkaline activator, a
particular combination of powder form of Na2SiO3 and Ca (OH)2 was used for this
study. Commercially available Polyvinyl Alcohol (PVA) fiber with 8 mm in length
and 40 µm in diameter was used to produce EGCs. The surface of PVA fiber was
coated with 2% oil by weight to reduce fiber/matrix frictional bond. In addition, to
evaluate self-sensing behavior, 0–0.6% of multi-wall carbon nanotubes (MWCNTs)
with 20–30 nm diameter, 10–30 µm length, 95% (wt %) purity were used in both
mixes in order to get conductive properties. The specimens were cured at ambient
temperature (23± 3˚C) and 95± 5% relative humidity in the moisture room till the
testing date (28 days). The details of prepared binary (BM) and ternary (TM) EGC
mixes with MWCNTs are provided in Table 1.

Setting time, slump flow, and fresh state /hardened density of EGCs with
MWCNTswere evaluated. The slump flow (Fig. 1a) and fresh density weremeasured
as per ASTMC1611 [3] and ASTMC138 [2], respectively. Setting times (initial and
final) were measured following ASTM C807 [5] as shown in Fig. 1b. Compressive
and direct tensile strength of EGC specimenswere determined by testing 50mmcube
and Dogbone specimens as per ASTM C109 [1] and ASTM E8 [6] with specimens
neck size 100 mm× 25 mm× 25 mm, respectively. Flexural strength of EGCmixes
were also determined using simply supported beam specimens (310 mm× 76 mm×
50mm) subjected to four-point loading followingASTMC651 [4] standard (Fig. 1c).
The hardened density of EGC was evaluated following conventional procedure.

Two prove-probe electrodes [15, 22, 37] made of copper meshes embedded near
the two opposite faces of cubic specimens were used for measurement of electrical
resistance (using 5 V DC current) during compressive loading to failure to study
piezoresistive effect for self-sensing property assessment. A computer-aided data
acquisition systemwas used to record load-resistivity response during loading history
until failure of the specimen (Fig. 1d). Electrical resistivity or conductivity was also
measured using cube specimens by applying 5 V DC current as shown in Fig. 1e.
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(a) (b) (c)

(d) (e)

Fig. 1 Test set-ups: a Slump flow, b Setting times c Flexural strength d Piezoresistive test e
Conductivity/resistivity test

3 Results and Discussion

3.1 Setting Time, Slump Flow and Densities of the EGC
Mixes

The initial and final setting times of MWCNT based EGC mixes are provided in
Table 2. It is evident binary (BM) EGC mixes experienced a relatively early setting
as compared to their ternary (TM) counterparts. The initial and final setting times
of BM mixes were observed to be about 60 and 30 min less than those of TM
mixes, respectively. The presence of FA-F in the ternary mixes was responsible for
such delay in setting times since it increased the SiO2/Al2O3 ratio [30]. BM mixes

Table 2 Summary of setting time, fresh and hardened density

Sample name Setting time (mean values) Mean fresh density
(kg/m3)

Mean hardened
density (kg/m3)Initial (min) Final (min)

BM: 0%, 0.3%, 0.6%
MWCNT

150 260 1935 1970

TM: 0%, 0.3%, 0.6%
MWCNT

210 290 1905 1988
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experienced slump flow of around 720 mm within 5 s, whereas TM mixes exhibited
slump flow of about 725 mm within 3 s. Hence, the ternary mixes were found to
be more flowable than the binary mixes. The fresh state and hardened densities of
EGCmixes are also provided in Table 2. The fresh state density of BM and TMEGC
mixes ranged from 1905 to 1935 kg/m3 while 28-day hardened density ranged from
1970 to 1988 kg/m3.

3.2 Compressive, Flexural and Direct Tensile Strengths

The28-day compressive strength of the developedMWCNT-basedBMEGCmixwas
24–26MPa compared to 22–24MPa of TMmixes. The relative lower strength of the
ternarymixeswas due to comparatively lower activation of FA-C [34]. Fromprevious
studies, it was found that the compressive strength of fly ash-based geopolymer
with solution-based activator ranged from 10 to 80 MPa, depending on water to
geopolymer solid (source materials) ratio and curing temperature [11, 31]. On the
other hand, compressive strengths of EGCs were found to be in the range of 17.4–
54.6MPa in previous research studies conducted by Nematollahi et al. [24] using fly
ash as source materials and combinations of NaOH and Na2SiO3 as activators. The
maximum compressive strengthwas achieved by the geopolymermixeswithwater to
sourcematerials (W/S) ratio between 0.18 and 0.20.W/S ratioswere significantly less
than the ratio used in the current study. Hence, there is scope for further improvement
in the compressive strength of EGCs with MWCNT by reducing the water content.

Figure 2 compares the flexural stress vs. mid-span deflection variation of beam
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specimens made of BM and TM mixes with 0.3% MWCNT at the age of 28 days.
The maximum flexural strength values of BM- MWCNTand TM-MWCNT EGC
mixes were 4.7 and 3.7 MPa, respectively, with TM mixes showing lower strength.
Flexural toughness were observed 8.182(BM-MWCNT), 7.538(TM-MWCNT) and
the ductility factor were found BM 3.01 and TM 3.1. BM mixes showing better
toughness and both mixes showing similar ductility factor. The tensile stress–strain
responses of EGC-MWCNT mixes with 0.3% MWCNT at 28 days are compared in
Fig. 3. Maximum tensile strength of 4.5 and 4.7 MPa were achieved by the binary
(BM-MWCNT) and ternary (TM-MWCNT) EGC mix, respectively. It can be noted
from Fig. 3 that specimens made of both BM and TM EGC mixes with MWCNT
exhibited strain hardening (ductile) behavior with the formation of micro-cracking
showing more than 2% strain before failure. Moreover, both flexural and tensile
strengths of BM and TMEGCmixes are comparable with those found from previous
research studies. Uni-axial tensile strength of EGCmixes developed by Nematollahi
et al. [24] ranged from 2.9 to 3.4 MPa and 3.9 to 5.2 MPa, respectively.

3.3 Piezoresistive Characteristics of EGC Mixes

Figure 4 shows the variation of electric resistivitywith progressive compressive stress
in cube specimens during loading as an indicator of self-sensing performance. Both
BM and TMEGC cube specimens showed sensitive properties showing a decreasing
trend of resistivity with increase in compressive stress/load. The change in resis-
tivity with the change in compressive stress (above 10 MPa) was observed to be
noteworthy and, thus, present with the significant prospect for MWCNT incorpora-
tion for self-sensing purposes. As the specimen underwent increasing compressive
load, the MWCNT layers can be expected to come closer (better interconnection),
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Fig. 4 The piezoresistive effect showing a variation of resistivity with compressive stress during
loading

resulting in a better conductive media and, thus, reduced resistivity value [36]. Also,
this finding presents the self-sensing prospect ofMWCNTbasedEGCmixes from the
variation of electrical property due to change in external loading condition. During
field application, this decreasing trend of resistivity value will indicate increase in
developed stress resulting from the change in external compression loading and thus,
signify the self-sensing characteristics/performances of developed EGC-MWCNT
mixes.

3.4 Influence of MWCNT Content on Electrical
Resistivity/conductivity Properties of EGC Mixes

Figure 5 shows the effect ofMWCNT concentration on the resistivity/conductivity of
BM and TMEGCmixes. It can be noted that mix with 0%MWCNT exhibited a non-
conductive medium showing very low conductivity. However, with the incorporation
of 0.3%MWCNT, the conductivity increased to 0.0198–0.021 S/m. The conductivity
values further increasedwith the increase inMWCNT content from 0.3% to 0.6%, up
to a limit of around 0.026 S/m for binary BM-MWCNT mix and 0.029 S/m for TM-
MWCNT. The conductivity of BM-MWCNT and TM-MWCNT mixes were found
to be 19.80 × 10–3 S/m and 21.0 × 10–3 S/m, respectively, and these values are in
agreementwith the previously observed values of 10−1 S/cm–10−6 S/cm from former
research studies [13]. In general, conductivity increasedwith the increase ofMWCNT
content and ternary (TM)EGCmix exhibited higher conductivity compared its binary
(BM) counterpart at higher MWCNT content. This can be attributed to the formation
of better conductive EGC media/matrix resulting from the addition of increased
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MWCNT content. Moreover, these observed trends of conductivity variations and
the trend of increase in conductivity with the increase of MWCNT addition was
confirmed from previous research studies where MWCNT addition of up to 1%
increased the conductivity [16].

4 Conclusions

This paper presents findings of an ongoing comprehensive investigation on engi-
neered geopolymer composites (EGCs) having varying contents ofmulti-wall carbon
nanotube (MWCNT), binary and ternary combinations of source materials such as
fly ash F (FA-F), fly ash C (FA-C) and ground granulated blast furnace slag (slag),
combination of alkaline reagents as activators and polyvinyl alcohol fibers. Based
on the results of fresh state (such as slump flow and setting times), mechanical
(flexural and tensile strength) and coupled piezoresistive-electrical conductivity (for
self-sensing evaluation) tests, the following conclusions are drawn:

• The binary mixes (BM) made of FA-C and slag exhibited relatively quicker initial
and final setting times as compared to their ternary (TM) counter parts made of
FA-C, slag and FA-F. In addition, binary and ternary EGC mixes experienced
comparatively slower setting times in comparison with conventional geopolymer
mixes.

• The binary mixes achieved higher compressive strength at 28 days in comparison
with the ternary mixes. Both BM and TM EGC mixes experienced compressive
strengths that are comparable to the strengths of geopolymer mixes from previous
research studies having similar water to source material ratios.
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• The binary mixes achieved almost similar tensile strengths compared to their
ternary counterparts and mix. All mixes exhibited strain herding tensile stress–
strain responses (showing > 2% strain) with micro-cracking characteristics
However, for flexural performance, the binarymixes produced about 27% increase
in maximum flexural strength compared to their ternary counterparts.

• The variation in electrical resistivity value of MWCNT based EGC cube spec-
imens with progressive compression loading to failure (during piezoresistive
testing) implies MWCNT as prospective filler material for inducing self-sensing
properties in geopolymer composites and confirmed the self-showed better
conductive media/matrix with increasing stress due to better interlayer connec-
tion between MWCNT layers. Both BM and TM mixes had shown reasonable
conductivity that supported the findings from previous research studies.

• The increase in MWCNT content from 0.3%wt to 0.6%wt showed an increase in
conductivity from about 0.019–0.026 S/m to 0.021–0.029S/m.

• The outcomes of this experimental investigation are quite promising and exhibit
potential for developingEGC-MWCNTmixeswith powder based activators under
ambient curing conditions as sustainable and conductive construction materials
for the self-sensing purpose. However, further studies will be required to develop
design specifications for EGC-MWCNT mixes.
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Analysis of Reinforced Concrete Shear
Walls Using Elastic–Plastic-Damage
Modelling

R. E. Erkmen, A. Sarikaya, O. Arat, and K. Galal

1 Introduction

Shear walls are useful structural tools in redistributing the loads and controlling
the damage in reinforced concrete buildings under earthquake loads. Due to their
comparatively large cross-sections, they carry significant portion of the base bending
moment and shear under lateral load. Bending mode of behaviour also improves
ductility when the reinforcement arrangements are sufficient. Analysis of shear walls
requires incorporation of inelastic material models as often the stresses the elastic
threshold under extreme lateral loading such as earthquake. For finite element struc-
tural modelling purposes elastic–plastic-damage based constitutive laws have been
applied extensively for the description of progressive failure of concrete. The evolu-
tion of the internal parameters in phenomenological plasticity and damage models
can be related to underlying mechanisms within the material in a thermodynamically
consistent manner, e.g., development of slip bands and dislocation systems causing
plastic deformations or void nucleation and crack development causing stiffness
degradation. Initial attempts to merge elastoplastic and damage constitutive models
can be found in Lemaitre [6], Simo and Ju [12] and recently by Armero and Oller
[1]. An efficient coupled elastoplastic damage model, that is capable of simulating
the behaviour of plain concrete, was also developed by Lee and Fenves [5]. Recently,
Sarikaya and Erkmen [11] showed that the Lee and Fenves [5] model can be captured
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as a special case within the framework of Armero and Oller [1] by imposing a kine-
matic conditionbetween the strain components. In both [5, 11] a single failure surface,
potential function and hardening/softening criterion can be adopted in order to char-
acterise the inelastic behaviour of concrete, providing an efficient computational
framework.

On the other hand, analysis and design tools used for buildings often employ
beam-type one-dimensional finite element formulations for shear walls as well as
beams and columns as such models are computationally faster which is especially
important in nonlinear time-history analysis and the results are easier to interpret
for design purposes. Accordingly, uniaxial stress–strain relations or lumped springs
providing nonlinear moment-rotation relations have been used for the analysis of
buildings under lateral loads. Such one-dimensional generalized force–deflection or
stress–strain relations depends on a-priori assumed conditions such as confinement
pressures and failure modes. In this paper we propose to use a multi-axial mate-
rial model that can capture the effect of shear as well as the axial stresses on the
cross-section in the evolution of inelastic deformations. As the model is multi-axial
the stresses in other surfaces and directions are either assumed zero or tied to the
calculated cross-sectional stresses by a calibration factor so that confinement effects
can be incorporated within the material model. The adopted a multi-axial concrete
model is based on multi-surface plasticity which is applicable for both tension and
compression behaviour. The inelastic material behaviour of steel reinforcements bars
has also been considered in the analysis. In the following the details of the proposed
concrete model is introduced and employed within a beam type 1D finite element.
Cross-sectional properties and stress resultants consider the reinforcements locations
and difference in their material properties under the kinematic assumption of plane
cross-section remains plane. Such formulations are often called fibre elements in
literature e.g., Spacone et al. [13], Erkmen and Attard [2]. However, adaptation of a
multi-axial material model within a fibre element formulation so that shear effects
can be considered in the material behaviour is the novelty introduced herein. The
beam finite element formulation and the associated interpolation functions are based
on the Timoshenko theory so that the shear deformation effects are also considered in
the analysis. The numerical formulation is then used for pushover analysis of shear
walls and comparedwith experimental results from literature for validation purposes.

2 Continuum Damage Plasticity

Following Armero and Oller [1], the coupled damage and plasticity constitutive
equations can be built on 3 basic hypotheses: additive decomposition of the total
strain field, the strain energy and finally the plasticity and damage initiation criteria.

• The additive decomposition implies that the total deformation can be decomposed
into elastic part εe, plastic part εp and damage part εd as ε = εe + εp + εd .
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• The strain energy stored during deformation can be written as the sum of elastic
and damage strain energies plus the energies due to hardening effects of plastic
and damage parts:

�
(
ε, εp, κp, φ, εd , κd

) = �e(εe) + �d(εd , φ) + �p
(
κp

) + �d(κd)

where hardening effects can be accounted with the hardening potentials for the
plastic behaviour �p(κp) and damage behaviour �d(κd), which are functions of
hardening variables κp and κd for plasticity and damage, respectively. �e(εe) is
the elastic strain energy and �d(εd , φ) is the damage strain energy. The damage
parameter φ can be written in terms of the reduction factor as φ = ϕ/(1 − ϕ),
where ϕ ∈ [0, 1] is a measure of reduction in the load carrying area.

• The elastic domain can be specified as the domain in stress space where no
change of internal variables, i.e. εp, κp, φ, εd , κd , takes place. The boundaries
of the domain is determined by the plastic failure criterion and the damage failure
criterion with

f p
(
σ, κp

) ≤ 0 and f d
(
σ, κp

) ≤ 0

The plastic and damage failure criteria are generally independent from each other.
However, an a-priori assumed partitioning of the strain tensor in the form of dεd =
ϕdε. simplifies the selection of the failure surfaces as it permits the use of single
failure criterion, i.e., f p

(
σ, κp

) = f d(σ, κd) and dκd = φdκp Therefore, the coupled
elastoplastic-damage model can be easily calibrated to fit to the observed behaviour.
The proposed approach also simplifies the numerical procedure, details of which can
be found in Sarikaya and Erkmen [11].

2.1 Concrete Material Model

For materials that behave significantly different in tension and compression, it is
a convenient approach to utilise a set of yield surfaces in order to characterise the
stress–strain evolution for each regime. In this paper, we introduce a three-surface
multi-surface plasticity framework in order to cover both compression and tension
characteristics of concrete. Figure 1 below shows the three-surface plasticity model
for combined tension and compression.

2.1.1 Zone I–Compression Zone Yield Surface

The plastic model that determines the envelope curve for stress–strain relation-
ship consists of a potential surface, hardening law, which describes the deformation
capacity in multiaxial compression, and a yield surface. For the compression zone
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Fig. 1 Three-surface
plasticity model for
combined tension and
compression

we employ the yield surface proposed by Menetrey and Willam [7] which is given
as:

f1(ξ, ρ, θ, κ1) =
(√

1.5
ρ

fc

)2

+ qhm0

(
ρ

fc
√
6
r + ξ

fc
√
3

)
− qhqs ≤ 0 (1)

where qh and qs controls the shape and location of the loading surface and m can be
written as:

m = 3
fc2 − ft 2

fc ft

e

e + 1
(2)

in which fc is the uniaxial compressive strength, ft is the uniaxial tensile strength
taken herein as 0.09 fc. Both the plastic potential and the yield surface are constituted
by using the unified co-ordinates in the Haigh–Westergaard stress space, which are
based on the stress invariants. The three co-ordinates ξ, ρ and θ can be expressed as:

ξ = I1√
3 f c

, (3)

ρ =
√
2J2
f c

, (4)

cos 3θ = 3
√
3

2

J3

J 3/2
2

(5)

where:
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I1 = σ11 + σ22 + σ33 (6)

J2 = 1

6

[
(σ11 − σ22)

2 + (σ22 − σ33)
2 + (σ33 − σ11)

2
] + τ12

2 + τ23
2 + τ31

2 (7)

J3 = −
(
I1
3

)3

+
(
I1
3

)2

(σ11 + σ22 + σ33)

+
(
I1
3

)
(τ12τ12 + τ13τ13 + τ23τ23 − σ11σ22 − σ11σ33 − σ22σ33)

− τ13τ13σ22 − τ23τ23σ11 − τ12τ12σ33 + 2τ12τ13τ23 + σ11σ22σ33 (8)

The eccentricity e defined in the Menetrey and Willam [7] model can be written
as:

e = 1 + ε

2 − ε
(9)

in which

ε = ft
fb

f 2b − f 2c
f 2c − f 2t

(10)

where fb is the equibiaxial compressive strength taken herein as 1.5 fc0.925. In Eq. 1,
r(θ) is the polar radius as:

r(θ) = v(θ)

s(θ) + t(θ)
(11)

in which:

v(θ) = 4
(
1 − e2

)
cos2θ + (2e − 1)2 (12)

s(θ) = 2
(
1 − e2

)
cosθ (13)

t(θ) = (2e − 1)
[
4
(
1 − e2

)
cos2θ + 5e2 − 4e

]1/2
(14)

2.1.2 Zone I—Hardening/Softening Law

Hardening and softening of concrete can be simulated by varying the shape and
location of the loading surface during plastic flow. The variation is controlled by
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the hardening/softening parameter κp. During the hardening range qh in Eq. 1 for
concrete can be selected as Papanikolaou and Kappos [8].

qh
(
κp

) = ko + (1 − ko)

√

1 −
(

ε
p
vo − κp

ε
p
vo

)2

(15)

where:

ko = σco/ fc (16)

in which σco is the uniaxial concrete stress at the onset of plastic flow. In Eq. 15, ε
p
vo

is the threshold value for the volumetric plastic strain at uniaxial concrete strength
defined as:

ε p
vo = fc

Ec
(1 − 2υ) (17)

where Ec and υ are the Young’s modulus and Poisson ratio for concrete, respectively.
During softening range qs in Eq. 1 for concrete can be selected as Papanikolaou and
Kappos [8]:

qs
(
κp

) =
⎛

⎜
⎝

1

1 +
(
n1−1
n2−1

)2

⎞

⎟
⎠

2

(18)

where n1 = κp

ε
p
vo
, n2 = ε

p
vo+t
ε
p
vo

and t = fc
15000 . Note that fc is considered in MPa.

2.1.3 Zone I—Potential Function

If we do not consider hardening/softening effects in the potential function, we get

g1(ξ, ρ) = 1

fc
(ξ − Bρ) = 0 (19)

in which:

B = ρ1
ψ1 − ψ2

(ρ1 − ρ2)
− ψ1 (20)

In Eq. 20 ρ1 is the normalized deviatoric stress indicators at uniaxial compressive
strength as:
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ρ1 =
√
2

3
(21)

On the other hand,ψ1 is the inclinations of the plastic strain vector under uniaxial
strength given as:

ψ1 = √
2

∣∣ε3pu − ε1pu
∣∣

ε
p
vo

(22)

In the above equation ε3pu is the axial plastic strain component at uniaxial
compressive strength, which can be calculated as:

ε3pu = εc − fc
Ec

(23)

and ε1pu is the lateral plastic strain component at uniaxial compressive strength,
which is calculated as:

ε1pu = ε2pu = ε
p
vo − ε3pu

2
(24)

In the equation above, εc is the total strain in the axial direction at uniaxial compres-
sive strength and ε3pc is the axial plastic strain component at triaxial compressive
strength, which is defined as:

ε3pc = εcc − 1

Ec
( f cc − 2υσpc) (25)

and ε1pc is the lateral plastic strain component at triaxial compressive strength, that
is obtained from:

ε1pc = ε2pc = ε
p
vo − ε3pc

2
(26)

For concrete it can be assumed that εcc = εc

(
1 + 17 σpc

fc

)
, e.g., Papanikolaou and

Kappos [8] and generally σpc is taken as σpc = fc, and thus εcc = 18εc.

2.1.4 Zone III—Tension Cut-Off Zone Yield Surface

For the tension cut-off zone, a volumetric cut-off yield function is utilised.

f3
(
ξ, κ t

) = ξ − T (κ3)

fc
≤ 0 (27)
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where:

T (κ3) = qt
sT0 (28)

in which qt
s(κ3) is the softening function for the tension cut-off zone and T0 is the

volumetric tensile cut-off limit. We control the cut-off limit in the form of

T0 = h f t (29)

where h is a scalar obtained via calibration. The cut-off zone is constrained by a
maximum deviatoric stress Rt , such that ρ ≤ Rt .

2.1.5 Zone III—Softening Law

The softening law for the tension cut-off zone is

qt
s = exp

(
−κ3

n3

)
(30)

in which n3 is a scalar obtained via calibration. As f3 move towards the origin due to
the softening effect, intersection of f2 and f3 changes. This movement is constrained
by the line given by ρ = Rt .

2.1.6 Zone III—Potential Function

Associated flow rule is utilised for the tension cut-off zone, i.e.

g3 = f3 (31)

2.1.7 Zone II—Transition Zone Yield Surface

Transition zone yield surface is a linear function defined in the Rendulic plane of the
stress. In the Rendulic plane, the yield line of the transition zone f2 can be obtained
using the end points, i.e. the corner stresses. While the end point of the tensile corner
is constrained by imposing a deviatoric stress limit Rt , the compressive corner can
be selected as an arbitrary point at which the two surfaces intersect. We impose the
volumetric coordinate of that point as M so that the deviatoric component Rm can be
determined from the condition f1 = 0.Using the two definite end points, the linear
yield function for the transition zone can be constructed as
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f2 = 1

fc

(
ρ − Rt (ξ − M) + Rm(T − ξ)

T − M

)
≤ 0 (32)

The end points can change according to independent hardening/softening laws
of compressive and tensile cut-off yield functions, i.e., T = T (κ3) and Rm =
Rm(κ1).No hardening/softening effect shall be considered when the transition zone
yield surface is active.

2.1.8 Zone II—Potential Function

Associated flow rule is utilised for the transition zone, i.e.

g2 = f2 (33)

2.1.9 Damage Function

To update the damage parameter φ according to the evolution of plastic deformations
we have adopted the relationship given in Grassl and Jirasek [3] defined as:

ϕ =
(
1 − e

−C
κp

ε
p
vo

)
(34)

in which C is a parameter that is calibrated based on stiffness degradation. We allow
the possibility of two different values for compression and tension and a combination
of the two at the other zones.

2.2 Steel Material Model

For the steel reinforcement the model is based on von Misses associated plasticity
without strain hardening which is a simpler elastic-perfectly plastic model. The
only two calibration parameters for uniaxial stress–strain relations are the elasticity
modulus and the yield stress limit.
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3 Numerical Element Modelling

3.1 Implementation of Multi-surface Plasticity

In order to obtain a unique solution in multi-surface plasticity, the linear comple-
mentarity problem (LCP) can be utilised. For instance, when two surfaces are active
simultaneously, the LCP for the two-surface plasticity can be written following the
procedure given in Jirasek and Bazant [4], i.e.

Aλ̇ − b ≥ 0 (35)

λ̇ ≥ 0 (36)

λ̇T
(
Aλ̇ − b

) = 0 (37)

in which

A =
[
f 1,σ : E : g1,σ + H1 f 1,σ : E : g2,σ

f 2,σ : E : g1,σ f 2,σ : E : g2,σ + H2

]
(38)

b =
{

f 1,σ : E : ε̇

f 2,σ : E : ε̇

}
(39)

λ̇ =
{

λ̇1

λ̇2

}
(40)

in which fi and gi stands for yield and potential functions, E is the elastic material
tensor,Hi are the plastic moduli and λ̇i are the plastic multiplier rates. Note that, for
simplicity, A, b and λ̇ are expressed considering when only two-surfaces are active,
i.e., (i = 1, 2). The LCP can be solved for λ̇ using A and b. For λ̇ to be unique, the
principal minors of the matrix A must be positive, i.e.

f 1,σ : E : g1,σ + H1 > 0 (41)

f 2,σ : E : g2,σ + H2 > 0 (42)

det(A) > 0 (43)

Above equations are solved numerically at each integration point along the beam
as well as within the cross-section according to the cutting-plane stress return
algorithm.
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3.2 Beam-Type 1D Finite Element Formulation

The above material model is implemented in a shear deformable beam-type finite
element formulation. Using Timoshenko beam theory, it is possible to represent the
state of deformation by three quantities u, v and θ representing the axial, translation
deflections of the beam axis and in-plane rotation of the cross-section, respectively.
Accordingly, a beam-type finite element formulation can be developed by interpo-
lating these three generalized displacement functions. Standard linear interpolation
of the axial displacement component u was used considering that the axial displace-
ment is not coupledwith the bending and shear deformations. The interpolation of the
functions v and θ follows [10] in which the element was called interdependent inter-
polation element. The selected interdependent interpolation functions prevent the
numerical locking behaviour. Based on selected interpolation functions, the virtual
work can be written in algebraic form and the obtained equilibrium equations can be
solved iteratively. We use a displacement control algorithm to follow the post peak
behaviour, the details of which can be found in Jirasek and Bazant [4]. It should be
noted that only the axial stress σ11 that is normal to the cross-section and the shear
stress τ12 acting within the cross-section are assumed non-zero in Eqs. 6, 7 and 8.

4 Case Study

For the validation of the proposed method, three rectangular shear walls were
modeled from the study of Qian and Chen [9]. All selected walls are fixed at bottom
and free at the top. The specimens have a height of 1900 mm and length of 1000 mm.
Reinforcement details of shear walls from top view are given below, all units are in
millimetres in the figures (Figs. 2, 3 and 4).

Mechanical properties of concrete, parameters of shear wall specimens and prop-
erties of steel bars are given in the tables for each wall. In the case of reinforcements,
same bars were used in all four specimens (Tables 1 and 2).

Mechanical properties of concrete, parameters of shear wall specimens and prop-
erties of steel bars are given in the following tables for each wall. In the case of
reinforcements, same bars were used in all four specimens. The walls were subjected
to a gradually increasing lateral load while under the effect of a constant axial load.

200 600 200

Fig. 2 Reinforcement details of SW-1
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Fig. 3 Reinforcement details of CW-1

Fig. 4 Reinforcement details of CW-3

Table 1 Mechanical properties of concrete and parameters of shear wall specimens

Specimen fc (MPa) fct (MPa) Ec (GPa) Nt (kN)

SW-1 25.2 19.15 22.59 774

CW-1
CW-3

24.4
21.9

18.55
16.64

22.23
21.06

384
536

Table 2 Mechanical properties of steel bars

Grade of bar d (mm) fy (MPa) fu (MPa) Es (GPa)

HBR 335 10 395 595 194

HBR 400 6 451.7 631.7 200

The axial load is calculated from the formula Nt = (0.18–0.4) *A*fct, in which, A
is the cross-sectional area of the shear wall and fct is the axial compressive strength
of the concrete which is given as 0.76*fc in Qian and Chen [7]. They have also
used modelling and compared with experimental results. In Figs 5, 6, and 7, Lateral
Force-Lateral Deflection relations obtained by Qian and Chen [9] at the top of the
cantilever shear wall are compared with those based on the modelling approach
proposed herein. The results show very good agreement all the way up to failure
especially when shear deformability of the beam element and shear stresses in the
constitutive behaviour are considered. In modelling the shear walls, four elements
were used over the height. Trapezoidal rule with 10 equally distributed integration
points was used in each element.
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5 Conclusion

Details of a proposed multi-axial elasto-plastic damage-based model that can be
used for the simulation of the concrete material under both tension and compression
was described. The formulation for the material is implemented in the context of a
1D beam-type shear deformable finite element formulation. The modelling approach
was used for simulating the behaviour of shear walls under lateral loading. Themodel
predictions were compared with three experimental results from literature and good
agreementwas obtained up to failure. Similar to the fibre element formulations, cross-
sectional properties and stress resultants depend on the reinforcements locations as
well as the material properties of both concrete and steel. By removing and including
the effect of shear deformations and the shear stress in thematerialmodel itwas shown
that considering shear effects results with a softer behaviour. It was also shown that
the peak load carrying capacity is affected by the inclusion of shear stresses in
the material model which is generally ignored in fibre element formulations that
employ uniaxial constitutive relations. It is of interest to note that when the shear
wall height to width ratio reduces plane section assumption of the Timoshenko beam
might become less accurate. It would be interesting to implement the constitutive
model for higher order shear deformable beam theories for comparison purposes
and identify the effect of aspect ratio on the kinematic behaviour. It should also be
noted that the failure mechanisms for shear walls may involve many other modes
of behaviour such as base shear sliding, debonding of the reinforcement etc. which
have not been considered in the proposed beam analysis.
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Determination of Chloride Ion
Penetration Depth of Blended Mortar
Using Electrochemical Impedance
Spectroscopy

S. Hassi, B. Menu, and M. Ebn Touhami

1 Introduction

Prestressed concrete cylinder pipe (PCCP) has been extensively used to conveywater
and wastewater to many cities around the world [1, 9, 11]. There are two types
of PCCP: the lined cylinder pipe (LCP) and the embedded cylinder pipe (ECP)
[1, 9]. Each consists of four main components: a core concrete, a steel cylinder, a
prestressing wire, and a mortar coating as shown in Fig. 1. PCCPs have the lowest
water main break rate per 100 km compared with any other pipe materials [16]. One
of the significant imperfections of PCCPs which often leads to catastrophic failure is
corrosion of the reinforcing spiral rebars [10]. In practice, most PCCPs are exposed
to highly aggressive penetrating chemical agents such as chloride ions that attack the
mortar coating and cause corrosion of the prestressing wires.

Since the mortar coating sprayed around the pipe protects the prestressing wires
against corrosion, the ability to improve or accurately determine the resistance of a
mortar coating to a potentially aggressive chemical environment in the right-of-way
of PCCP pipelines is particularly important for water utilities. Many studies indicate
that mineral additives such as silica fume and fly ash can be used to prevent the
deterioration of reinforced concrete structures exposed to extreme aggressive chem-
ical because they produce structures with finer pore structures and lower chloride
diffusion coefficients than plain cement mixtures [2, 5, 7, 18]. Experiments have also
shown that the incorporation of these mineral additives into mortar and concrete can
improve their resistance to chloride ion penetration as well as enhance their strength
and durability [3, 18].
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Mortar coating

High-tensile 
wire

Steel cylinder

Core concrete 

Fig. 1 The cross-section of the multilayer structure of PCCP-LCP

The most commonly used technique to assess chloride ion migration in cement-
based materials is the silver nitrate (AgNO3) colorimetric method [14]. One main
disadvantage of this method is that the reliability, validity, and accuracy of the
measurement rely on the skill and experience of the person who performs the test and
the test duration [7]. For this reason, the electrochemical impedance spectroscopy
(EIS) technique is increasingly been used to measure chloride ion migration in
cement-based materials [4, 5, 7, 8, 15].

This work aims to use the EIS technique to study the corrosion behavior of rein-
forced PCCP mortar coatings blended with silica fume or fly ash and illustrate the
fact that the EIS technique can be applied to predict the chloride ion migration depth
of mortar blended with silica fume and fly ash under chloride penetration conditions.
The reinforced mortar specimens were immersed in a 9.5 wt.% NaCl solution for up
to 210 days. The overall study is expected to contribute towards the development of
better chloride resisting PCCP mortar coatings that can improve the service life of
PCCPs.

2 Experimental Program

2.1 Materials and Mixture Proportions

Threemortar coatingmixtureswere investigated in this study. Themortarsweremade
with two types of cement: portland composite cement (PCC) and sulfate resisting
portland cement (SRPC). Silica fume and fly ash were used to partially replace 10%
of the cements. The chemical composition of the two types of cement (PCC and
SRPC), the silica fume (SF), and fly ash (FA) are presented in Table 1. The mixture
proportions are also shown in Table 2. The control mortar and the mortar containing
fly ash were made with PCC cement while the mortar containing silica fume was
made with SRPC cement. It is worth noting that SRPC cement was used for the silica
fume blendedmortar because it is recommended by the European standard EN 206–1
for manufacturing PCCP mortar coating that may be subjected to highly aggressive
environments. The fine aggregate used in the present study was dune while the coarse
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Table 1 Chemical composition of cements and mineral additives (%)

Chemical analysis % PCC cement SRPC cement Silica fume (SF) Fly ash (FA)

Calcium oxide (CaO) 54.6 46.8 0.3 4.4

Silica (SiO2) 20.7 28.8 89.0 39.6

Alumina (Al2O3) 4.4 10.6 0.3 33.4

Iron oxide (Fe2O3) 2.6 3.4 0.9 3.4

Magnesium oxide (MgO) 2.9 2.2 1.5 2.1

Sodium oxide (Na2O) 0.1 0.4 0.3 0.4

Potassium oxide (K2O) 0.7 1.0 1.7 0.8

Sulfur trioxide (SO3) 2.3 2.5 0.3 0.4

Table 2 Proportioning of
mortar coating mixtures

Materials Control 10% FA 10% SF

Cement, kg/m3 450* 450* 442**

Water, l/m3 172 172 162

w/cm† 0.38 0.34 0.33

Sand dune, kg/m3 536 536 672

Aggregate, kg/m3 1284 1284 1307.8

Fly Ash (FA), % – 10% –

Silica Fume (SF), % – – 10%

* PCC; ** SRPC; w/cm: † water-to-cementitious materials ratio

aggregate was crushed gravel with a maximum aggregate size of 8 mm. The coarse
aggregate used had a bulk density of 2720 kg/m3, an absolute density of 2740 kg/m3,
and absorption of 5.29%. The sand used also had a relative density of 2698 kg/m3,
an absorption of 2.01%, and a fineness modulus of 2.8.

The mixing was carried out in a 160-l mixer. The water was added in two steps
to assure dispersion of the silica fume and fly ash. The mixtures were then cast into
the 65 × 150 mm cylindrical mold for the EIS tests. After casting and consolidation,
the specimens were covered and left in their mold in the lab for 24 h and demoulded.
Then they were labeled and placed in a moist room (at 95 ± 5% relative humidity
and 20± 2 °C) until the test. Three specimens were cast for each mortar investigated.

2.2 EIS Test Procedure

The EIS measurements were performed using a three-electrode setup comprising
of an Ag/AgCl as a reference electrode, platinum as a counter electrode, and rebar
as the working electrode. In this test, a reinforced steel bar electrodes of 5 mm
diameter were cast into the 65 × 150 mm cylinder specimens as shown in Fig. 2a.
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Fig. 2 Specimens used for the EIS test (a), and measurement of the chloride ion penetration depth
(b)

Thus, the mortar coating thickness around the reinforced steel bar is about 30 mm.
The rebar was soldered to a brazed copper wire to be connected to a potentiostat as a
working electrode and covered with epoxy paint for protection against the aggressive
solutions. After 28 days of moist curing, the specimens were fully immersed in a
9.5 wt.% NaCl solution to simulate the potential aggressive environment in the right
of way of PCCP pipelines. The impedance spectra of the samples were measured at
different exposure times of 1, 3, 8, 30, 90, and 210 days using EIS machine. The test
was carried out in the room at 20 ± 2 °C.

For each specimen prepared for the EIS test, a corresponding specimen was
prepared and fully immersed in a 9.5 wt.% NaCl solution to measure the chlo-
ride ion penetration depth using the AgNO3 colorimetric method. The measurement
period of the specimens corresponded to the EIS measurements. The mortar samples
were axially split in order to clean up powder remnants in the section and sprayed
with 0.1 mol/L AgNO3 solution to determine the chloride ion penetration depth.
The chloride penetration depth measurements were made every 2 cm after 30 s and
the measurements were taken on both sides of each section (see Fig. 2b) using a
calibrated ruler.

2.3 Equivalent Circuit (EC) Modeling

Toanalyze the electrochemical impedance spectrumdata of themortar coatings inves-
tigated in the present study, the Dong’s ECmodel, Rs(Q1(Rct1W1))(Q2(Rct2W2)) [6,
8] was used to fit the measured results to acquire transport properties such as the
resistance to charge transfer of the electrochemical system during the chloride ion
migration process. A schematic representation of the equivalent circuit is depicted in
Fig. 3. In this model, Rs is the electrolyte solution resistance; Q1 is the double-layer
capacitance between the solid/liquid phases; Rct1 is the ion transfer resistance in
cement; W1 is the Warburg resistance induced by the diffusion of ions in cement;
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Fig. 3 The novel Equivalent Circuit Dong model Rs(Q1(Rct1W1))(Q2(Rct2W2))

Rct2 is the charge transfer resistance on the surface of electrodes; Q2 is the double-
layer capacitance between cement and electrodes; W2 is the Warburg resistance
induced by the diffusion of ions on the surface of the electrodes; Rct1 + W1 = ZF1

refers to the impedance caused by the Faraday’s procedure inside the mortar; and
Rct2 + W2 = ZF2, stands for the impedance caused by the Faraday’s procedure
between the mortar and electrodes.

For the above EC model, the total impedance of the circuit can be expressed as
follows:

Z = Rs + ZF1

1 + jωZF1Q1
+ ZF2

1 + jωZF2Q2
(1)

whereσ1 is the conductivity of the cement-basedmaterial;σ2 is the conductivity of the
electrode plate; ZF1 = Rct1+σ1ω

− 1
2 (1− j) is the impedance of the Faraday process

in the specimen; ZF2 = Rct2 + σ2ω
− 1

2 (1 − j) is the impedance of the Faraday
process between the specimen and the electrode plate; ω = 2π f ; and j = √−1.
The equation can then be rewritten as:

Z = Rs + Rct1 + σ1ω
− 1

2 (1 − j)

1 + jωRct1Q1 + jωQ1(σ1ω
− 1

2 − jσ1ω
− 1

2 )

+ Rct2 + σ2ω
− 1

2 (1 − j)

1 + jωRct2Q2 + jωQ2

(
σ2ω

− 1
2 − jσ2ω

− 1
2

) (2)

If ω → ∞ (i.e., very high frequency), then ω � ( σ
Rct

)2,Q1 = 1
WcRct1

, and Q2 =
1

WcRct2
. Thus, Eq. (2) becomes:

[
Z ′ − Rs − 1

2
(Rct1 + Rct2)

]2

+ Z ′′2 =
(
Rct1 + Rct2

2

)2

(3)
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Fig. 4 Theoretical Nyquist diagram corresponding to the Rs(Q1(Rct1W1))(Q2(Rct2W2)) EC
model

Equation (3) is the equation of the semi-circle of the Nyquist curve in the first
quadrant. If ω → 0(very low frequency), then we can get:

Z ′ = Z ′′ − 2σ 2
1 Q1 − 2σ 2

2 Q2 + Rs + Rct1 + Rct2 (4)

Equation (4) is the linear equation of the Nyquist plot. Combining Eqs. (3) and
(4), a Nyquist plot can be obtained as shown in Fig. 4. The Nyquist curve in Fig. 4
is an impedance curve plotted on different frequencies in a complex plane: Z ′ as its
real axis (horizontal axis) and Z ′′ as its imaginary axis (vertical axis).

It is necessary to mention that the fitting results obtained in the present study
using the Dong’s model Rs(Q1(Rct1W1))(Q2(Rct2W2)) were compared to the Shi’s
Randlesmodel (Rs(Q(RctW))Rs(Q(RctW)) and theGu’smodel Rs(Q1Rct1)(Q2Rct2).
The reader may refer to [6–8] for a full description of the Shi’s model
(Rs(Q(RctW))Rs(Q(RctW)) and the Gu’s model Rs(Q1Rct1)(Q2Rct2) because this
level of detail is not the scope of the present paper.

3 Results and Discussion

3.1 Fitting Comparison Between the Models

As mentioned above, the impedance spectra data were fitted to the Shi’s model
(Rs(Q(RctW))Rs(Q(RctW)), the Gu’s model Rs(Q1Rct1)(Q2Rct2), and the Dong’s
model Rs(Q1(Rct1W1))(Q2(Rct2W2)) and the results were compared. Selected data
for the impedance spectra fittings, at 30 days chloride penetration time, are presented
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in Figs. 5, 6, and 7, respectively for the control mortar, the fly ash mortar, and the
silica fumemortar. It can be observed in Fig. 5 that there is a good agreement between
the three EC models and the experimental results of the control mortar. However,
it is clear in Figs. 6 and 7 that the Shi’s model (Rs(Q(RctW))Rs(Q(RctW)) and the
Gu’s model Rs(Q1Rct1)(Q2Rct2) show a poor fit with the experiment results for the
fly ash and the silica fume blended mortars when compared to the Dong’s model
Rs(Q1(Rct1W1))(Q2(Rct2W2))) which showed a better fit. The lack of agreement
between the models (Rs(Q(RctW))Rs(Q(RctW)) and Rs(Q1Rct1)(Q2Rct2) and the
experimental data is explained by the fact that thesemodels do not accurately account
for charge transfer and diffusion impedance of the ion diffusion in the mortar during
the corrosion process [5, 7]. The reader can refer to several interesting publications
to find more information [5, 6, 8].

Globally the results show that the Dong’s model Rs(Q1(Rct1W1))(Q2(Rct2W2))

is more suitable for analyzing the corrosion process of blended mortars. The overall
results are in agreement and supported by other studies [5, 7]. In this study, the
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Fig. 5 Comparison of the impedance spectra fittings obtained for the control mortar at 30 days
chloride penetration time: a Nyquist curves, and b Bode and phase curves
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Fig. 7 Comparison of the impedance spectra fittings obtained for the silica fume blended mortar
at 30 days chloride penetration time: a Nyquist curves, and b Bode and phase curves

model parameter Rct1 (i.e., resistance to ion transfer process) obtained from the data
fitting with the Dong’s model Rs(Q1(Rct1W1))(Q2(Rct2W2)) is used to analyze and
predict the variation of the chloride depth penetration of the blended mortar coatings
at different chloride penetration times.

3.2 Prediction of Chloride Penetration Depth from EIS
Measurements

The resistance to ion transfer (Rct1) values obtained from the data fittings with the
Dong’s model Rs(Q1(Rct1W1))(Q2(Rct2W2)) at different chloride penetration times
are summarized in Table 3. The overall results indicate that the fly ash and silica fume
blendedmortars exhibited superior resistance to chloride ion transfer than the control
mortar. The silica fume blended mortar showed the highest resistance to chloride ion
transfer. The increased in the resistance to ion transfer inside the mortar when silica

Table 3 Rct1Rct1 values obtained from the curve fitting with model the Dong model
Rs(Q1(Rct1W1))(Q2(Rct2W2))

Penetration time (days) Rct1(ohm)

Control 10% FA 10% SF

0 135.0 144.2 1192.0

1 112.3 118.4 1165.3

3 106.5 156.0 1641.0

8 93.5 204.5 2097.0

30 98.3 312.8 4187.0

90 151.9 336.4 4673.4

210 294.1 496.4 5479.0
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fume and fly ash are added is due to the improvement in chloride binding capacity,
which reduces the risk of corrosion [4, 20, 21]. Chloride ions are generally bound in
Friedel’s salt which reduces the porous structure of the concrete, thereby slowing the
transport of chloride ions [4, 22]. The addition of silica fume and fly ash also reduce
the amount of calcium hydroxide (Ca(OH)2) crystals in the mortar, resulting in a
dense and uniform texture of C-S–H gel [17, 19] and, consequently, higher resistance
to conductive ion migration through the mortar. The overall corrosive aggressiveness
of the 9.5% NaCl medium for the control mortar is somewhat confirmed by the high
rate of chloride-induced corrosion of the prestressing wires encountered with the
PCCPs coated using the control mortar in the Tafilalet and Greater Agadir regions
of Morocco [11, 12].

The data further indicate that the Rct1 values of the silica fume and fly ash blended
mortars exhibits a somewhat linear growth relationship with the chloride ion pene-
tration time. Thus, �Rct1 = Rct1(0)− Rct1(t) ∼ t , where Rct1(0) is the Rct1 value at
the beginning of chloride ion penetration (t = 0 days), and Rct1(t) is the Rct1 value
after t days of chloride ion penetration).

As mentioned earlier, the chloride ion penetration depths (d) of the mixtures
were also measured during the chloride exposure cycles in an attempt to explore
the link between the resistance to ion transfer, Rct1 and chloride ion penetration, d.
The average values obtained are presented in Table 4. As expected, higher values
are achieved at longer ages. It is also clear that the addition of silica fume and fly
ash in mortar significantly reduced the chloride ion penetration depths due to the
pozzolanic effect of these mineral additives [15, 20]. Further analysis of the results
revealed that the chloride ion penetration depths are proportional to the square root
of penetration time. Thus, d ∼ √

t as shown in Fig. 8.
Given that both the chloride ion penetration depth (d) and the resistance to ion

transfer (Rct1) are linearly related to chloride penetration time (t) (i.e., d ∼ √
t and

�Rct1 ∼ t); the chloride ion penetration depth can be expressed in terms of Rct1 as
follows [5, 7]:

d ∼ √
�Rct1 (5)

Table 4 Measured chloride
penetration depths at different
chloride penetration time

Penetration
time (days)

Control (mm) 10% FA (mm) 10% SF (mm)

0 0.0 0.0 0.0

1 2.5 1.9 0.8

3 8.4 4.5 1.2

8 16.5 8.5 2.5

30 27.0 12.3 3.2

90 30.0 14.1 3.7

210 30.0 18.2 4.4
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Fig. 8 Chloride penetration
depth versus square root of
migration time
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Equation 5 was used to predict the depth of the chloride ion migration under
the chloride attack of the three mortars and the results are compared in Fig. 9. The
chloride ion penetration depths predicted at 210-day migration time along with the
percentage errors are also shown in Table 5.

As can be observed in Fig. 9, there is a good agreement between the measured
and predicted depth of chloride ion migration for the silica fume and fly ash blended
mortars. The deviation between the predicted and measured values after 210 days
of exposure to 9.5% NaCl solution is about 4.99% and 0.65%, respectively. By
contrast, the deviation at the same migration time is about 24.39% for the control
mortar (see Table 5). It can therefore be argued that the EIS fitting parameter Rct1

can be used to predict the chloride ion migration depth of mortar blended with silica
fume or fly ash under chloride penetration in an acceptable manner. It is believed that
this method can be used in practice to predict the early age and long-term potential
for resistance to chloride penetration of blended PCCP mortar coatings in chloride-
beading environments. It should be mentioned that a similar approach has been
previously adopted by other researchers [5, 7] to predict the chloride ion penetration
depth of fly ash and slag blended mortars.

4 Conclusions

In this study, the electrochemical impedance spectroscopy (EIS) method was used
to investigate the effect of silica fume and fly ash incorporation on chloride ion
penetration of PCCPmortar coating during chloride ion attacks. Based on the results
and discussion presented, the following conclusions could be drawn:

• EIS measurement can be used to characterize the resistance to chloride ion
penetration of PCCP mortar coatings incorporating silica fume and fly ash.
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Fig. 9 Comparison of the predicted and measured chloride ion penetration depth at different
chloride penetration times: a Control, b 10% FA, and c 10% SF

Table 5 Prediction results of
chloride penetration depth of
the three mortars

210 days Control 10% FA 10% SF

Penetration depth (mm) 30.00 18.20 4.40

Prediction depth (mm) 22.684 18.318 4.181

Error (%) 24.386 0.647 4.988

• The EIS fitting parameter Rct1 can be used to predict the chloride ion migration
depth of mortar blended with either silica fume or fly ash in an acceptable manner
under chloride conditions.

• The chloride penetration depth of the silica fume and fly ash blended mortars
are considerably smaller than the control mortar. Thus, the incorporation of silica
fume and fly ash in a PCCP mortar coating can effectively increase the durability
of PCCPs against aggressive penetrating chloride agents in the right-of-way of
the pipelines.

• The incorporation of silica fume produced the highest reduction in chloride
penetration resistance under the chloride attack.
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Numerical Investigation of the Structural
Performance of Post-Tensioned
Friction-Based Slab Column Connections
in Two-Way Modular Precast Concrete
Systems

M. Zhou, T. Hrynyk, S. Walbridge, D. Dikic, G. Rutledge, and M. Arsenault

1 Introduction

PACE building technology is an accelerated structural construction system involving
prefabricated modular reinforced concrete (RC) infrastructure elements (e.g., slab
panels and column elements) of regular size, shape, and geometry, which are
adjoined during erection using post-tensioned (PT) tendons that double as dual-
banded reinforcement along slab system column lines. Originally developed in the
1950s [1], these types of post-tensioned building systems have been used in buildings
constructed throughout many regions of the world with the aim of reducing building
construction costs and construction periods, optimizing the use of steel and concrete
materials, and increasing the durability of precast building systems under extreme
loading scenarios [2]. In comparison to conventional cast in place two-way RC
slab systems (e.g., flat plate buildings), the tailored geometries of the PACE precast
slab modules require less concrete per unit of floor area and are more conducive
to permitting slab openings for through-floor mechanical access. Field experiences
involving similarmodular systems have demonstrated good performances under both
service and extreme loading scenarios (e.g., earthquakes), making them a feasible
and cost-effective alternative to more conventional two-way cast-in-place and one-
way precast building systems employed in Canada. However, the detailing of these
modular connections is atypical to North American precast construction in that they
rely on friction as a primary mechanism for transferring gravity loads at precast
connections.
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The specific system considered herein consists of precast slab modules with
integral ribs, precast columns, and precast beam elements that run along exterior
column lines, and employs grouted post-tensioned connections. While the perfor-
mance of this closely related systems, have been analytically and experimentally
examined over the course of their development [1, 2], openly available experimental
data and related numerical research aimed at quantifying the performance of this
modular building system are generally limited. Publicly available literature focused
on investigating the performance of post-tensioned modular two-way slab system is
scarce; however, there have been several reported studies focused on evaluating the
performance of precast post-tensioned RC beam-column connections that rely on
beam-column friction for transferring load. For example, William et al. [3] devel-
oped a hybrid precast RC beam-column connection and tested ten prototype connec-
tions under cyclic loading. The hybrid connections consisted of mild reinforcement
used to dissipate energy and straight post-tensioning tendons to provide shear resis-
tance. A comparison between this connection and more traditional cast-in-place
connections was presented, and the results generally showed that the hybrid precast
connection could be designed in a manner similar to that used for conventional
RC beam-connections. However, as a result of the post-tensioning, which remained
elastic under all stages of simulated lateral loading, the hybrid connections led to
smaller residual drifts when compared to the drift developed in the conventional RC
connections. Similarly, an experimental research program conducted by Cheok and
Lew [4] demonstrated that post-tensioned beam-column connections can indeed be
constructed to achieve similar connection strengths and increased ductility compared
to more conventional monolithic beam-column connections.

There have been only few reported investigations on the experimental perfor-
mance of two-way post-tensioned slab systems employing friction-based connec-
tions [5] and related numerical studies [6]. These studies are perhaps themost closely
related to the structural detailing of the post-tensioned connections employed in the
PACE building system. In these prior research efforts, experimental work was done
to study influences associated with material strength, post-tensioning forces, and
grout properties on the performance of slab-column joints. Six modular joints were
tested in an experimental program that was used to examine the influences of several
key variables: initial post-tensioning force, concrete strength, and the presence of
grout between slab and column joints. The experiment results illustrated that (1)
increasing the post-tensioning force in the tendons led to increases in the capaci-
ties of the friction-based joints, (2) the grout forming slab-column connections was
a key influencer of the friction performance of the connections, and (3) the coef-
ficients of friction of the grouted concrete connections were generally larger than
that typically recommended in modern design and modelling provisions [7]. Related
numerical findings presented in [6] showed that the friction coefficient simulating the
contact between the slab and column, and the post-tensioning forces in the strands,
were directly related to the ultimate bearing capacity and ductility of the friction-
based connections. The research also found that the stiffness degradation of the
joints was slower than that of cast-in-place connections due to the post-tensioned
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grouted connections, which reduced distributed joint cracking and bond-slip between
reinforcement and concrete.

The above-noted studies provide context and guidance for the examination of
the PACE building system connections presented in this paper, and also highlight
the limited volume of directly comparable data that are available for appraising the
structural performance of post-tensioned two-way modular slab systems.

2 Modular Slab-Column Connection Modelling

The connection details considered in the modelling presented in this paper are based
on those used in the design of a specific PACE building system. In this case, the
precast slab modules are considered to have an overall height of 250 mm, are 60 mm
thick in the flange regions, and have 190 mm depth ribs spanning in each planar
direction. The positive and negative reinforcement ratios in the slab modules are on
the order of 0.40% and are provided in the form of deformed mild steel bars in the
ribs. Post-tensioning tendons comprised of seven-wire strands run along the column
lines in both directions of the slab, and are deviated such that they contribute to the
negative bending resistance at the column locations and positive bending resistance
between columns. Regularly spaced stirrups are provided within the ribs, and steel
welded wire mesh is provided in the slab flange. The columns can be highly variable
in terms of size and reinforcement; however, in this case, they were modelled with
roughly 2.2% longitudinal reinforcement. Grout pockets are provided between the
slab modules and columns, as well as between adjoining slab modules to permit
tendon placement and to ensure well-distributed bearing conditions are provided
between the slab modules and the columns, prior to performing column line tendon
post-tensioning operations.

An idealized one-half slab-column connection was modelled to simulate the
isolated connection region presented in Fig. 1. The finite element model included
a full-height supporting column (i.e., one-half column height provided above and
below the slab) and four unbonded post-tensioned tendons, which formed the basis
of the slab-column connections. Figure 2 presents the ABAQUS model employed
for both the gravity and lateral load connection analyses. Three-dimensional eight-
node linear brick elements (C3D8) were used to represent all concrete and grout
regions comprising the finite element model. To increase the computational effi-
ciency, reduced integration solid elements (C3D8R) were used to model the concrete
columns. Two-node truss bar finite elements (T3D2) were used to represent the
post-tensioning tendons and were linked to the surrounding grout/concrete as well
as the mild steel reinforcing bars present in the slab panels and columns. The
post-tensioning tendons were coupled to the surrounding concrete/grout, via nodal
coupling, in a manner that enforced the two-point tendon harping configuration
employed in the system design. Perfect bond was assumed between the concrete
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Fig. 1 Plan view of multi-bay PACE structure

Fig. 2 Finite element model of slab-column connection

and reinforcement for all mild bars. On the basis of findings obtained from prelim-
inary mesh sensitive studies, an approximate solid finite element size of 35 mm
was determined to provide adequate resolution and convergence of results, and was
generally employed for all concrete and grout regions.
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2.1 Boundary Conditions and Contact Surfaces

The PACE modular slab building system relies heavily on friction development at
the post-tensioned slab-column connections as a means of transferring vertical shear
forces. As such, it is critical that the surface contact conditions between the precast
modular elements (i.e., the columns and the surrounding slab modules) be explicitly
considered in the numerical model. The contact pairs considered in the modelling
included grout surfaces and slab surfaces. The default contact pressure-overclosure
relationship in ABAQUS is referred to as a hard contact model. Hard contact implies
that the surface transmits no contact pressure unless the nodes of the slave surface
contact the master surface. The contact between the infill grout and the slab modules
transmits both shear forces aswell as normal force across their interface, and a friction
parameter is used to define the shear transfer relationship between the contacting
bodies. In this study, a friction coefficient of 0.60 was employed and was selected
on the basis of recommendations provided in the fibModel [7] for grouted concrete-
smooth surface contact conditions. It can also be noted that this friction coefficient is
likely conservative, as it is less than that estimated on the basis of prior experimental
[6] and analytical investigations [5]. Tendon post-tensioning was modelled by way
of an initial temperature load and a reduced strand stiffness was employed in the
isolated slab-column connection model to approximately account for the increased
lengths (i.e., the reduced axial stiffnesses) of the post-tensioning tendons that would
be employed in continuousmulti-bay slab system that the idealizedmodel is intended
to represent.

Different boundary conditions were employed for the gravity and lateral load
analyses. Figure 3 presents an overview of the boundary conditions and load condi-
tions employed in the cyclic lateral and monotonic gravity analyses. In the case of
lateral loading conditions (refer to Fig. 3a), the column was pin supported at its base
and lateral displacements were imposed in the X-direction at the top of the column.
In addition to the lateral displacements, surface pressure in the amount of the esti-
mated service load was also applied to the slab in the lateral loading scenario. A
fully reversed cyclic loading protocol with two displacement cycles at each ampli-
tude was considered (refer to Fig. 4). The displacement amplitude was increased by

a. under cyclic lateral loading (+ service gravity) b. under gravity loading

Fig. 3 Applied loading and boundary conditions considered
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continued
to failure

Fig. 4 Reversed cyclic lateral loading protocol

7.5 mm after the completion of each two-cycle set, which corresponded to a lateral
drift increase of approximately 0.3%. A vertical compressive force was also applied
to the top of the column in the amount of approximately 0.10·f’c·Ag, representing
and a column axial load ratio of 10%. In the case of gravity loading conditions (refer
to Fig. 3b), a monotonically increasing uniform surface pressure was applied to the
top surface of the precast slab modules. The ‘free’ edges of the slab modules were
rotationally constrained in a manner that permitted the edges of the slab model to
dilate and translate vertically, while still enforcing zero slab rotation along the centre-
lines of the slab modules. Note that this method of simulating slab continuity within
idealized isolated slab column connection analyses has been shown to correspond
well with full slab system analyses (i.e., with models that incorporate multiple slab
bays in the model) under uniform gravity loading conditions [9].

2.2 Material Modelling

Concrete damaged plasticity (CDP), a continuum, plasticity-based, damage attenu-
ation model was used to simulate the nonlinear response of the concrete elements
under general loading conditions. Among the available models in ABAQUS that may
be used for simulating the nonlinear response of concrete under variable stress states,
the CDP model has been shown capable for simulating the response of structures
subjected to monotonic as well as cyclic loading conditions, provide that suitable
CDP material modelling parameters are employed. The modelling parameters used
in the application of the CDP material modelling are presented in Table 1 and were
principally basedon those usedbyothers in themodelling IMS friction-based connec-
tions [8] and the recommendations provided in the ABAQUS Analysis User’s Guide
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Table 1 Concrete plastic properties parameters

Dilation angle Eccentricity σb0/σc0 Kc Viscosity parameter

40° 0.10 1.16 0.667 0.002

(a) under uniaxial tension (b) under uniaxial compression

Fig. 5 Assumed uniaxial stress–strain response for grout and concrete

[8]. Two primary failure mechanisms are considered in the CDP material modelling:
(i) concrete cracking and (ii) concrete crushing. Key concrete material parameters
employed in applying CDP yield criteria include the Poisson’s ratio, υ, which was
taken as 0.20, the dilation angle, ψ, the shape factor, Kc, the biaxial stress ratio,
σb0/σc0, and the flow potential eccentricity, ε.

The uniaxial stress–strain response of concrete in tension is assumed to be linear
elastic up to its tensile strength, f ′

t . The characteristics of the post-cracking strain
softening were determined from uniaxial tensile stress-crack width relationship for
concrete as presented in [7]. A relationship closely-resembling Hognestad’s parabola
was used as the basis of the user-specified uniaxial stress–strain response of concrete
and grout in compression. The concrete and grout tensile stress and strain curves
obtained using uniaxial tensile stress-crack width relationship are shown in Fig. 5.
Finally, all reinforcement, mild and high strength, was modelled as bilinear with an
elastic-perfectly plastic relationship.Mild steel reinforcement was assumed to have a
yield strength of 400 MPa and the 1860 MPa post-tensioning tendons were assumed
to yield at a stress level of 1600 MPa.

3 Finite Element Analysis Results

Table 2 presents the matrix defining the different analyses that are presented in this
paper. Models with different tendon stresses were considered in the gravity load
analyses to investigate the effect of tendon stress levels on the flexural capacity
of this system. With respect to the lateral load analyses, two cyclic analyses with
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Table 2 Slab-column
connection analysis matrix

Model No Analysis case Tendon stress
(MPa)

Friction coeff

M1 gravity loading 1075 (long
term)

0.60

M2 gravity loading 1340 (short
term)

0.60

M3 lateral reversed
cyclic

1075 (long
term)

0.60

M4 lateral reversed
cyclic

1075 (long
term)

1.00

different connection friction coefficients were performed in an effort to investigate
the significance of connection slip on the computed response.

Load-controlled analyses involving monotonically increasing surface pressures
were used to estimate the gravity load resisting performance of the modular system
under two different prestress loss scenarios: analysis M1 was done considering a
long-term loss prestress scenario and analysis M2 represents an immediate/short-
term tendon prestress loss scenario. Figure 6 shows the displaced shape of the
isolated connection and the mild reinforcing bar stresses of the slab module for
M1, immediately prior to failure. From the figure, it is apparent that yielding of the
longitudinal steel was estimated to occur in all of the module ribs prior to failure.
Figure 7 presents the M1 principal plastic strain vectors developed throughout the
region of the slab column connection prior to failure. Note that in the case of cemen-
titious materials such as grout and concrete, the tensile plastic strains are reflective
of cracking. It can be seen that the most extensive cracking is estimated to occur
within the grout pockets located between the column and slab modules; however,
cracking also extends within the modular slabs and columns. Figure 8a, b present
gravity load-response results for M1 and M2. Figure 8a shows load-connection slip
response data and Fig. 8b presents load-slab displacement response data. On the basis
of the results obtained for M1 and M2, it can be seen that the initial tendon force is

Fig. 6 Displaced shape and
mild reinforcing bar stresses
at ultimate (M1)
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grout pockets

Fig. 7 Plastic deformation vector (M1)

Fig. 8 a Computed gravity load-slip responses (analyses M1 and M2) b Computed gravity load–
displacement responses (analyses M1 and M2)

estimated to little impact on the pre-cracking stiffness of the system; however, in the
simulation accounting for increased tendon force losses stemming from anticipated
long-term effects (e.g., creep, shrinkage, and relaxation), the post-cracking stiffness
of the system was more significantly impacted as a result of the post-tensioning
stress level decrease. In Fig. 8a, the relative vertical slip at the mid-depth location of
the slab module is presented and as a representative measure of overall connection
surface slip. For both tendon stress levels considered, it can be seen that connection
slip propagates after extensive yielding of the slab module’s mild reinforcement and
concrete/grout crushing are estimated to occur. It can also be seen that the tendon
stress level did impact the ultimate gravity load carrying capacity of the connec-
tion; however, this impact seems to be more directly related to the influence of axial
compression on the slab module’s flexural resistance as opposed to the influence of
axial compression on the slip resistance of the connection. The maximum gravity
load that the systemwas estimated to resist was estimated to be approximately 30 kPa
when the effective long-term force-in-tendonwas assumed, and the numerical results
show that slab module mild steel yielding would occur prior to system failure. It is
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Fig. 9 Computed cyclic
load–displacement responses
(analyses M3 and M4)

interesting to note that in the absence of system post-tensioning, a yield line anal-
ysis [10] considering an isolated corner-supported slab module suggests that the
flexural resistance of the lightly-reinforced slab module is approximately 10 kPa.
However, the addition of axial compression within the slab leading to increased
flexural resistance, the vertical shear carried directly by the inclined tendons, and
the corner rotational restraints stemming from system continuity and from contact
between the slab modules and the columns, collectively permit these lightly rein-
forced slab modules to carry significantly increased gravity loads as a result of the
post-tensioning employed in themodular system.Ultimately, the capacity and perfor-
mance of the modular system was controlled by flexural failure mechanisms under
gravity loading and the friction-based connection was estimated to have little impact
on the capacity of the connection or on connection performance prior to the onset of
flexural failure.

Reversed cyclic analyses were used to estimate the suitability of the friction-based
connections under lateral loading conditions. The hysteretic lateral load versus lateral
displacement (and drift) curves ofM3 andM4 are shown in Fig. 9. Recall thatM3 and
M4 were identical in all respects with the exception of connection friction. Analysis
M3 employed a friction coefficient of 0.60, which was selected on the basis of
established recommendations [7] and was aimed at capturing the likely slip-friction
response of the joint, and M4 employed a friction coefficient of 1.0 in an effort to
further mitigate connection slip from the simulation, while still permitting crack
opening and closing within the grout pocket comprising the slab-column connection
region,withoutmodifying thefinite elementmodel connectivity ormeshing. From the
results presented, it can be seen that the load-deformation responses of the connection
are near-symmetric for both cases of connection friction considered and show little
impact of damage propagation or deformation offset stemming from initial loading
direction. Apparent from a comparison of the two sets of results obtained from the
cyclic analyses, connection slip was estimated to reduce the lateral load resistance
of the connection by approximately 16% and also led to a marginal reduction of
lateral stiffness (reduction of about 10%). Further, the general shape of the two-
hysteresis differed, with the slip-permitted analysis exhibiting increased pinching.
However, arguably the most noteworthy aspect of the response is the approximate
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doubling of the connection ductility as a result of the presence of slip-friction, which
was estimated to reduce the stress levels developed in the critical grout and concrete
regions comprising the connection region. In both analysis cases (M3andM4), failure
was ultimately controlled by flexural failure mechanisms in the form of concrete and
grout crushing at the connection region, near the top and bottom surfaces of the slab
module.

For assessing the estimated drift levels obtained fromanalysisM3,which achieved
a maximum drift ratio of approximately 1.9% under the prescribed cyclic lateral
loading protocol, [11] drift-based shear strength reduction factors for RC flat plates
subjected to seismic deformations can be used a reference.According to theCanadian
design provisions, RC flat plate connections that are required to undergo such levels
of drift, are subject to appreciable strength reduction factors, effectively limiting
the shear strength of the connection to approximately 30% of their concentric shear
resisting capacity. That stated, it should again be noted that the results shown for anal-
ysis caseM3were obtained considering the combined application of the entire gravity
service load (i.e., full dead+ full live) along with the prescribed lateral displacement
protocol. Thus, on the basis of these results, it can be stated that the computed results
obtained for the PACE modular system well-exceed the drift requirements associ-
ated with conventional RC flat plates and, based on those results, would be a suitable
alternative for RC slab systems that are likely to experience lateral deformations. The
displaced shape and damage development, by way of concrete/grout plastic strain
contours, are shown for peak amplitude positive and negative drifts prior to failure
(refer to Fig. 10). In the lateral load analyses, damage was estimated to first occur
within the grout pockets and then propagate to the adjacent slab modules. Finally, it
should also be noted that while not shown in Fig. 9, a lateral pushover analysis was
conducted to estimate the influence of the cyclic loading on the modular friction-
based connection. Under lateral pushover, the system was estimated to be governed
by the flexural resistance of the column as opposed to the post-tensioned connection.

(a) peak amplitude positive displacement (b) peak amplitude negative displacement

Fig. 10 Displaced shape and plastic strain development (× 8 displacement magnification)
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Thus, the reversed cyclic lateral loading protocol considered in analyses M3 and M4
is indeed a demanding loading scenario for the modular connection and was shown
to induce material damages not captured in a pushover analysis.

4 Conclusion and Discussion

This paper presents results obtained from a series of NLFEA aimed at gaining insight
on the structural response of post-tensioned friction-based slab-column connections
under different loading conditions.On the basis of the results presented, the following
key findings were obtained:

• Under gravity and lateral loading conditions, flexural failure mechanisms
involving mild steel yielding and longitudinal concrete crushing were estimated
to govern the response of the post-tensioned slab column connections. While the
presence of the friction-based connections impacted connection response, it was
not estimated to propagate premature slip-related failuremechanisms. Further, the
post-tensioning tendons employed in the system were estimated to remain elastic
over all phases of applied loading and response.

• Under anticipated service level gravity loading, negligible levels of concrete
cracking, connection region opening (i.e., crack openingwithin the grout pockets),
and connection slip at the friction connected joints were estimated to occur. Load
levels far-exceeding the factored gravity loadwere required to develop damages in
the form of cracking, crushing, or connection slip. For the specific PACE connec-
tion considered in these analyses, the structure had a reserve gravity load carrying
capacity of approximately 3 times the factored gravity load. Finally, it should also
be noted that extensive concrete cracking and mild steel yielding was estimated
to occur within the slab modules, prior to developing damage in the immediate
slab-column connection region.

• Under reversed cyclic lateral loading conditions, the influence of connection slip
was estimated to marginally reduce system lateral load resistance and connection
stiffness; however,was also estimated to enhance the ductility of the friction-based
connection/modular system. The results from the analyses carried-out suggest that
the presence of even small levels of connection slip dissipated the load demands
on the critical concrete and grout regions comprising the slab-column connection
and, as such, delayed the onset of concrete/grout crushing, which was ultimately
found to be the controlling damage mechanism in all cases considered.

• The estimated drift capacity of the post-tensioned modular system employing
friction-based shear connections at the slab-column regions was estimated
to exceed minimum North American requirements specified for conventional
RC flat plate connections. While PACE slab-column connections are admit-
tedly not directly comparable to RC flat plates, satisfying the drift-based shear
strength criteria provided in Canadian design provisions for flat plates, in part,
demonstrates their suitability for applications in similar building structures.
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The nonlinear finite element analyses presented in this paper confirm the feasi-
bility of employing PACE friction-based slab-column connection systems in lieu
of more conventional slab systems commonly used in predominantly-gravity load
controlled systems. The results presented also shed light on the potential benefits of
using modular systems with friction-based connections as a means of enhancing
lateral deformability and resilience under a broad range of loading scenarios,
including extreme lateral loading scenarios. Further, it should be noted that the
deformation capabilities of flexure-governed RC components can be challenging
to capture with high accuracy using numerical procedures. In this regard several
arguably-conservative assumptions were employed in the analyses; however, it is
recommended that experimental activities involving closely-related friction-based
post-tensioned connections be performed to validate the promising ductility estimates
developed through this work.
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An Integrated Framework for the Design
of Climate-Resilient Buildings in Canada

J. Kim, E. Kim, K. Kapsis, and D. Lacroix

1 Introduction

With a rapidly changing climate, the concept of resilience is emerging as an impor-
tant consideration for Canada’s building industry. Recent weather events such as
floods (e.g., 2018 New Brunswick flood), wildfires (e.g., 2016 Fort McMurray fire),
droughts, and heatwaves have shown devastating impacts of climate change on the
environment, economy, and public health and safety, especially among vulnerable
populations (e.g., seniors, low-income families, indigenous communities). Between
2003 and 2012, flooding alone has cost Canadian taxpayers $20 billion (CAD) in
damages [12] and according to national-scale projections, extreme weather events
are expected to increase in both frequency and intensity. The vast majority of existing
buildings are vulnerable to the projected climate changes because they are not
designed to deal with extreme weather events. There is an urgency to integrate
resilience in building design and operation to ensure the safety and prosperity of
our communities. This goes beyond the safety of structures during extreme events
(e.g., earthquakes, hurricanes) and includes the resilience of interdependent building
components such as systems and occupants under a changing climate. Existing liter-
ature often deals with these components in isolation and their interdependency is
mostly missing in resilience considerations despite the fact that failing one could
compromise the others.

This paper seeks to establish an integrated framework to designing for resilience
in buildings by evaluating the role of the structure, building systems, and occupants
and their interdependency in climate impacts. The paper consists of two major parts:
(1) review of the current state of resilience considerations for structure, systems, and
occupants in the context of Canada’s climate risks and regional priorities, and (2)
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discussion of their relationship and interdependency in improving climate resilience
in building design and operation.

2 Climate Change in Canada

Canada has been warming up over the latter half of the twentieth century with an
increase of 1.5 °C in average air temperature [5], which is particularly concerning
given the rate of warming in Canada is double the global average over the same
period. Rising temperatures has caused declines in snow and ice cover and warmer
winter seasons across the country especially in northern regions. Warming of the
climate has also altered precipitation and wind patterns with increases in rainfalls
and storm events in many parts of the country [7]. The changing climate has serious
implications for future vulnerability of the built environment as they can negatively
affect structural integrity, essential services (i.e., water, energy), and occupant health
and safety. In 2019, Natural Resources Canada (NRCan) published a detailed report
[5] describing the impact of projected climate change in major regions of Canada
(Fig. 1).

Based on this report, the regional characteristics of the projected climate changes
are summarized in Table 1 and subsequent associated climate risks that are relevant
to the built environment for each major region are identified in Table 2.

From a built environment perspective, the projected climate changes pose the
following risks:

• Flooding: more frequent and intense rainfalls will increase urban and coastal
flood risks. Combined with extreme water levels and high winds, floods can cause
serious damages to coastal communities and buildings.

Fig. 1 Six regions of
Canada [24]
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Table 2 Projected regional
climate change trends

Regional priorities*

British Columbia Drought Flood Water

Prairies Flood Drought Wildfire

Ontario Flood Storm Drought

Quebec Flood Storm

Atlantic Flood Storm

Northern Canada Storm Flood

*The climate change trends summarized in this table are based on
findings in the NRCan report [5]

• Extreme heat: more intense and frequent extreme hot temperatures will increase
the severity of heatwaves, potential power outages, and heat-related health
concerns especially among vulnerable populations (e.g., seniors).

• Drought: warmer winters and earlier snowmelt will cause higher winter stream
flows while lowering summer stream flows. Such trends will lead to an increased
risk of fresh water shortages during summer seasons in many parts of the country.

• Wildfires: higher temperatures and prolonged drought can increase wildfire risks
particularly in prairie regions that can cause severe damages to building structure
and health risks with poor air quality.

As shown in Table 2, each region faces different climate risks; hence, resilience
solutions for buildings will need to be based on specific climate challenges of the
region guided by scientific information and methods.

The next section provides a review of the current state of resilience considerations
for major components of the built environment—structure, systems, and occupants
in the context of Canada’s climate risks and regional priorities.

3 Resilience Considerations for the Built Environment

Climate resilience refers to various concepts such as risk management, mitigation,
adaptation, and sustainability. Even within the context of the built environment,
resilience has different meanings and implications depending on the specific compo-
nent being investigated. In this paper, the focus is on three major components of
buildings—the structure, building systems, and occupants—in order to understand
how resilience is defined and evaluated in building design and operation.
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3.1 Structure

Resilience has become the new“buzzword” not only in engineering but also in various
social and political contexts. Although there are many variations in the definition of
resilience, a common overarching theme in the context of structural engineering
is the ability for buildings and other infrastructure to absorb and recover from the
impact of hazards with minimal damage to public safety, health and the economy.
Design standards and guidelines have evolved over the years to adapt to changing
needs and reflect advances in science but planning and engineering practices are still
driven by risk management. There are no specific requirements for the building to be
serviceable after a hazard event and no criteria for functional recovery or life-cycle
considerations. These are key to achieving resilience in structures.

To date, much of the resilience discussion and research in structural engineering
has centered around the performance of structures under extreme natural hazards
such as earthquakes and hurricanes. However, an additional hazard that is often
overlooked in structural resilience discussions is the impact of aging and deteriorating
infrastructure. In addition to increasing the frequency and intensity ofweather-related
disasters, climate change is also expected to increase the likelihood and rate of
deterioration of the built environment through corrosion, oxidation, and even decay
in some materials [18, 26].

In order to meet structural resilience goals under natural hazards, it is not only
necessary to reduce failure probabilities and mitigate the immediate impact of the
hazards but also to minimize continuing effects through recovery. In this regard, the
quantification of resilience and development of recovery models have been critical
for identifying and understanding resilience needs. The resilience of a structure can
be mathematically expressed as the integration of its functionality over time as [9]
as shown in Eq. (1).

R = 1

tr

t0+tr∫

t0

Q(t)dt (1)

where t0 is the time atwhich the disaster event occurs, tr is the time interval overwhich
resilience is being evaluated, and Q(t) represents the functionality or serviceability
level of the structure. This definition of resilience is graphically represented in Fig. 2
where resilience is simply the area under the functionality curveQ(t)whose analytical
form depends on loss and recovery functions.

Accurate recovery functions are difficult to obtain due to the uncertainties involved
in the recovery process but empirically derived and simplified models are available
in the literature [9, 15].

Further interpreting resilience as illustrated in Fig. 2, it can be understood that the
resilience of a structure can be enhanced byminimizing the initial impact on function-
ality at t0 and reducing continueddisruptions to functionality by reducing the recovery
time. One way this can be achieved is through redundancy and improved robustness.
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Fig. 2 Graphical representation of resilience

Recent extreme disasters such as the Tohoku earthquake (2011) andHurricane Sandy
(2012) generated an urgency to develop design guidelines and mitigation measures
for hazard types and levels that were previously not considered. These range from
general site characterization and design choices like requiring elevated building foun-
dations or prohibiting reverse sloping driveways [11, 25] to component isolation or
strengthening measures like self-centering or energy dissipation mechanisms [8].

There already exists methodology for assessing the resilience of structures under
natural hazards as well as tools for improving resilience. However, it is important
to highlight that structural safety and recoverability alone do not define resilience.
For a building to be functional and habitable during and after a disaster event, the
resilience of building systems and occupant health must also be ensured. Linking
structural resilience to building systems and occupant well-being is a significant
challenge that has not yet been addressed in the literature.

3.2 Building Systems

While it is essential for building structures to remain intact and quickly recover from
climate change hazards (“have a roof over your head”), a climate-resilient building
also needs to bounce back or (ideally) maintain operations (“snug as a bug in a
rug”) during and post-hazards, with minimal financial and environmental impact.
This section briefly discusses building resilience from the point of view of energy
and space conditioning systems in buildings. While water and wastewater systems
are equally critical for building functions, they can be described as socio technical
systems since their undisruptive operation relies not only on building resilience but
extends to public works and public infrastructure resilience [14].
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The frequency, duration and geographic distribution of weather-induced power
outages is increasing overall, necessitating individual buildings to go into islanded
mode, and clusters of buildings to become independent microgrids [3]. The rising
number of power outage events is driven by aging power infrastructure, increased
demand, and climate change [1]. Distributed energy resources (DER) can be imple-
mented in newor existing buildings, to relieve the grid by providing ancillary services
during normal operation (thus, mitigating rolling blackouts), and operate critical
loads during power outages until grid recovery. DER are active building systems that
can be categorized as (1) on-site electricity generation, (2) controllable loads (e.g.,
space and water conditioning systems such as heat pumps, electric lighting and hot
water tanks) or (3) energy (thermal and electrical) storage.

Active systems can be easily implemented in new construction and existing build-
ings. Special care should be taken for their design and installation as to account for
climate-induced risks specific to the region. For example, for a building located in
an area prone to flooding, the solar inverters and mechanical equipment should be
installed on the top floor to ensure operation during critical times.

On-site electricity generation can be implemented in the form of rooftop photo-
voltaic systems or building-integrated ones. The adoption of grid-forming inverters
and electric (distributed or district) storage is also necessary to allow buildings to
function in an isolated mode when the grid is down [4]. When possible, several DER
should be considered such as thermal storage, smart heat pumps and electric vehicles
(in the form of electric storage) to increase the overall building reliance [27]. Coupled
with energy efficiency measures, DER are critical to maintaining grid stability and
reducing greenhouse gas emissions (GHGs).

On-site generation may fail or not meet all energy demands during and post-
hazards, thus it is important to incorporate passive measures/systems to enhance the
thermal resilience of the building, reduce critical failures (e.g., indoor bursting pipes
during an extreme cold event) and allow habitable indoor conditions (e.g., during a
heat wave). The implementation of passive measures/systems in existing buildings
can be challenging because they are often incorporated in the buildings permanent
structures; therefore, it is important to consider incorporating them at the design
phase. Examples of passive systems include [16, 17]:

• Well insulated airtight envelope to increase building thermal autonomy.
• Window-to-wall ratio and exterior solar shading to regulate solar gains and

daylight.
• Thermal mass to reduce indoor temperature fluctuations.
• Operable windows to allow natural ventilation.
• Fire resistance measures to minimize risk of damage from wildfires (when

applicable).
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3.3 Occupants

The effects of climate change on buildings can have adverse effects on occupant
comfort, health, and quality of life. Overheating in the building due to extreme
summer temperatures and frequent heatwaves is a growing concern with increasing
heat-related illness and mortality in southern regions of Canada (e.g., 90 + deaths
from the 2018 heatwave in Quebec). Providing appropriate cooling solutions for the
building occupants during extreme hot temperatures is increasingly important, espe-
cially amongst the elderly population who is vulnerable to heat-related health risks
[20]. However, related efforts often lead to increased consumption of air conditioning
that can exacerbate urban heat island effects and worsen carbon emission rates [6].
Hence, building designers need to consider alternate or complementary strategies that
can achieve the same cooling effects as air conditioning for sustainable management
of overheating issues [13]. The international comfort standards offer guidance on
the use of adaptive comfort in naturally-ventilated space, cooling effects of elevated
air speed, and thermal environmental control classifications that can lead to reduced
cooling energy use and increased adaptive opportunities for the occupants [2]. As
the current warming trends will likely continue over the lifespan of buildings, further
work is needed to understand the effects of various cooling strategies—active and
passive—and their combinational effects on thermal comfort and energy use under
extreme heat. Furthermore, in a cold climate like Canada, the adverse effects on
occupant comfort, health, and quality of life should not be overlooked. For example,
in January 1998, the Great Ice Storm led to 34 fatalities and left millions without
power for days to several weeks.

Air pollution from wildfires can also present significant health threats to the resi-
dents in the impacted area (e.g., Prairies) as well as surrounding regions. Depending
on the extent and duration of the wildfire, outdoor pollutants such as smoke, debris,
and ashes can remain in the air for days or weeks, and they can enter buildings
via mechanical ventilation systems, natural ventilation, and infiltration (e.g., small
cracks, air gaps) [23]. Hence, future building design needs to consider the effects
of wildfire on indoor air quality in wildfire-prone areas to ensure safe and healthy
living conditions. Standards development have begun to integrate fire resilience into
building design (e.g., CSA S504 Fire resilient community planning, building design
andmaterials for northern regions). Since each regionmay have unique wildfire chal-
lenges and air pollution issues, it is important to use standards in conjunction with
local guidelines/requirements and develop regional expertise in wildfire resilience.

Some extremeweather events such as floods andwildfires may require emergency
evacuations and temporary or permanent population displacement. Such events can
be devastating to residents emotionally and financially and they can take significant
time to recover and restore. In the case of floods, buildings may not be safe for
people to return even after the flood subsides as wet envelope, interior finishing, and
furniture can cause health risks [10].With rising sea levels, some coastal communities
can be subject to repeated flood events that can severely compromise livelihoods
of the local people. In many cases, the effects of climate change do not affect all
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people and communities equally. Certain segments of the population can be more
vulnerable to these extreme weather events due to their health, social, and economic
status. Therefore, resilience solutions must integrate equitable approach to provide
sustainable living conditions to vulnerable populations in the built environment.

4 Discussion

4.1 Integrated Framework to Resilient Buildings

The preceding section highlights the three main components of the building envi-
ronment and what resilience means in terms of each component. However, it is
important to note that the three components are interrelated and all three are integral
to a resilient design. Even a single component compromised in a disaster event would
mean the building is not serviceable, and if a large portion of the built environment
suffers non-recoverable failures, the entire community may be incapacitated for a
prolonged period of time. The importance of the structural system, building systems,
and occupant health in the resilience paradigm is portrayed in Fig. 3.

Resilience-based design is not a new idea and efforts have already been made to
identify community-level resilience objectives and to disaggregate these objectives
into performance targets for individual buildings [19, 21, 22], but there is a lack of
guidance for meeting these targets and little progress has been made toward adapting
resilience-based performance targets to building codes. This remains a significant
challenge from both an engineering and cost perspective. In conventional design,

Fig. 3 The road to climate-resilient buildings



606 J. Kim et al.

the structure, the building systems, and occupant health are all treated as inde-
pendent problems with prescriptive standards and regulations for each component
that will yield reliable performance but not one that is adequate with respect to a
resilience framework. Given that the performance and recoverability of all three crit-
ical components are key to an overall resilient response to disasters, an integrated
design approach needs to be developed in which the component designs complement
each other to maximize the individual resilience of each component. For example,
designing building systems and occupant health controls with redundancy and func-
tionality goals, and complementing this with a structural system that can minimize
the damage to building systems and occupant health controls. Developing comple-
mentary design requirements and choices that will maximize both the safety and
functionality of each building components are crucial to building resilience.

4.2 Design and Regulatory Implications

When it comes to cities, buildings can be seen as the smallest physical unit involved
in the urban infrastructure and use of resources. Currently, there are several initiatives
and actions looking into climate change resilience and mitigation at an urban scale:
from global networks such as the C40 Cities and the UN Urban Resilience Hub, to
Canada’s Excellence Research Chair (CERC) in Smart, Sustainable and Resilient
Communities and Cities. While the performance objectives of these greater actions
might be well defined, interpret them to design and performance requirements for
new and retrofit buildings has been proven challenging.

When it comes to new buildings, design decisions and climate change mitigation
strategies are going to affect building performance and their ability towithstand short-
and long-term climate events for the next 50 to 120 years, being the typical service
life of a building. Performance-based building codes and regulations can effectively
guide climate resilient design, construction and operation, that enable future building
or system alternations for climate change adaptation. In addition, the development
of new standards is necessary to accommodate for various disruptive technologies
introduced into buildings.

Current codes largely overlook the existing building stock. Policies coordinated
at national or international level e.g. building energy labelling, flood plain evalua-
tion and subsidies for disaster fortitude retrofits can reduce dependence on complex
building controls, systems and off-site energy thus, enable resilience at the building
scale for the ones who needs it the most.
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5 Conclusions and Recommendations

In this paper, we propose an integrated framework to resilient buildings that comple-
ments and maximizes the performance major components of the building in a
changing climate. Specifically, the role of three building components—structure,
building systems, and occupants is discussed in the context of Canada’s climate
risks. Key findings and recommendations include:

• Functionality and habitability are important criteria in resilient structures and
should be considered as part of resilience requirements along with safety and
recovery during extreme weather events.

• Building systems should be designed and installed to account for specific climate
risks to the region and integration of DER and passive systems is recommended
to prevent critical failures and improve the overall building resilience (e.g., indoor
comfort, energy diversity).

• Equitable resilience solutions along with increased adaptive opportunities for
rising temperatures and extreme weather events will be critical to ensure safe and
healthy living conditions for building occupants, especially among vulnerable
populations.

• To maximize the resilience of buildings under climate driven disasters, an inte-
grated framework is needed to develop complementary and synergistic designs
of the structure, building systems and occupant controls.

Based on this proposed framework, future work will investigate specific relation-
ship between building components and develop integrated design and engineering
solutions that can inform building standards and regulations.
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Geogrid Reinforcement in the Treated
Base Layer of Flexible Pavements

Susanna Mattar, Moustafa Tammam, Jolavian Mekhail, Omar Mahran,
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1 Introduction

Flexible pavements are the most widely used type of pavements since they are rela-
tively inexpensive, and easily repaired, strengthened, andmaintained. However, flex-
ible pavements are susceptible to various damages. These damages may be aggra-
vated when using low quality bitumen; like the case in Egypt where low quality
bitumen constitutes a major concern in the road construction industry. Using such
low-quality bitumen in pavement mix increases the pavement’s susceptibility to
failure; be it rutting, shoving, raveling, fatigue, or slippage cracking. This will result
in a reduction in the pavement’s lifespan. Innovative ways to strengthen flexible
pavements, making them more resistant to high loads, have been significant in the
field. Most of the mentioned problems in flexible pavements are associated with the
presence of excessive stresses. Under the wheel load, excessive horizontal stresses
develop;meaning that tensile radial stress is amain contributor to themodes of failure
previously mentioned. Furthermore, load distribution is spread radially in flexible
pavements at all levels and geogrids could help distribute and resist these stresses
effectively.

Geogrids are geosynthetic material made up of connected parallel tensile ribs
with openings large enough to allow strike-through of the surrounding material. In
this study, the biaxial geogrid is used as the stresses induced by the wheel into the
pavement are generated in all directions. Using geogrids as reinforcement is expected
to improve the load distribution transfer across the pavement layers until it reaches
the subgrade soil. Therefore, the use of geogrids in flexible pavements is anticipated
to significantly contribute to solving the problem of pavement deterioration not only
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in terms of the aforementioned distresses, but also by reducing the maintenance costs
and extending the lifespan of the pavements.

It has become vital, especially in Egypt, to assimilate the use of geogrids into the
construction methods of roads since it will greatly enhance its quality. The available
literature about geogrids has exhibited the extent to which it can increase the service-
ability of the road both in terms of increased stress resistance [1] and reduced rate of
crack propagation. Several studies have also discussed how the different functions
in which geogrids can reduce the induced stresses in pavements. Moreover, several
papers were dedicated to investigating the optimum location of the geogrids in the
pavement [2–4].

Fan et al. [4] investigated the effect of geogrid reinforcement on flexible pavement
using both a numerical model analysis and a large-scale tank (LST) testing program.
Through both analyses, it was concluded that placing the geogrid in the middle of
the base layer has reduced the surface deflection in the asphalt concrete layer as well
as being effective in reducing the rutting damage in the base and subbase layers.
Another study conducted by Al-Qadi et al. [5] realised that if the base layer was thin
(203 to 457 mm) then geogrid placement is optimal at the base-subbase interface,
and if the base layer is thicker, then the geogrids should be placed at the upper third of
the layer. Research also shows that the incorporation of geogrids allowed the flexible
pavement to withstand a higher number of loading cycles, and, in turn, increase the
service life of the road [6].

Abu-Farsakh et al. [7] also conducted a study which ascertained the aforemen-
tioned results. It was concluded that placing the geogrid at the base-subbase interface
resulted in a reduction of the lateral strains both in the base and subbase layer, as well
as reducing the vertical and shear strain at the top of the subbase layer. Moreover,
they observed that geogrid reinforcement had notably reduced permanent surface
deformation along with an increase in the pavement service life.

Siriwardane et al. [8] studied the effect of geogrid placement in the Hot Mix
Asphalt (HMA) layer in a pavement section which was composed of the HMA layer,
a gravel base, and a subbase layer (geotextiles were added between the base and
subbase layer). They found out that stresses were better dissipated in the pavement
layers and displacement was significantly reduced.

Imaji et al. [9] conducted full-scale testing trials which showed that the incorpora-
tion of geosynthetics (geogrids and geotextiles) significantly decreased both dynamic
and static stresses in the base layer. The study also concluded that the addition of
geosynthetics was able to curb lateral strain spreading, as well as increase rutting
resistance.

Geogrids have also shown substantial performance in areas such as: airport pave-
ments andmachine foundations. In the former situation, geogrids were able to reduce
stresses and strains in the pavement as well as reduce crack propagation [10], while in
the latter situation, the usage of geogrids increased vibration absorption and reduced
displacement [11].

The presented research addresses the enquiry about the optimum location of the
geogrid in the binder layer of the flexible pavement.
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2 Experimental Work

2.1 Lab Material Testing

Lab material testing was conducted to characterize the different materials used in
the various layers of the flexible pavement; namely, asphalt concrete, be it surface or
binder course layers, untreated base, geogrids, and the subgrade soil. Thesematerials’
physical and mechanical properties are needed as input to the finite element model
assembled such that the numerical model represents the actual full-scale model. The
lab tests conducted on the different materials were according to the ASTM. Results
of the tests are shown in Tables 1, 2, 3 and 4.

Table 1 Test results for
subgrade layer

Property Test name ASTM Result

Gradation Sieve analysis C136-01 Silty sand

Specific
gravity

Specific gravity D854-14 2.8

γ dry max
(KN/m3)

Compaction D698-12E2 20.0

Optimum
Water Content
(%)

Compaction D698-12E2 9.6

Cohesion
(KPa)

Direct shear D3080 7.75

Angle of
internal
friction (φo)

Direct shear D3080 45

Modulus of
Elasticity (E)
(MPa)

Consolidation D2435 42

Poisson’s ratio (μ) (assumed) 0.3

Table 2 Test results for base
layer

Property Test name ASTM Result

γ dry max (KN/m3) Modified proctor
compaction

D1557-12 20.6

Optimum Water
Content (%)

Modified proctor
compaction

D1557-12 6.5

CBR (%) CBR D1883-16 100

Modulus of
Elasticity (E) (MPa)

Plate loading D1195-09 80

Poisson’s Ratio (μ)
(assumed)

0.25
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Table 3 Test results for geogrid properties

Property Result

Tensile Strength (MPa) 40

Modulus of Elasticity (E) (MPa) 280

Unit Weight (KN/m3) 1.1

Poisson’s Ratio (μ) (assumed) 0.15

Table 4 Test results for asphalt concrete layers

Layer Property Test name ASTM Result

Binder Flow (2.5 mm) Flow & Stability D6927-15 21.2

Stability (KN) Flow & Stability D6927-15 8.2

Dynamic Modulus of Elasticity
(E*) (MPa)

Dynamic modulus D3497 638

Poisson’s Ratio (μ) (assumed) − − 0.2

Surface Flow (2.5 mm) Flow & Stability D6927-15 15.75

Stability (KN) Flow & Stability D6927-15 10.7

Dynamic Modulus of Elasticity
(E*) (MPa)

Dynamic modulus D3497 706

Poisson’s Ratio (μ) (assumed) − − 0.2

2.2 Full-Scale Testing

2.2.1 Test Design

Three full-scale pavement models were tested: a control with no geogrid and two
reinforced geogrid samples; particularly, one had geogrid at themid-binder layer, and
onewith geogrid at the surface-binder layers’ interface. The tank had dimensions of 2
× 2× 1m. The layers’ thicknesses were selected according to a typical section in the
Egyptian code of practice, which suggested 20 cm of base layer, 10 cm of AC binder
course layer, and 5 cm of AC surface layer. The subgrade soil was well-compacted
to thickness 65 cm of,

The materials; namely, the subgrade, base, and asphalt concrete were mixed,
placed sequentially in layers and compacted using a small plate compactor. The base
layer was placed and compacted on two layers, sand cone tests were conducted to
assure that thematerialswerewell-compacted to their required degree of compaction.
The asphalt concrete layers were placed and compacted on layers of 5 cm thick each.
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2.2.2 Measurement Devices

The measurement devices in the test setup consisted of pressure gauges located at
selected depths across the pavement layers, external LVDTs placed at the surface to
measure the deformation, and the actuator through which the load is applied.

Six KDE-PA soil pressure gauges were distributed across the pavement layers
to measure the induced stresses. The pressure gauges (P1 to P6) were placed at the
locations most relevant to the objectives of the experiment and most likely to be
affected by the tensile stresses as shown in Fig. 1. Figure 2 shows the complete
setup.

Fig. 1 Pressure gauges location (Elevation)

Fig. 2 Load pattern



614 S. Mattar et al.

2.2.3 Dynamic Loading Protocol

Pavements in the models were subjected to repetitive or dynamic loading to simulate
the traffic loads. The load was applied on a rubber plate with an area of 30 × 20 cm
that represents the contact area of a tire. The chosen load pattern is shown in Fig. 2.
It simulates the traffic loads in a low-speed, every 1 s represents a cycle in which:

The static 0.5 tons, which is the minimum load applied, was applied in order to
avoid impact during load application. Also, the ESAL equivalency table in the ECP
and the ASHTO 1995 were used to calculate the load factor, hence, it is determined
that each loading cycle is equivalent to 39 ESALs.

The aforementioned load pattern was assigned through the control system of the
actuator. The load was applied in batches of cycles where one batch is 5,000 cycles,
then the actuator is left to cool, then the next 5,000 cycles is applied and so on until
failure.

Based on research and previous literature, the widely recognized failure criterion
was selected to be defined as 1 inch (2.5 cm) of permanent deformation of the
pavement structure. Other researchers have used this criterion; e.g. National Airport
Pavement Test Facility [12].

3 Numerical Modeling

Three numerical models were developed, two of them with geogrids and one model,
which is the control case, without geogrids. The model was based on an equivalent
analysis of the static load, where the dynamic modulus of asphalt was used.

4 Analysis of Results

4.1 Full-Scale Model

4.1.1 Total Deformation Versus Time

Figure 3 shows the total deformation (mm) versus time (seconds) of the threemodels.
When plotting the charts, it became apparent that there was a seating problem in the
data collected. Seating problem caused by applying the load cycles in 5000 batches
introduced some discontinuities. The data was adjusted to avoid this problem and
assure all curves are continuous until the end of test as presented in Fig. 4.
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Fig. 3 Deformation versus time

Fig. 4 Deformation versus cycles, model 1

4.1.2 Plastic Deformation Versus Number of Cycles

Given that the selected failure criteria for the pavement performance in this study is
defined as 1 inch or 25.4 mm of total plastic deformation, the plastic deformation
versus the number of cycles were plotted for each of the three models. When plotting
the Plastic deformation versus the number of cycles charts, theminimumdeformation
during a cycle was used, assuming that the plastic deformation occurs when the load
on the pavement is minimum in each cycle.
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Figures 4, 5 and 6 illustrate and determine the number of cycles required for each
sample to reach 25.4 mm deformation, which means failure according to the selected
criterion.

The damage factor calculated earlier (equivalent to 39 ESALs) was used to calcu-
late the equivalent ESALs for the failure of each model. Table 5 shows that model

Fig. 5 Deformation versus cycles, model 2

Fig. 6 Deformation versus cycles, model 3

Table 5 Enhanced performance percentages

Model number Location of the
geogrid (If any)

Cycles to failure Equivalent ESALs Enhanced
performance %

1 None 1612 62,868 −
2 Mid-binder layer 8353 325,767 412.8%

3 Surface-binder
layer interface

5057 197,223 213.7%
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2 showed an enhanced performance of 418.2%, while model 3 showed an enhance-
ment of about 213.7%. The full-scale testing, therefore, shows that between the two
locations tested, the location of the geogrid that yielded the highest enhancement in
the performance of the pavement system, is in the mid-binder layer.

4.1.3 Pressure Gauges Results

To further examine the behavior of the pavements with geogrids, the extent to which
geogrids aided in dissipating the induced stresses was analyzed. Two of the pressure
gauges installed within each model during loading at two different locations within
the pavement were analyzed. The first is P4, which is placed in the middle of the
base layer and the second is P5, which is placed at the interface between the base
layer and the subgrade. The results of the three models were drawn on different
datum to represent the difference in the height of the amplitude of the wavelength of
each model. Trend analysis of the induced stresses at the aforementioned locations
showed that the induced stress decreases with depth. Moreover, it was found that
model 1 had the highest stress induced at both locations, as shown in Fig. 8. Model 2
yielded the highest enhancement of the performance with the lowest induced stress
in both locations of the pressure gauges, followed by model 3. Figures 7 and 8 show
that the presence of the geogrid within the pavement at both locations allowed the
stress to be better dissipated, causing the lower layers of the pavement, the base, and
subgrade layers, to experience less induced stress when compared to the control.

Therefore, the mechanism of stress dissipation of the geogrid enhanced the
performance of the pavement system.

Fig. 7 Pressure gauge P5
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Fig. 8 Pressure gauge P4

4.2 Finite Element Model

Numerical analysis, if validated, gives a be vision for the stress distributions in various
elements of the system. Moreover, it can facilitate the study of different parameters
affecting the performance of the system by performing parametric analysis.

In this research, a nonlinear three-dimensional finite elementmodel has been used,
implementing an elastic-prefect plastic Mohr-Column constative model to simulate
untreated base and subgrade layers elements. Von Mises constative model has been
used to simulate asphalt concrete and binder layers, and elastic elements have been
used to simulate the geogrid. The model dimensions simulated the large-scale exper-
imental model with boundary conditions simulating the experimental container. The
mechanical properties for model elements were obtained by standard laboratory tests
for different materials used, as presented in Tables 1, 2, 3 and 4.

The primary purpose of implementing numerical analysis in this research is to
assure that the boundary conditions are sufficient at the large-scale experimental
model and will not affect the system’s performance. Moreover, the nonlinear model
allows performing parametric analysis to study various parameters affecting the
system.

4.2.1 Model Verification

The finite element model has been validated by comparing numerical outputs to
measured experimental results. Stress distribution within the layers in the actual
tank for each model, measured by the pressure gauges placed at different locations
in the layers, were compared with the finite element model’s corresponding values.
The results obtained from the FEA closely depicted the real model results. The
pressure gauges used to verify the results were P5 and P4, and the difference in
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Fig. 9 Solid stresses; No geogrids

ratios between the average stress obtained by them in the control sample and their
corresponding values was less than 20%. Accordingly, this means that the model is
able to reasonably represent the tank’s actual results.

4.2.2 Control Model Without Geogrids

Themodel’s outcomes as shown in Fig. 9. The stress distribution showed the expected
pattern of highest induced stresses that at the center of loading and decreases in the
stresses towards the sides.

4.2.3 Model with Geogrids Between Surface and Binder Layers

The geogrid model showed a slight improvement in the distribution of stress than
the model with no geogrids. The model’s outcomes as shown in Fig. 10.

Fig. 10 Solid stresses; Geogrids between surface and binder
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Fig. 11 Solid stresses; Geogrids mid-binder

4.2.4 Model with Geogrids at Mid Binder Layer

The geogrid model showed a better distribution of stress than the model with
no geogrids, the geogrids helped to allocate forces by tensioning the geogrids,
which often allowed particles to interlock in the asphalt layer, resulting in a better
distribution of stresses in the below layers. Themodel’s outcomes as shown in Fig. 11.

5 Conclusions

Upon analyzing the outcomes of both the full-scale model and the finite element
model, it was concluded that the use of geogrid reinforcement in the treated base
(binder course) layer has significantly enhanced the pavement’s performance, in
terms of reduced permanent deformation in the AC surface layer as well as better
dissipation of induced stresses in the flexible pavement. Moreover, between the two
tested geogrid locations, it was concluded that the better location for the geogrid
is at the middle of the binder course layer. Upon comparing the obtained enhanced
performance ratio to that of a previous study conducted in the AmericanUniversity in
Cairo on the use of geogrids in the untreated base layer, it was concluded that geogrids
provide better-enhanced performance in treated base layers than in untreated, such
that it resulted in around 400% enhanced performance when placed in the treated
base versus only 30% in the untreated base.
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Defect Based Condition Assessment
of Steel Bridges

A. Elbeheri, A. Bagchi, and T. Zayed

1 Introduction

After a comprehensive review for steel bridgeNDT, it was found that each technology
has more capabilities for one or more type of defects but not valid for all types of
defects which necessitate that two or more technology to be combined to have the
most reliable Bridge evaluation. In researcher’s other publication a proposed NDE
combine two method, Image Processing, and IR thermography to detect both surface
(Corrosion) and subsurface defects (Cracks). As a result of using more than one
measure for inspection it was a must to develop a model which combine defects
different measures and come with a unified condition index.

2 Steel Bridges

At the time the first iron and steel bridges were being built there was little knowledge
about the special advantages and disadvantages of these new materials. Research on
steel bridges often was initiated by dramatic bridge failures or a series of smaller
defects. From an engineer’s point of view, it is easy to reduce bridge collapses to
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errors in design or tomaterial flaws. However, human, and economic losses should be
reminders of the importance to study the causes carefully in order to avoid repetition.

2.1 Steel Bridges Main Defects

2.1.1 Cracks

Ductile failure, brittle fracture, and buckling/instability usually occur under static
loading conditions wherein the applied load exceeds a critical load. In contrast, most
structures are subjected to repeating loads of varying magnitude, which are most
often below yield strength and design stress levels. Fatigue failure is characterized
by the initiation and growth of a cracks due to the repeated loading of the structure,
which generatesmicroscopic inelastic damage at regions of local stress concentration
[24].

2.1.2 Corrosion

Corrosion is one of the most important causes of deterioration in steel bridges. In
the United States 40% of the bridges are built of steel 00oo-0. In some states, such
as Michigan, the number exceeds 60% [15]. There is a need for rational criteria
which can be used to determine the actual strength and remaining life of existing
structures. The primary cause of corrosion is the accumulation of water and salt
(marine environment or deicing media) on bridge steel. The source of water and salt
is either from deck leakage or from the accumulation of road spray and condensation.
The source of the moisture often determines the pattern of corrosion on a bridge. The
rate of corrosion will depend upon the contaminants in the moisture and the ambient
temperature.

According to [15] there are five main forms of corrosion which can affect a steel
girder bridge. The most prevalent form is a general loss of surface material, this
condition will lead to the gradual thinning of members.

To evaluate the effects of corrosion on structural performance, the various regions
where corrosion will occur must be evaluated in terms of net remaining area, struc-
tural behavior, and structural loading. The loss of section in a component will cause a
reduction in the carrying capacity of that component. The amount of capacity reduc-
tion will depend on whether the component is in tension or compression. Tension
capacity is computed as the net remaining area times the tensile strength. Compres-
sive capacity depends upon the net area, geometry, and boundary conditions of the
element. In a steel girder, corrosion may affect the capacity in bending, shear, and
bearing. Bending will be considered mainly at the mid-span of a girder or above an
intermediate support.
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2.1.3 Creep

Vecchio and LPI [24] Described Creep as the damage accumulated from inelastic
deformation of plain carbon and alloy steel under constant load even if the service
stress is substantially below the yield strength as a result of thermal activation at
elevated temperatures.

3 Defects Assessment Aggregation

A composite indicator (CI) refers to an index derived from some specific individual
indicators for measuring the aggregated performance of a multi-dimensional issue.
Technically, it is a mathematical aggregation of a set of individual indicators that
measure multi-dimensional concepts but usually have no common units of measure-
ment [22]. To a large extent, the usefulness of a CI depends heavily on the underlying
construction scheme. According to [22], its construction involves the definition of
study scope, selection of underlying variables, data collection and pre-processing,
data weighting and aggregation, and post analysis of the CI derived, among which
data weighting and aggregation has been an interesting but controversial topic [8].

Multi-criteria decision making (MCDM) is a well-established methodology that
could guide/help decision makers to evaluate existing or potential alternatives where
multiple conflict criteria exist [9]. It has beenwidely applied inmany areas, including
the construction of composite indicators (CIS). A problem in applying MCDM to
construct a CI is the determination of an appropriate MCDM method. While there
are many alternative MCDM methods, none could the most suitable Solution.

Multi-criteria decision techniques are used for problems that involve various alter-
natives which need to be compared against a set of criteria that are conflicting in
preferences (increasing or decreasing) or are measured in differing units. The steps
of formulating such problems are shown as well as the guidelines for selecting the
suitable technique for the problem at hand.

3.1 Previous MCDM Applications

MCDM have been widely applied in many different fields. For instance, it was used
in facility layout selection [16], laser cutting applications [18], and facility layout
selection (Chakraborty, Ray, andDan 2013). Further, it was employed in the selection
and ranking of qualified personnel [1] and maintenance contractors [5].

Madic et al. [18] used a new MCDM method called Weighted aggregated sum
product assessment (WASPAS) to determine the optimum combination of various
parameters in laser cutting. Thismethod combined twowell-knownMCDMmethods
namely: theweighted summethod (WSM) and theweighted productmethod (WPM).
The weights of the criteria were determined by using the analytical hierarchy process
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(AHP) method since not all of them have the same level of importance. Complete
ranking of the nine alternatives was carried out using the WASPAS method. To
validate and check the stability of this ranking, the same problem was solved using
the operational competitiveness ratings analysis method (OCRA) and the results
revealed the perfect correlation between the rankings obtained using the twomethods
with a Spearman’s correlation coefficient value of 0.95.

Kuo et al. [16] used data envelopment analysis (DEA) to solve the problem of
facility layout selection for a company in Taiwan. DEA is a linear programming
technique that can assess the efficiency of production units characterized by multiple
outputs and inputs. The efficiency is calculated as a weighted sum of its outputs
divided by the weighted sum of its inputs and is constrained to the interval (0,1).

Howard [12]highlighted that the weighted summethod (WSM) is the simplest and
most widely appliedMCA technique. It has been used many times such as evaluating
ground water extraction options in Northern Adelaide Plains of South Australia by
[13]. WSM is also used in various environmental management and water resource
planning applications.

The simple additiveweighting (SAW)method has beenwidely applied in a variety
of critical MCDM problems. A study conducted in [25] indicated the superiority of
this technique over others including the Weighted Product Method (WPM). Further,
it was used by [1]to facilitate the selection of qualified personnel in an organization in
the Telecommunication sector in Iran, owing to the great effect this selection process
has on the quality of the workmanship in public and private entities. Therefore, a
framework was developed using the SAW method to aid in the analytical decision-
making process involved rather than relying on intuitive decisions.

The framework proposed by Chou et al. [7]integrates simple additive weighting
with fuzzy set theory and the factor rating system to evaluate facility location alter-
natives. This is one of the most critical decisions in supply chain management and
design as the strategic location of the various facilities such as: warehouses and distri-
bution centres maximizes performance and profitability. The SAW method proved
to be less exhaustive and time consuming compared to other complex methods such
as the AHP, especially with numerous criteria. The proposed approach was applied
to a previous problem and the results were the same which proves that the method is
reliable and efficient.

Grey system theory is based on the ability to predict future events by making use
of limited older data that is inadequate to build a reliable model. Omoniwa [23] used
grey relational analysis (GRA) to solve Multi Criteria Robot Selection Problems in
a fast and accurate manner, It was capable of differentiating between alternatives,
a property that is lacking in many MCDM methods and thus may present multiple
choices [23]. The results indicated how simple this technique is to implement and
provide satisfactory results to aid the decision maker [23].

The effectiveness of construction and maintenance activities depends on many
conflicting and interconnected factors regarding the owner and the contractor. The
owner aspires to minimizing the cost, having a certain time schedule for completion
and having an acceptable level of service and quality of work. At the same time,
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the contractor aims to satisfy the client/owner and minimize the cost and distur-
bances. The traditional selection method is to award the contract to the lowest bidder.
However, as important as this factor is, it is obviously not sufficient as a selection
criterion. The MOORA method was applied for the selection and ranking of the 15
largestmaintenance contractors of dwellings inVilnius, Lithuania in a non-subjective
way. This method was employed to ensure the selection of the suitable contractor in
order to give the stakeholders the confidence that this contractor is able to achieve
the project goals [5].

The success and competitiveness of amanufacturing organization is highly depen-
dent on theproper selectionofmaterials.An incorrect selectionmayhave catastrophic
effects of premature failure of the final product. Since each available material has
its own advantages, disadvantages, functional characteristics and limitations, the
designer should have a clear understanding of the criteria and objectives involved
in the selection process [14]. Therefore, MOORA method was applied in this study
as it provides a logical, systematic and non-subjective approach to make a deci-
sion. The ranking obtained by this approach was highly accurate compared to the
earlier studies conducted on the same decision-making problem, which proves its
effectiveness. Another manufacturing application was discussed by Chakraborty [6]
which involved the selection of automated inspection systems, flexible manufac-
turing systems, and industrial robots. The top ranked alternatives corroborate the
results obtained by previous studies for these problems. This provides solid evidence
for the flexibility and reliability of this adopted approach.

3.2 Ranking Systems for Assigning Weights

Several research efforts have utilizedMCDM in the area of constructionmanagement
such as green construction rating systems [20], feasibility studies ([19], 59–68) and
others. It is important to decide on assigning the correct weights for the criteria
included in the multi-criteria decision-making problem [17]. Literature contains
numerous methods that are used to calculate the weights of criteria such as: the
Analytical Hierarchy Process (AHP) [17], Fuzzy Logic [21], preference ranking
organization method for enrichment evaluations (PROMETHEE) [4] and Simos’
ranking method [20].

Simos’ ranking method is considered one of the simple approaches that has the
ability to convert the numerical values assigned by decision makers to weights. This
procedure is widely accepted as it has proven its success when applied in many real-
life applications giving realistic results [10]. According to this method, each criterion
is written on a card and all the cards are given to the user to rank them from the least
important to the most important. If the user wishes to give two or several criteria the
same rank, s/he is asked to hold these cards together as a subset. Afterwards, the user
is asked to illustrate the importance between the ranked criteria by placing white
cards between successive cards (criteria). As per the ranking given to the cards, a
numerical value is given to each criterion representing the degree of its importance
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and these values are used to find the non-normalized and normalized weights of the
criteria [10].

The AHP technique allows the hierarchical formulation of a complex problem
where criteria are clustered and grouped [17]. Decision makers are required to make
consistent pair-wise comparison between the criteria using the nine-scale ofmeasure-
ment with the aim of calculating the global priorities for them. This process has its
drawbacks because as the problem complexity increases (many criteria involved), the
consistency in expressing the knowledge is likely to decrease as the process tends to
be very confusing. There is a measure to monitor the inconsistency called the “Con-
sistency Ratio” that shouldn’t exceed 0.1 to guarantee consistent results. In case of
inconsistency, the re-assessment process will be tedious and very time consuming
which tends to be very impractical especially in situations where time is crucial and
a quick solution for the problem is needed [17].

As a result, Simos’ ranking method is preferred in cases that involve a large
number of criteria to avoid the inconsistency issues. Another reason is that the large
number of matrices involved will be incredibly time consuming and confusing for
the experts filling them.

4 Development of Defects-Based Aggregation Model

Aggregation process consist of two main steps, 1—calculation the weights for each
defect, 2—calculation the overall index according to these weights.

4.1 Calculating Attributes Weights

Calculating attributes weights is a very crucial in decision making process. The
weights of criteria affect the decision taken by experts and decision makers in
substantial manner. This section discusses Shannon entropy to calculate the weights
of different defect. Two defects where considered in this study Corrosion and cracks
as most of municipalities consider only these two.

Shannon Entropy

The concept of Shannon entropy is introduced in order to calculate the weights of
attributes. Shannon introduced the concept of information entropy in 1948 [11].
Entropy can be defined as average amount of information [2] The criteria weights in
the entropy method are calculated according to the degree of index dispersion [2].
Shannon entropy calculation methodology is divided into four steps [2]:

The first step is to calculate the Weight (Pij) which is calculated using Eq. 1.

Pi j = xi j
∑ m

i=1xi j
(1 ≤ i ≤ m, 1 ≤ j ≤ n) (1)
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where; Pij represents the weight of the i-th alternative with respect to j-th attribute.
xij represents.

measure of performanceof the i-th alternativewith respect to j-th attribute. Entropy
value of j-th attribute is calculated using equation. The alternative here means the
bridge and the attribute means the defect.

The second step is to calculate the Entropy value and it is calculated using Eq. 2:

e j = −k ∗
n∑

j=1

Pi j ∗ lnPi j (1 ≤ i ≤ m, 1 ≤ j ≤ n) (2)

where;

k = 1
In(m)

ej refers to the Entropy value of j-th attribute.
The third step is to calculate variation coefficient for different attributes, and it is

calculated using Eq. 3.

d j = 1 − e j (3)

where;

dj represents variation coefficient of j-th attribute.
The fourth step is to weight for each attribute and it is calculated using Eq. 4.

wj = d j
∑ n

j=1d j
(4)

where; wj represents weight of each attribute.
Depending on the process of weights obtained, a suitable MCDMmethod will be

identified.

4.2 Calculation the Overall Index According to These
Weights

4.2.1 Weighted Summation Method (WSM)

In this technique, all the criteria are transformed into a scale (from 0 to 1, where
1 represents the best performance) which are multiplied by the weights and then
added to calculate a utility score for each alternative. The most preferred alternative
is the one that corresponds to the highest and lowest utility score in the case of
maximization and minimization, respectively. Equation 5 shows the calculation of
the utility score per alternative [19]
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Pi =
n∑

j=1

fij × wj(1 ≤ i ≤ m, 1 ≤ j ≤ n) (5)

where; Pi represents the WSM score of each alternative, fi j represents measure of
performance of the ith alternative in terms of the j-th criterion, wj represents the
weight of importance of the jth criterion and m, n represents number of alternatives
and criteria, respectively.

4.2.2 Simple Additive Weighting (SAW)

The Simple Additive Weighting method (SAW) is among the most widely used
multi-criteria decision-making problem. This method is relatively simple and easy
to use compared to other MCDM techniques, which makes it easily adopted by any
interested parties. It can provide a complete ranking of the proposed alternatives. It
can account for both increasing (maximizing) and decreasing (minimizing) criteria
in the same assessment in a simpleway. Themost important advantage of thismethod
is the way it deals with the raw data (the performance measure of each alternative
against each criteria/attribute) using a proportional linear transformation keeping the
relative order of the magnitude of these measures equal [25].

This method is based on the concept of the weighted average [25] and consists
of two main steps namely: 1—enabling the comparison of the decision criteria by
scaling them and then, 2—adding the scaled values of all criteria to calculate a score
for each alternative and rank the proposed alternatives [1].

The first step is normalizing the score of each alternative in each criterion as per
Eq. 6 for the maximizing criteria and Eq. 7 for the minimizing criteria.

ri j = xi j

/(

max
i

xi j

)

. (6)

1
/
xi j

/(

max
i

xi j

)

. (7)

Then, the preference of an alternative is computed as per Eq. 8 ([20], 176–182):

Si =
M∑

j=1

wj × ri j (8)

where; Si is the preference of the ith alternative, ri j is the normalised score of the ith
alternative for the jth criterion, xi j is an element represents the original value of the
jth criterion of the ith alternative, wj is the importance (weight) of the jth criterion,
n is the number of alternatives, m is the number of criteria.
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4.2.3 Group Decision Making

Group decision making is very important to aggregate results obtained from the two
multi-criteria decision-making techniques which will provide consensus decision
making. This section introduces the group decision making technique adopted in
this research which is called Additive Group Ranking Technique [3]. This method
calculates the final index of each bridge as per Eq. 9 using the index obtained for
that bridge from the several decision-making techniques used.

rG = 1 −
∑G

DM=1 wDM × rDM

G
(9)

where, rG represents rank obtained for each alternative by group decision-making
method, rDM represents rank obtained for each alternative from decision-making
method, wDM represents relative influence of each decision-making method and G
represents number of decision-making techniques.

5 Data Analysis and Collection

The main key data for the proposed model is the data needed for Shannon entropy
model as it will define theweights of each defect. For these data we rely on inspection
report from deferent municipalities in Canada. the main available municipal reports
was from MTQ (Quebec, Canada), MTO (Ontario, Canada) and Alberta, Canada.
Each group of reports will be processed Separately as each municipality has its own
system and preferences. From then the weights of each defects will be calculated
and the rest of condition rating process will be proceeded.

6 Conclusions

This research targeted the development of a comprehensive bridge condition assess-
ment tool that can translate Different detected defect measurements into detailed
and informative bridge condition rating. It is believed that the proposed approach
will assist in reducing sources of data uncertainty in the bridge inspection process,
whether originating from the subjectivity involved in visual inspection or from the
imprecision of non-destructive evaluation techniques. Overall, the presented model
aims at making condition assessment reliably express the detected bridge defects.
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Use of Equivalent Standard Fire
Duration to Evaluate the Internal
Temperatures in Rc Walls Exposed
to Fire

M. Lazhari, M. A. Youssef, and S. F. EL-Fitiany

1 Introduction

Standard fire curves are not suitable for performance-based design because they
cannot be correlated to natural fire incidents. They fail to consider compartment-
specific parameters. Several temperature–time curves, which havemajor differences,
in implementation and complexity were proposed in the literature to model natural
fires [5]. The nature fire severity can be modeled using a standard fire with an equiv-
alent duration [1]. Such an approach has several benefits including the utilization of
existing data, testing, and computer programs [1]. Previous methods for estimating
the equivalent duration te focused on steel members, which highly differ from rein-
forced concrete (RC) sections in their internal thermal gradients and fire-related
properties. The existing time equivalent methods can be divided into thermal and
mechanical methods. The mechanical methods are based on structural behaviour
while the thermal methods focus on the temperature or thermal energy of an element
subjected to fire.

Themost common thermal methods are the equal areamethod, maximum temper-
ature method, and energy method. The equal area method, developed by Ingeborg
(1928), is the first widely recognized time equivalent theory. The general idea of
this method is finding the te at which the area under a chosen design fire curve is
equal to the area under the standard fire curve. However, this method ignores the
heating rate, maximum temperature, and cooling rate. Therefore, the evaluated te
can be the same for short hot fires and long cold fires, which have the same area
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despite having extremely different heat distribution profiles. The maximum temper-
ature method was [17, 19] defines te as the time needed for a standard fire to generate
the samemaximumtemperature as thedesignfire.Themaximumtemperaturemethod
provides great correlation to natural events because it accounts for compartment area,
fuel load, and ventilation. However, it was found to consistently produce unreliable
results for concrete members [16, 20]. The thermal energy methods [13] match the
cumulative thermal energy from a selected design fire to that from the standard fire.
Energy methods are not easy to apply and do not consider the specific energy input
needed to develop the internal gradients for RC sections.

The mechanical methods include the load capacity and maximum deflection
methods. The Load capacity method focuses on the mechanical response of an
isolated element exposed to fire [16]. This method supplies a greater level of accu-
racy in evaluating the fire severity on load capacity. However, section capacity is
highly influenced by the cross-section details. Therefore, the method requires signif-
icant computational and/or experiments. Also, it leaves potentially wide deviations
in other load responses, deflections, and interactions at the system level.

The maximum deflection method calculates the te based on the maximum deflec-
tion of an isolated element [1]. This method provides greatly accurate deflection
predictions; however, it focuses on a single mode of failure (deflection) similar to
the load capacity method.

This paper highlights the importance of internal thermal gradients in RC walls. It
proposes simple equations to determine the te for RC walls exposed to natural fire
incidents from one side. A similar approach was utilized by Kuehnen and Youssef
[14] for RC beams.

2 Thermal Gradient in RC Wall Section

ForRCwalls exposed tofire, the temperature level slowly transfers from the surface to
the inner layers, which leads to the development of large thermal gradients. Figure 1
shows a qualitative representation of the average internal temperature profile for
RC walls subjected to fire on one side. The RC section is first divided into a two-
way mesh to conduct heat transfer analysis as presented in Fig. 1a. The maximum
temperature is recorded at the mesh points for the duration of the fire exposure.
Then, as shown in Fig. 1b, the meshed units are grouped into horizontal layers and
the average temperature is calculated for each layer to allow conducting sectional
analysis considering bending about the weak axis of the wall. Figure 1c represents
the maximum average temperature for each layer throughout the fire period.

The maximum temperature of each layer occurs at the end of the fire duration
for a standard fire. However, for natural fires, thermal inertia at the start of the
Cooling phase results in a temperature Lag, with some inner layers reaching their
maximumtemperature shortly after thefire begins to decay [8]. Therefore, the average
internal temperature profile is not representing case-specific but rather represents the
most severe fire effect on the section. [2, 6–8, 23] demonstrated the suitability of
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Fig. 1 Heat transfer
modelling: a Heat transfer
mesh, b Average temperature
layers, and c average
temperature profile

average internal temperature profiles to conduct performance-based design consid-
ering fire events. The importance of assessing internal thermal gradients during the
performance-based design of fire-exposed RCmembers was also highlighted by [21]
and Guo and Shi [10].

3 Time Equivalent Parametric Study

A parametric study was conducted to evaluate the equivalent te. There are twowidely
used standard fire curves, which areASTMand ISO standard fires [3] and [12]. In this
study, the ISO standard fire was proposed to identify te. The three main parameters to
characterize the general shape of a natural fire are the maximum temperature (Tmax ),
time of maximum temperature (tmax ), and total duration (ttotal). The valid range for
the three-main parameters has been determined based on the natural fires mentioned
in the literature [4, 11]. Values for tmax were chosen at 5 min intervals resulting in
values ranging from 15 to 120 min; values of ttotal were chosen at 10 min intervals
resulting in fire durations ranging from 20 to 240 min, and Tmax values were chosen
to start at 350 °C, then increase at 50 °C intervals until reaching 700 °C, then at
25 °C intervals until reaching 1200 °C. In this study, a total of 10,781 design fires
were considered.

Using the three parameters mentioned above, the full design fire curve can be
developed. The heating branch is defined using equation A.1 of the Eurocode code
[9], then a linear profile is assumed for the cooling branch. The cross-section of the
theoretical concrete wall was selected as 3000 by 300 mm. The thermal conduc-
tivity, density, and specific heat of siliceous aggregates were determined using the
relationships provided by [15].
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Table 1 Coefficients for Eq. (1) for tmax from 15 to 120 min and t f inal from 20 to 240 min

Mean criterion Conservative criterion

Tmax (
◦C) 350–1200 350–750 751–950 951–1100 1101–1200

Coefficient

X1 −39.43000 −21.0100 −5.540000 592.0000 −999.6000

X2 −0.132940 −0.06524 −0.109840 −0.790000 −11.60800

X3 0.683100 0.67558 0.813800 2.207000 6.211000

X4 0.084150 0.07901 0.010900 −1.366000 0.932200

X5 −0.000624 −0.00015 0.000000 −0.001000 −0.003421

X6 −0.000306 −0.000799 −0.000317 0.001518 0.003353

X7 −0.000039 −0.000077 0.000000 0.000799 0.000000

X8 0.000618 0.000406 0.000309 −0.001482 −0.009232

X9 0.000093 −0.000070 0.000000 0.001122 0.012169

X10 0.000319 0.000607 0.000243 −0.001628 −0.005455

3.1 Methodology and Results

The finite difference method (FDM) is utilized to conduct the heat transfer analysis.
Details of the proposedmethod can be found in [15]. For each natural fire, the average
internal temperature profile (AITP-D) is first evaluated. Then, the average internal
temperature profile for a standard fire (AITP-S)with duration t is evaluated. To define
the mean te, the duration t is incrementally increased until the mean difference
between AITP-D and AITP-S for the section layers reaches a minimum value. A
conservative te was also defined, where the duration t is incrementally increased
until the AITP-S provides higher temperatures than AITP-S for all section layers.

The obtained te values were then examined, which led to the development of
Eq. (1) for walls exposed to fire from one side. The equation and coefficients (X1

to X10), shown in Table 1, were calculated using least-squares regression analysis,
with probability (p) < 0.001 and correlation (R2

ad j ) > 95%. The obtained te values
using the equation have a maximum error of 15%. This error is unavoidable due to
the extreme in temperature between the surface and inner layers.

teq =X1 + X2tmax + X3ttotal + X4Tmax + X5t
2
max + X6t

2
total + X7T

2
max + X8tmax ttotal

+ X9tmax Tmax + X10ttotal Tmax
Tmax

ttotal
> 60Cperminute (1)

To further show the validity of Eq. 1, results for a RC wall with a cross section of
3000 by 300 mm are presented. Figure 2 presents the average internal temperature
profile considering selected design fire (AITP-D)withmaximum temperature 550 °C
at 15 min and total duration of 20 min. It is clear that the AITP-S mean provides
closer predictions than the AITP-S conservative, which had relatively high error
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Fig. 2 Average internal temperature profile of AIPT-D,AITP-S (mean), andAITP-S (conservative)
at a maximum temperature of 550 °C
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Fig. 3 Average internal temperature profile of AIPT-D,AITP-S (mean), andAITP-S (conservative)
at a maximum temperature of 1000 °C

at the section surface to ensure that the average layer temperature for all sections is
higher than the AITP-D. Figure 3 represents average internal temperature profiles for
the RC wall considering design fire (AITP-D) with maximum temperature 1000 °C
at 95 min and total duration of 120 min. For this fire incident, it can be seen that both
the AITP-S mean and conservative estimates are having better fit with the AITP-D.

4 Conclusions

RCwalls are essential structural components for any building. Therefore, it is impor-
tant to study their performance under fire loads. Majority of the published methods
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for structural fire engineering are based on standard fire curves. This paper provides
a simple approach to convert a natural fire curve to an equivalent standard fire, and
thus allow the use of data available in the literature. Two equivalent durations are
proposed in this research. One provides more accurate results but can be unconser-
vative, while the second is conservative but can produce higher errors. The errors
resulting from both methods was found to reduce for long duration fires.
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Feasibility of Using Fiber-Reinforced
Polymer Bars as Internal Reinforcement
in Concrete Arch Slab Bridges

S. El-Gamal, H. Al-Shukeili, and A. Al-Nuaimi

1 Introduction

Bridges have a very important role in the transportation system because they connect
places and ease movement with less time. There are different types of bridges such as
arch bridges, beam bridges, truss bridges, and suspension bridges. Arch bridges are
very ancient structures, which were usually built of stone and masonry blocks. Since
the second half of the nineteenth century, most bridges have been constructed of
reinforced concrete (RC). Similar to several RC structures especially those in harsh
environments, RC arch bridges are facing some problems such as steel corrosion.
Engineers and researchers found that Fiber Reinforced Polymer (FRP) is a good
alternative of steel because of its excellent corrosion-resistant, lightweight and high
tensile strength. Its stiffness is also good although it is less than the stiffness of steel.
Several research and field studies investigated using of FRP bars as steel alternative
in new structures including bridges [1, 3, 8–10], parking garage slabs [5–7], and
concrete pavement [2, 4, 11]. Most of these research studies and field applications
investigated the use of FRP bars in straight structural elements such as slabs.

Some research studies investigated the use of FRP sheets for the rehabilitation
of existing RC arch slabs. Zanardo et al. [14] evaluated the performance of some
short span RC arch bridges in Italy. Because the bridges were not safe according to
the new design codes, they were retrofitted with FRP sheets. They concluded that
the ultimate bending moments have been improved after strengthening. Zhang et al.
[15] strengthened five small-scale RC arches using CFRP sheets and strips. They
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concluded that strengthening enhanced their capacity and improved their rigidity.
Xie et al. [13] investigated the behavior of CFRP-strengthened buried RC arches
subjected to subsurface localized impulsive loads. They concluded that using CFRP
strips as a strengthening material in buried arches restricted the structural failure
and enhanced the rigidity and the capacity. Wang et al. [12] studied the behavior
of strengthened RC arches (which are exposed to blast loading) with CFRP sheets
using different configurations. They concluded that fully strengthened arches had the
highest blast resistance.

To the knowledge of the authors, no studies have investigated the use of FRP bars
as internal reinforcement in new arch slabs. The behavior of arch slabs reinforced
with FRP bars is still not explored. Therefore, it is important to investigate the
behavior of concrete arch slab bridges reinforced with FRP bars and to compare
their performance with those reinforced with conventional steel. This research study
investigates the feasibility of using glass and carbon FRP bars in reinforcing concrete
arch slab bridges instead of conventional steel reinforcement.

2 Experimental Program

2.1 Description of Test Specimens

In this project, four arch slabs with similar dimensions were constructed. The arches
were a half-scale of an existing RC bridge called Valli-di-Pol Bridge in Italy. Figure 1
shows the dimensions of the arch slabs constructed in this study. All specimens have
an outside span of 392.2 cm. The width of the arches is 50 cm and the thickness
varies from 10 cm at the middle to 17.5 cm at the ends. Two wooden molds were
constructed for the concrete casting of the arch specimens.

Two parameters related to the longitudinal reinforcement of the archeswere inves-
tigated. This included the type of reinforcement and the reinforcement ratio. The

Fig. 1 Dimensions of the constructed arches (all dimensions are in cm)
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Table 1 The parameters used in this research

Parameter Specimen code Type of
reinforcement

Reinforcement in
each layer

Total
reinforcement
ratio (%)

Reinforcement
type

S3 Steel (reference) 3φ10 T&B (Steel) 0.95

G3 Glass FRP 3φ10 T&B (GFRP) 0.95

Reinforcement
ratio

G2 Glass FRP 2φ10 T&B (GFRP) 0.63

G3 Glass FRP 3φ10 T&B (GFRP) 0.95

G4 Glass FRP 4φ10 T&B (GFRP) 1.27

where T: top longitudinal reinforcement; B: bottom longitudinal reinforcement

specimens were divided into two groups. Each group contained two or more spec-
imens as shown in Table 1. In the first group, two different reinforcing materials
were used for the longitudinal reinforcement: steel (S3) and GFRP (G3). S3 was the
reference specimen, which was reinforced with three top and bottom deformed steel
bars of 10 mm diameter. G3 had the same amount of reinforcement as S3 but with
GFRP bars. The second group included twomore specimens (G2 and G4) in addition
to the G3 specimen. The FRP reinforcement ratio was increased from 0.95% in G3
to 1.27% in G4 and was decreased to 0.63% in G2. All specimens were reinforced
with 8 mm diameter steel links spaced at 300 mm along the arch.

2.2 Properties of Materials

Ready-mix concrete was used to cast the specimens. The average concrete compres-
sive strength was 55.3 MPa with a standard deviation of 3.96, while the average
tensile strength from the Brazilian and the flexural tests were 3.1 ± 0.33 MPa and
3.34 ± 0.29 MPa, respectively. Steel and GFRP bars of 10 mm diameter were used
as top and bottom longitudinal reinforcement. Steel bars of 8 mm diameter were
used as stirrups in all test specimens. The GFRP bars used in this research were
manufactured by Pultron Composites, UAE. The mechanical properties of the steel
and the GFRP bars are listed in Table 2.

Table 2 Properties of steel and FRP bars

Type Nominal
diameter (mm)

Cross-sectional
area (mm2)

Tensile
strength
(MPa)

Elastic
modulus
(GPa)

Ultimate strain
(%)

GFRP 10 71.3 1150 60.5 1.90

Steel 10 78.5 446* 210 2.12+

Steel links 8 50.2 255* 205 1.24+

*Yield strength, +Yield strain



644 S. El-Gamal et al.

Fig. 2 Schematic view of locations and names of strain gauges and LVDTs

2.3 Construction of Test Specimens

Two wooden forms were constructed and used for concrete casting. To ease fixing
the longitudinal bars with the required curvature; tiny holes were drilled on the forms
at the ends and at the middle. Concrete cookies were placed on the three locations
and tied by steel wires from the backside of the forms. The steel links were then laid
and three of them were tied to the concrete cookies. Then, the bottom and the top
longitudinal bars were inserted and tied to the links. Before concrete casting, seven
strain gauges spaced at 50 cm were installed on the bottom bars as well as on the
top bars. In addition, two strain gauges were glued on the top surface of the arches
at the mid-span for concrete strains measurements. Furthermore, five LVDTs were
used to measure the vertical deflection along the span of the arches. Figure 2 shows
the positions and names of the strain gauges and LVDTs.

2.4 Testing Setup

Two steel supports were used to fix the ends of the arches. High strength threaded
steel bars (38mmdiameter)were used to connect the two steel supports to prevent any
horizontal displacement between them. After adjusting the proper distance between
the supports, the arch was mounted on the supports. All arches were loaded using
two loads spaced at 1 m using a 250 kN actuator and a spreader beam at a loading
rate of 1 mm/min. All readings were automatically recorded using a data actuation
system connected to a computer. Figure 3 shows a photo of one arch during testing.
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Fig. 3 One arch specimen during testing

3 Test Results and Discussions

3.1 Summary of Test Results

Table 3 summarizes the main test results of this study. The cracking load of all
specimens ranged between 32 and 71kN and the number of cracks at failure varied
between 25 and 40 cracks as shown in Fig. 4. Theminimumultimate loadwas 154 kN
and the maximum ultimate load was 248.3 kN. Compared to the reference arch (S3),
G4 showed higher capacities while G3 and G2 showed lower capacities. The control
arch failed by top steel yielding at the quarter span (the position of the maximum
negative moment) followed by concrete crushing at the bottom surface of the arch
at the same location. The FRP-RC arches failed by concrete crushing at the quarter
span followed by FRP crushing or concrete shear failure. All FRP-RC arches showed

Table 3 Summary of test results

Specimen Pcr (kN) No. of cracks
at failure

Pyield
(kN)

Pmax
(kN)

�Pmax
(mm)

Capacity
increase (%)*

Failure Mode

S3 61 25 187.6 231.4 23.95 − SY + CC

G2 32 28 − 154.0 34.80 −33.4 CC

G3 46 35 − 194.0 47.32 −16 CC + FC

G4 60 36 − 248.3 32.85 7.4 CC + SF

Pcr: cracking load
Pyield: yielding load
Pmax: maximum load
�Pmax: Mid-span deflection at maximum load
*Compared to the Pmax of S3
CC: concrete crushing
SF: shear failure
SY: steel yielding
FC: FRP crushing
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S3

G2

G3

G4

Fig. 4 Crack patterns of all test specimens

higher mid-span deflection at maximum load compared to the reference arch (S3) as
shown in Table 3.

3.2 Effect of Reinforcement Type

The two arches with similar reinforcement ratio (S3 and G3) showed a comparable
cracking performance; however, S3 showed higher cracking load (61 kN) compared
to G3 (46 kN). The number of cracks at failure was higher in G3, which had (35)
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Fig. 5 Effect of reinforcement type (S3 and G3): a mid-span deflection; bmaximum strains in top
reinforcement; c maximum strains in top reinforcement

cracks compared to 25 cracks in S3 (Table 3). This indicates that using the GFRP bars
as reinforcing material resulted in more number of cracks compared to the reference
arch reinforced with steel. The top steel at the quarter span of the S3 arch started
to yield at a load of 187.6 kN, however, the arch continued to support load until it
failed by concrete crushing at a maximum load of 231.4 kN. G3 specimen failed by
concrete crushing accompanied with GFRP bars crushing at a maximum load of 194
kN, which was higher than the yield load of S3 but it was lower than its maximum
load by 16%.

The load versus mid-span deflections of the two arches is shown in Fig. 5a. Before
cracking, the two arches showed similar deflection behavior. After cracking, the S3
arch slab showed lower deflection than the G3 arch slab. It can be seen that, at a
load level of about 100 kN, the measured deflection at mid-span in G3 was about
10.3 mm. This value was about 35% higher than the measured deflection in S3. This
could be related to the larger stiffness of steel bars compared to the GFRP bars.
Figures 5b and 4c show the maximum recorded tensile strains in the top and bottom
reinforcement of S3 and G3 arches. These curves show that minor strains were
recorded in all specimens at lower load levels then the strains increased rabidly after
cracking. Higher strains were recorded in G3 compared to lower strains in S3. For
example, at a load level of 150 kN, the maximum strains in the bottom reinforcement
of specimen G3 were higher than the measured strain in S3 by 163%. These higher
strains in G3 compared to S3 could be also related to the difference in the stiffness
between the steel and the GFRP bars. It should be mentioned that the maximum
measured tensile strains in the top GFRP bars reached 65% of the GFRP ultimate
tensile strains (Table 2). It can be concluded that the G3 arch showed good capacity
and comparable behavior to the reference arch (S3). This demonstrates that GFRP
bars can be used to replace steel reinforcement in arch slab bridges to enhance their
durability and increase their lifetime.
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3.3 Effect of Reinforcement Ratio

Table 3 shows that the cracking load was 60 kN in G4 (ρ = 1.27%) followed by
53kN in G3 (ρ = 0.95%) and the minimum cracking load was 31kN in G2 (ρ =
0.63%). The cracking load of specimen G3 was only 6% lower than that of G4 but
it was 33% higher than that of G2. In addition, at failure, specimen G4 showed a
higher number of cracks (36 cracks) than specimens G3 (35 cracks) and G2 (28
cracks). This indicates that the cracking load and number of cracks decreased as the
reinforcement ratio decreased. Table 3 also shows that G3 specimen (ρ = 0.95%)
had a maximum load of 194kN. When the ratio of the GFRP reinforcement was
decreased to 0.63%, the capacity of G2 decreased by 20.6%. On the other hand,
when the GFRP reinforcement ratio was increased to 1.27%, the capacity of the G4
arch was increased by about 28%. This indicates that the ultimate capacity increased
as the amount of reinforcement increased, which is expected due to the increase in
the section capacity. G2 and G3 specimens failed by concrete crushing in the bottom
surface of the arches at the quarter span. In the G3 specimen, the concrete crushing
was accompanied by the crushing of the bottom GFRP bars. In the G4 specimen,
a compression failure occurred at the quarter spans as in G2 and G3, but the arch
finally failed by a compression shear failure under one of the loading points as shown
in Fig. 6c.

(a)                                                                            (b) 

(c) 

Fig. 6 Failure of test specimens: a G2; b G3; and (G4)
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Fig. 7 Effect of reinforcement ratio (G2, G3 and G4): a mid-span deflection; b maximum strains
in top reinforcement; c maximum strains in top reinforcement

Figure 7a shows the load versus mid-span deflection curves of the three archs.
Before concrete cracking, the behavior was almost similar where small deflec-
tions were recorded in the three specimens. After cracking, higher deflections were
recorded in G2 followed by G3 and fewer deflection values were recorded in G4.
These results imply that the GFRP reinforcement ratio had almost no effect on
the deflections at the lower load levels but it shows an effect on the deflections
at higher load levels where the mid-span deflections decreased as the reinforcement
ratio increased. Figures 7b and 5c show load versus maximum strains in the top
and the bottom GFRP reinforcement, respectively. Similar to Group 1 specimens,
up to cracking loads, minor strains were recorded. After cracking, higher strains
were recorded in the three specimens. The specimens G2 and G3 show close strains
until failure. The G4 specimen, however, showed lower strains compared to G3 and
G2. It is worth mentioning that, at failure, the maximum tensile strains in the top
GFRP reinforcement of specimens G2, G3 and G4 were about 56%, 64% and 36%
of the ultimate strain of GFRP bars, respectively. The test results of this group reveal
that as the reinforcement ratio increased, the capacity of the arches increased but the
measured deflections and strains decreased. It is worth noting that theG4 (ρ= 1.27%)
showed higher capacity than the S3 (ρ = 0.93%). This indicates that the capacity of
the reference arch can be reached by using a slightly higher reinforcement ratio of
GFRP bars.
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4 Conclusions

Based on the test result of this research study, the following conclusions can be
derived:

• GFRP-RC arches showed good and comparable behavior to the steel-RC arch.
This demonstrates that the GFRP bars can be used to replace steel reinforcement
in arch slab bridges.

• The ultimate capacity of the reference arch reinforced with steel was slightly
higher (16%) than that of G3 arch reinforced with similar GFRP reinforcement
ratio. However, the steel in the reference arch (S3) started yielding at a lower load
level than the ultimate capacity of the G3 arch.

• Increasing the amount ofGFRP reinforcement enhanced the capacity of the arches.
Increasing the GFRP reinforcement ratio from 0.95% in G3 to 1.27% in G4
increased the capacity by 28%.

• Using a higher GFRP reinforcement ratio (ρ = 1.27%) in G4 gave a 7% higher
capacity than the reference arch (S3) reinforced with less amount of steel (ρ =
0.95%). Therefore, to replace steel bars with GFRP bars in RC-arch slabs without
affecting their performance, it is recommended to replace the steel bars with a
slightly larger amount of GFRP bars.
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Developing and Investigating
the Performance of Thermal Insulation
Lightweight Sandwich Wall Panels

S. El-Gamal, A. Al-Kalbani, and O. Al-Hatmi

1 Introduction

In the Arabian Gulf region, the outdoor temperature can reach up to 60 °C in summer.
This high temperature requires enormous electric power for the cooling of buildings
as the external walls in most buildings are made of single skin walls using solid or
hollow concrete blocks. Using of cavity walls or insulating materials is limited to
some governmental and commercials buildings due to their high cost [1]. Several
research studies have investigated the mechanical and thermal properties of different
concrete blocks and tried to develop blocks with low thermal conductivity. Pierzch-
lewicz [21] developed several concrete hollow blocks with different thickness and
holes configurations (staggered and alignedholes). Their thermal conductivity ranged
from 0.57 to 0.68 W/mK and from 0.87 to 0.92 W/mK for the blocks with staggered
and aligned holes, respectively. Hamid [12] developed interlocking blocksmadewith
lightweight leeka aggregates and silt. The blocks showed very low thermal conduc-
tivity (0.375W/mK) due to their low density and high air voids. They concluded that
this low thermal conductivity satisfies the target thermal design requirements for a
comfortable interior temperature without the need of mechanical air-conditioning.
[1] using vermiculite and expanded polystyrene (EPS) beads to develop two types
of hollow blocks with densities of 798 and 1168 kg/m3 and compressive strengths
of 2.2 and 3.3 MPa, respectively. They concluded that the developed blocks satisfy
the Omani standard (OS 1, 1998) compressive strength requirements for non-load
bearing masonry. The thermal conductivity of the blocks was about 0.62 W/mK.
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However, the recorded temperatures inside rooms build from these blocks reached
38ºC after only about 100 h. Thismight be related to themortar layers used to connect
the blocks, which worked as thermal bridges in the walls and reduced the insulation
efficiency.

On the other hand, sandwich wall panels are also being used to construct walls.
They usually consist of two outer thin concrete layers (wythes) and inner lightweight
core. Sandwich walls have fewer thermal bridges than blocks and are expected to
have better thermal resistance compared to regular concrete blocks [18]. The thermal
transmittance of thin lightweight precast sandwich cladding panels was investigated
by O’Hegarty et al. [19]. The tested sandwich panels achieved an average thermal
transmittance of 0.324 Wm−2 K−1. They concluded that the major source of heat
loss in thin wall design is the thermal bridging, which account for up to 71% of
the total thermal transmittance of the tested thin sandwich panel. Several research
studies investigated the structural performance of sandwich panels. [11] investigated
the structural feasibility of an EPS based lightweight concrete full scale sandwich
wall panel. The panel achieved a failure stress of 3.89 N/mm2. [22] studied the
compressive and flexural behavior of composite panels made of lightly profiles steel
skins and lightweight concrete, which showed good ductility in flexure. [13] studied
the flexural behavior of four sandwich panels with RC concrete wythes and inner flat
or ribbed EPS layer. Diagonal steel bars were used to connect the outer layers. All
panels showedbi-linear loaddeflection response,which revealed that theflat or ribbed
EPS did not affect the behavior of the sandwich wall panels. O’Hegarty et al. [17]
also studied the flexural behavior of four precast concrete sandwich panels made
of high-performance fiber reinforced concrete outer layers and foam insulations.
Carbon fiber reinforced polymer (CFRP) bars were used as shear ties. All panels
showed a ductile failure and the capacity of the panel increased as the outer layer
thickness increased. [5] tested four precast insulated concrete sandwich panels with
truss shaped continuous shear connectors in flexure. No separation of layers was
observed in all tested panels,which proved the efficiencyof the used shear connectors.

Shear ties or connectors are essential to connect the outer layers of the panels
to increase their capacity. Steel shear ties can form thermal bridges that allows the
temperature to move from one side of the wall to the other side. Glass fiber rein-
forced polymer (GFRP) bars are known with their high tensile strength, corrosion
resistance, and low thermal conductivity. They have been used in several concrete
applications including the rehabilitation of existing structures [6, 7, 9] and as internal
reinforcement in new structures [4, 8, 10, 23]. Due to their low thermal conductivity,
several research studies have investigated their use as shear ties in sandwich panels.
[16] tested fourteen different types of shear ties. They concluded that determining the
most suitable shear ties type depends on their shear strength, tension strength, stiff-
ness, thermal conductivity, installation effort required, and cost. [24] investigated
different types, sizes, and cross-sectional dimensions of GFRP connectors. They
concluded that the end treatment of the connectors can lead to a better shear strength
of the GFRP connectors. However, cross sections shape, sizes, and spacing had
insignificant effects on the shear strength. [15] investigated the performance of two
cross-shaped GFRP connectors. The GFRP connectors provided a good anchorage
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pull-out force of 14.7 and 11.4 kN. [14] studied the performance of four different
types of GFRP shear connectors in sandwich panels. Test results shows that all the
GFRP connectors approximately similar response. However, GFRP shear connector
with solid webs was found to increase the ultimate resistance of the panel slightly
more than the other types of connectors.

2 Objectives

The main objective of this research study was to develop and investigate the mechan-
ical and thermal properties sandwich wall panels with two outer lightweight concrete
layers and inner EPS sheet. Vermiculite aggregates and EPS beads were used as
partially replacement of the natural coarse aggregates in the outer concrete layers
of the panels. The effect of using GFRP ties to connect the two outer layers of the
panels was also investigated.

3 Materials Used and Test Specimens

3.1 Concrete (Outer Layers)

Normal weight and lightweight concrete mixes were used in the outer concrete layers
of the sandwich panels. The normalweight concrete had a target compressive strength
of 50MPa. The maximum size of the coarse aggregate in the mix was 10 mm and the
concrete mix proportions are listed in Table 1. Different lightweight concrete mixes
were produced by partially replacing the natural coarse aggregate in the normal
weight concrete mix with EPS beads and vermiculite. Figure 1 shows photos of the
polystyrene beads and the vermiculite aggregates used in this study.

Table 1 Mix proportions for
normal weight concrete

Materials Content (kg/m3)

Cement 430

Coarse aggregate (10 mm) 990

Sand 660

Water 215
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Fig. 1 Polystyrene beads and vermiculite

Fig. 2 Expanded
polystyrene (EPS) foam

3.2 Expanded Polystyrene Plates (Inner Layer)

EPS sheets were used as the inner layer in the sandwich panels. The dimensions of
the EPS sheets were 500 mm length × 500 mm width × 140 mm thickness. The
density of the EPS sheets was 10.5 kg/m3. Figure 2 shows a photo of the EPS sheets
used in this study.

3.3 GFRP Shear Ties

GFRP bars were used as shear ties in the developed sandwich panels. For each panel,
four ribbed GFRP bars of 6mm diameter were used to connect the two outer concrete
layers of the panels. The GFRP bars were 200 mm length and were machined at both
end as shown in Fig. 3 to connect the outer concrete layers of the sandwich panels.
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Fig. 3 Photo of the GFRP
shear ties

0.2 m 

0.5 m  

Concrete 
layer 

EPS 
insulation 

layer 

GFRP 
shear ties

30 mm 

Fig. 4 Dimensions of the panels and the panels after casting

3.4 Sandwich Panels

Several panels of 500 × 500 × 200 mm each, composed of an inner ESP layer and
two outer concrete layers were constructed. The thickness of the inner EPS layer was
140 mm while the thickness of each outer concrete layer was 30 mm. Four GFRP
bars spaced at 40 cm were used as shear ties to connect the outer concrete layers.
The cross section of the panel is shown in Fig. 4.

3.5 Test Parameters

Two parameters were investigated in this study. The first parameter was the effect of
using GFRP shear ties to connect the outer concrete layers of the panels. This param-
eter was investigated in eight panels with normal concrete mixes (Ref. panels). Four
panels were prepared with grooves in the polystyrene inner layer (Ref-Grooves) and
other four panels were prepared with GFRP shear ties (Ref-Ties). The second param-
eter was the effect of using polystyrene beads and vermiculite in the outer concrete
layers of the panels as partially replacement of the natural coarse aggregates. To
investigate this parameter, 20 sandwich panels were constructed (4 for each set). The
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Table 2 Test matrix of sandwich panels

Name Lightweight
aggregate

Coarse aggregate
replacement ratio
(%)

No. of panels Notes

Ref-Grooves − − 4 Without shear ties

Ref-Ties − − 4

Poly-53% Polystyrene 53 4

Poly-68% Polystyrene 68 4 With GFRP shear
tiesPoly-84% Polystyrene 84 4

Ver-53% Vermiculite 53 4

Ver-84% Vermiculite 84 4

replacement ratios were 53, 68 and 84% by volume of the natural coarse aggregates.
A summary of the experimental program is listed in Table 2.

3.6 Testing and Instruments

From each set of sandwich panels, three panels were tested in compression after
curing for 28 days and the fourth panel was used for thermal conductivity measure-
ments. A 4000 kN capacity hydraulic testing machine was used to test the sandwich
panels under compression at a loading rate of 1 mm/min. Figure 5 shows one panel
during testing in the hydraulic testing machine. Hot Disk M1 Machine was used to
measure the thermal conductivity for each layer of the sandwich panel. Equation (1)
was used to calculate the effective thermal conductivity of the multi-layer sandwich
panel. Figure 6 shows Hot Disk M1 Machine.

k = k1A1 + k2A2 + k3A3

Atotal
(1)

Fig. 5 Hydraulic testing
machine
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Fig. 6 Hot disk M1 machine

where: k1, k2, k3 is the thermal conductivity of each layer, A1, A2, A3 is the cross-
sectional area of each layer.

4 Results and Discussions

4.1 Summary of Test Results

Table 3 summarizes the main results of the tested panels. It can be noticed that the
average weight of the panels ranged between 37.9 kg in the Ref-Grooves panels
to 24.3 kg in the Poly-84% panels. This resulted in average densities of 758 and
486 kg/m3, respectively. The average capacities ranged between 1289 kN in the
Ref-Ties panels to 196 kN in the Ver-84% panels, which resulted in compressive
strengths of 12.8 and 1.96 MPa, respectively. Regarding the thermal conductivity
of the panels, the maximum thermal conductivity were measured in the two refer-
ence panels (Ref-Grooves and Ref-Ties) with a thermal conductivity of 0.69 and
0.68 W/m.K, respectively. The minimum thermal conductivity (0.25 W/m.K) was
recorded in the Poly-84% panels (with 84% replacement ratio of polystyrene beads).

4.2 Effect of Using GFRP Shear Ties

Figure 7 shows a comparison between the density, compressive strength, and thermal
conductivity of the two reference specimens with grooves and with shear ties. It
can be noticed that both sets of panels have similar average density and thermal
conductivity as they are made from the same concrete mix. However, the Ref-Ties
specimens (withGFRP ties) showhigher compressive strength (13%more) compared
to the specimens with grooves. In addition, the Ref-Ties panels show higher axial
displacement at maximum load than the panels with grooves. This indicates that the
presence of the GFRP shear ties delayed the failure and enhanced the axial capacity
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Fig. 7 Comparison between Ref-Grooves and Ref-Ties panels

(a) Ref-Ties panel (b) Ref-Groove panel

Fig. 8 Typical failure mode of the reference panels

and the corresponding axial displacement. The GFRP shear ties connected the two
outer concrete layers together as seen in Fig. 8a, which enhanced the capacity of the
panels. However, in the Ref-Groove panels, Fig. 8b shows that the outer concrete
layers were separated from the inners polystyrene insulation layer, which resulted
in a lower axial capacity at a lower axial displacement compared to the REF-Ties
panels. Therefore, in all panels with lightweight aggregates, it was decided to use
GFRP shear ties in all panels. It is worth mentioning that the compressive strength
of both types of panels are higher than the concrete compressive strength of the
commercially available concrete hollow blocks (5 to 10 MPa) but they show much
lower thermal conductivities (0.68 W/m.K compared to 1.6 W/m.K).

4.3 Effect of Lightweight Aggregates Replacement Ratio

Figures 9 and 10 show the relation between the polystyrene and vermiculite replace-
ment ratios and the density, the compressive strength, and the thermal conductivity of
the panels. Figures 9a and 10a show that as the polystyrene and vermiculite replace-
ment ratios increase, the density of the panels decrease. The densities of the panels
with polystyrene beadswere 596, 551, and 486 kg/m3 for the replacement ratios of 53,
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(a) density   (b) compressive strength                 (c) thermal conductivity 
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Fig. 9 Effect of polystyrene replacement ratio
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Fig. 10 Effect of vermiculite replacement ratio

68, and 84%, respectively. These densities were less than the density of the Ref-Ties
panels by about 19.6, 24.6, and 34.4%, respectively. For the panels with vermiculite
aggregates, the densities were 646 and 626 kg/m3 for the 53 and 84% replacement
ratios, respectively, which were less than the density of the Ref-Ties panels by about
12.8 and 15.5%. It is worth mentioning that the densities of the developed panels
are much lower than the density of commercially available concrete hollow blocks
(1193 kg/m3). In addition, they are less than the densities of lightweight concrete
blocks developed by [1] (798 and 1168 kg/m3). Furthermore, they are much lower
than the density of the commercially available blocks with thermal insulation layer
(1418 kg/m3). The lower weight and densities of the panels developed in this study is
expected to reduce the self-weigh of the walls in buildings. This will result in smaller
structural elements.

Figures 9b and 10b show that as the polystyrene and vermiculite replacement
ratios increase, the compressive strengths decrease. The compressive strengths of the
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panels with 53, 68, and 84% replacement ratios of polystyrene beads were 4.21, 3.25,
and 2.02 kg/m3, respectively. These values were less than the compressive strength
of the Ref-Ties panels by about 67.1, 74.6, and 78.6%, respectively. The compressive
strengths of the panels with 53 and 84% replacement ratios of vermiculite aggregates
were 3.14 and 1.96 kg/m3, respectively. These values were less than the compressive
strength of the Ref-Ties specimen by about 75.5 and 84.7%, respectively. It is worth
mentioning that the compressive strength of the panels with different polystyrene
beads replacement ratios are comparable to the results of [1] (2.2 and 3.3 MPa). In
addition, the panels with 53 and 68% replacement ratios are satisfying the Omani
standards (OS 1) requirements for non-load bearing walls.

Figures 9c and 10c show that as the polystyrene and vermiculite replacement
ratios increase, the thermal conductivity of the panels decrease. Figure 9c shows
that the thermal conductivities of the panels with polystyrene beads were 0.41, 0.30,
and 0.25 W/m.K for the replacement ratios of 53, 68, and 84%, respectively. These
values were less than the thermal conductivity of the Ref-Ties panels by about 39.7,
55.9, and 63.2%, respectively. The thermal conductivities in the panels with vermi-
culite aggregates were 0.46 and 0.34 W/m.K for the 53 and 84% replacement ratios,
respectively (Fig. 10c), which were less than the thermal conductivity of the Ref-Ties
specimen by about 32.4 and 50%, respectively. Compared to commercially available
concrete hollow blocks, the thermal conductivities of all panels with lightweight
aggregates are much lower than their thermal conductivity (1.6 W/m.K). They were
also lower than the results obtained by [1] and [21] and were comparable with the
results of [12]. These lower thermal conductivity values obtained in this research
study will result in better thermal insulation in buildings and is expected to reduce
the electric power consumption required for cooling of buildings.

4.4 Effect of Lightweight Aggregate Replacement Material

Figure 11 shows a comparison between the densities, compressive strengths, and
thermal conductivities of panels with polystyrene bead and vermiculite aggregates.
It can be noticed that the panels with vermiculite aggregates have higher densi-
ties and thermal conductivities than similar panels with polystyrene beads. The
increase in the density of the panels with vermiculite aggregates was about 18%
on average compared to the panels with polystyrene beads. The average increase
in the thermal conductivity values of the panels with vermiculite aggregates was
about 24.1% compared to the panels with polystyrene beads. This indicates that the
panels with polystyrene bead have better thermal insulation properties that thosewith
vermiculite aggregates.

On the other hand, the panels with vermiculite aggregates have lower compressive
strength than similar panels with polystyrene beads. The compressive strengths of the
panels with polystyrene beads were about 35.5 and 55% greater that the compressive
strengths of the panels with vermiculite aggregates at replacement ratios of 53 and
84%, respectively. The results show that panels with polystyrene beads are better
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Fig. 11 Effect of the type of the lightweight material

than the panels with vermiculite as they gave lower densities, better compressive
strengths, and better thermal insulation properties.

5 Conclusions

Based on the test result of this research study, the following conclusions can be
derived:

• Thedeveloped sandwich panelswith natural aggregates (reference panels) showed
lower densities and higher compressive strengths than the commercially concrete
hollow blocks and thermal insulation blocks available in Oman.

• The average thermal conductivity of the developed reference panels was about
42% of the thermal conductivity of the commercially available concrete hollow
blocks and it was comparable to the thermal conductivity of the local available
thermal insulation blocks.

• Using GFRP shear ties was more effective than using grooves. The GFRP ties
delayed the failure and enhanced the capacity of the panels by about 13%
compared to the panels with grooves.

• As the polystyrene and vermiculite replacement ratios increased, the density,
compressive strength, and thermal conductivity of the sandwich panels decreased.

• The densities of the panels with lightweight aggregates ranged between 486 and
646 kg/m3. These densities were less than the density of the reference panels
by about 12.8 to 34.4%. There were also much lower than the densities of the
commercially available concrete hollow blocks and concrete thermal insulation
blocks.

• The compressive strengths of the panels with polystyrene beads ranged between
4.21 and 2.02 kg/m3 and ranged between 3.14 and 1.96 kg/m3 for the panels with
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vermiculite. The developed panels with 53 and 68% lightweight aggregates can
be used for non-load bearing walls.

• The thermal conductivities of the panels with polystyrene beads and vermiculite
aggregates ranged from0.41 to 0.25W/m.K and from0.46 to 0.34W/m.K, respec-
tively. These valueswere lower than the thermal conductivities of all commercially
concrete blocks available in Oman. The lower thermal conductivity values of the
developed lightweight panels is expected to result in a better thermal insulation
in buildings and is expected to reduce the electric power consumption.

• The results show that the panels with polystyrene beads are better than the panels
with vermiculite as they gave lower densities, higher compressive strengths, and
lower thermal conductivities.
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Consequences on Residential Buildings
in Greater Montreal for a Repeat
of the 1732 M5.8 Montreal Earthquake

P. Rosset, L. Chouinard, and M.-J. Nollet

1 Introduction

On September 16, 1732, an earthquake struck the region of Montreal at 11a.m. The
written reports of this event, mainly from the Religious Hopistallers of the Hôtel-
DieuHospital, indicate that the ground shaking did significant damage to 300 houses,
destroyed chimneys, crackedwalls, and induced fire in 185 buildings [10]. According
to some accounts, the ground motion did not cause much damage to the masonry of
the fortifications surrounding the city. At this time, the city, founded 90 years earlier,
comprised approximately 3000 inhabitants and fewer than 400 buildings clustered
along the southern edge of the Island of Montreal. [10] estimated the intensity of the
event to VIII on theModifiedMercalli scale (MMI) and the magnitude around 5.8. In
2020, the urbanized area extended tens of kilometres beyond the original settlement
and the surrounding population is estimated around 3.8 million. The current level of
urban development coupled to the level of the seismic hazard for the region results
in Montreal being the second-ranking city at risk in Canada [2].

In order to provide theMinistère de la sécurité publique ofQuebecwith an estimate
of damage and losses in case of a large credible earthquake close to the Montreal
MetropolitanCommunity (MMC), the effects of the repetition of the 1732 earthquake
are investigated. The analysis is carried out using HazCan, the Canadian version of
Hazus software for risk assessment, which has been widely used in the USA. This
release of Hazus permits users to create study regions in Canada based on Statistics
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Canada 2006 census boundaries and data [22]. In Canada, [14] used it for downtown
Ottawa, [11] for Vancouver, and [23] for the island of Montreal. Rosset et al. [21]
investigated the effects of this scenario for Montreal, which is presently extended to
the MMC with updated data.

A detailed zonation map in terms of Vs30 [18, 20] is used to classify sites
following the National Building Code of Canada [13] in order to include the potential
effects on ground motion amplification due to the presence of soft and recent soil
deposits in several areas of theMMC.Demographic and building data were compiled
from census and property assessment rolls, respectively, according to classifications
specified in HazCan at the spatial scale of census dissemination areas.

The effects of ground motion on buildings are divided into four levels, from slight
to complete damage. Direct economic losses are then derived from the distribution
of damage by construction types and estimated values of buildings and content.
Finally, the estimate of shelter needs and the quantity of debris from structural and
non-structural damage are discussed from a perspective of crisis management.

2 Data Collection

The analysis is conducted at the scale of dissemination areas (DA), which are the
smallest standard geographic area for which all census is disseminated by Statistics
Canada. TheMMC includes 82municipalities, 16 on the island ofMontreal, grouped
into 14 regional county municipalities (RCM). The MMC is divided into 6116 DA
as shown in Fig. 1.

2.1 Soil Data

The influence of soft soils on the distribution of the ground shaking after an earth-
quake has been extensively studied during the last decades. For the MMC, the clay
deposited by the late Pleistocene Champlain Sea, which covered most of southern
Quebec and Ontario [8] has been shown to be very sensitive when disturbed by
construction, earthquakes, or stream erosion. An illustration of amplification effect
was provided by the damage on the external masonry wall of the Montreal-East City
Hall during the 1988 M5.9 Saguenay earthquake, whose epicentre was more than
300 km fromMontreal [12]. An analysis of site conditions showed a 17 m thick layer
of marine clay, which induced average amplifications of 5 for frequencies between
2–3 Hz, and which corresponded to the resonance frequency of the then-existing
building [5].

Rosset et al. [20] have proposed a microzonation of the island of Montreal in
terms of Vs30 (the average shear wave velocity of the first 30 m of soil) converted to
site classes (NBCC, 2015) by combining information from seismic measurements,
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Fig. 1 Division of the MMC into dissemination areas and municipalities (RCM)

borehole data and geological data. An analysis of felt reports from recent earth-
quakes, provided by the Did You Feel It system of Natural Resources Canada, has
shown a strong correlation between the intensity derived from these reports and soil
classification [19].

The mapping was extended to the MMC by performing additional seismic
measurements and by correlating the dominant resonance frequency of soil deposits
to Vs30 for the city of Longueuil and Laval ([16, 17] respectively). A simplified 3D
regional geological model [15] was also used in combination with previously derived
shear wave velocity-depth relations for each soil types of the 3D geological model
(Chouinard and Rosset, 2021 in preparation). Figure 2 shows the interpolated site
classes (following the NBCC-2015 classification) derived from seismic measure-
ments (black dots), Vs seismic measurements (orange square) and the 3D geological
model on a regular grid. The information of the map is used to define the average
soil class of each DA and the corresponding amplification factors to be applied on
calculated ground motions.

2.2 Population and Building Data

The total population is about 3.8 million, which are distributed into DA using the
2016 census of Statistic Canada. This dataset provides night-time population, which
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Fig. 2 Microzonation of the MMC in terms of site classes following the NBCC-2015

is converted to daytime population using home-to-work commuting studies [3, 4].
Several other socioeconomic parameters such as age distribution, incomes, ethnic
origin were compiled to complete the analysis in HazCan.

In Hazus, the distribution of residential buildings for each DA is defined by the
distribution of occupancy types, the percentage of construction types and design
levels. The occupancy types consider the number of apartments from single-family
houses to multiplexes (see [7] for details). Four main construction types describe the
built environment of the MMC,wood frame structures (W1), unreinforced masonry
wall structures (URM), concrete frame wall structures (C) and in a lesser propor-
tion, steel frame structures (S). The C and S types are divided into sub-categories
depending on the construction frame and infillwalls. Themobile houses are separated
from the other buildings.

Other structural parameters affecting structural capacity and response such as
the building height (low-rise, mid-rise, high-rise) and seismic design criteria (pre-
code, low-code and moderate-code) are also considered [7]. These parameters have
been derived from the 2018 property assessment roll available at the level of indi-
vidual buildings. About 872 000 buildings were grouped by occupancy types within
each DA. The Table 1 shows this distribution for the island of Montreal and for
the other municipalities of the MMC. Single family houses are predominant outside
of Montreal (86.4%) while this value is 56% in Montreal, the duplex and triplex
accounting for 34% of the total.
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Table 1 Distribution of buildings by occupancy types for Montreal and the neighboring munici-
palities

Occupancy
types

Numbers of
dwellings

Off Montreal
number

Off Montreal
%*

Montreal
number

Montreal %*

RES1 1 451,901 86.38 196,640 56.25

RES2 4,879 0.93 3 −
RES3A 2 30,969 5.92 82,792 23.68

RES3B 3−4 20,338 3.89 37,615 10.76

RES3C 5−9 9,615 1.84 25,991 7.44

RES3D 10–19 2,874 0.55 4,988 1.43

RES3E 20–49 1,254 0.24 1,520 0.43

RES3F >49 479 0.09

Total 522,309 99.84 349,549 99.99

*The total for the percentage is not 100% since a few buildings are a typical

A district by district review of the data provided by the assessment roll was
performed to distribute the buildings by construction type considering the historical
evolution of major architectural trends, the evolution of building standards and of the
urbanization of the territory. The construction material and lateral resistance system
were assigned by considering the year of construction, the number of floors, and the
location of the buildings within the city [21]. Similar rules were also extended for
neighboring municipalities to assign occupancy and construction types [6]. Table
2 shows the distribution of buildings by main structural types for Montreal and
neighbouring municipalities. The majority of the residential houses are wood light
frame structures. InMontreal, unreinforcedmasonry houses and steel framebuildings
represent 14.3% and 2.1% of the total stock, respectively and these numbers are
reduced to 0.4% and less outside of the city.

Table 2 Distribution of buildings by construction types for Montreal and the neighboring
municipalities

Building types Structural
frame

Off Montreal
number

Off Montreal
%

Montreal
number

Montreal %*

W Wood 501,363 96.0 295,602 84.6

C Concrete 14,051 2.7 448 0.1

URM Unreinforced
masonry

2,023 0.4 47,562 13.6

MH Mobile home 4,879 0.9 3 −
S Steel 5,743 1.6

Total 522,316 34,9358

*The total for the percentage is not 100% since few buildings were not included in a type
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Table 3 Distribution of design code levels by construction types for Montreal

Code design Year built Design code by building types* (in %)

W1 URM
L, M

C1L C1M C1H C2
L, M

C2H S1
L,M

Pre-code Before 1970 59 100 7 37 41 − 2 100

Low code 1970–1990 26 − 88 37 41 3 9 −
Moderate code After 1990 15 − 5 26 18 97 89 −
Total number of buildings 229,607 51,502 773 357 482 563 259 5 354

*W1 = Light wood frame; URM = Unreinforced masonry; MH = mobile home; C1 = Concrete
Moment Frame; C2= Concrete Shear Walls; S1= Steel Moment Frame; L= 1–2 floors; M= 4–7
floors; H = 8 + floors

Table 4 Distribution of design code levels by construction types for the municipalities outside
Montreal

Code
design

Year built Design code by building types* (in %)

W1 URM
L, M

MH C1
L

C1
M

C1
H

C2
L, M, H

S1
L,M

Pre-code Before 1970 26 100 11 27 17 9 −
Low code 1970–1990 37 − 69 63 78 83 −
Moderate
code

After 1990 37 − 19 10 5 9 100

Total number of buildings 496,981 2,020 4,651 8,871 106 23 4,015

*Same legend than Table 3

In Hazus, the fragility curve defined for each structural type varies as a function of
the design level, which is highly dependent on the year of constriction. For Quebec,
1970 is a pivotal year for seismic design since it is the date when capacity-based
design and structural ductility considerations were first introduced. Structures built
before 1970 are considered as pre-code and the ones built after this date low-code.
The year 1990 marks a new transition with the introduction of new seismic require-
ments in several design standards. The highest level of seismic design considered for
residential buildings constructed after 1990 is moderate (moderate code in Hazus).
Table 3 gives the percentages of buildings for a given code level by building types
for Montreal and Table 4 for the municipalities outside Montreal.

2.3 Exposure of the Residential Buildings

Two approaches were used to estimate the value of buildings by DA; one consisted in
summing the assessment roll value of individual buildings within an DA, another by
multiplying the total surface of the buildings by themedian value per squaremetre for
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each occupancy type in a given DA, using the assessment roll data. Both approaches
give similar results with the dataset outside Montreal but the second method was
found to be better suited to the inhomogeneous dataset for Montreal. Figure 3 shows
the distribution of the total value by occupancy type in and outside Montreal. The

Fig. 3 Distribution of total property value by occupancy types (in billions of Can$) for Montreal
(top) and the surrounding municipalities (bottom)



674 P. Rosset et al.

total building exposure is estimated around 189 billion of Can$ (2018 value), the
single-family houses counting for 64% of the total.

The content exposure is estimated by using the ratio between the content value
and the property value provided by CatIQ (Catastrophe Indices and Quantification
Inc., Toronto) at the level of the Forward Sortation Area as provided by postal codes.
The distribution of this ratio varies within the MMC and is around 51% ± 9% for
2018. The corresponding ratio is combined to the building exposure for each DA of
the study region to estimate the content exposure. In total the exposure of buildings
and content is about 285 billion Can$.

3 Damage and Loss Estimate

The calculated risk scenario is for a replication of the M5.8 1732 Montreal earth-
quake. The magnitude is estimated around 5.8 and the epicentre located at 45.5 N
and 73.6 W as provided by the Geological Survey of Canada. The depth is set at
10 km, which is the default depth for such an event in this region. A ground motion
relation combining six attenuation relations developed for the Central and Eastern
US (CEUS2008) is used and described in the Hazus manual (Sect. 4.2, Table 4.5,
[7]). The influence of site conditions is added to the ground motions using the infor-
mation of the microzonation map provided in Fig. 2 for each DA. The map of the
Fig. 4 shows the resulting PGA distribution at the scale of the dissemination areas.

3.1 Building Damage

The effect of the earthquake on buildings are divided in four levels from slight
to complete damage as shown in Table 5 for Montreal and the municipalities
outside Montreal. Buildings with complete and important damage represent 2.4%
and 14.6% of the total for single-family houses and other residential types, respec-
tively. These values are reduced outside ofMontreal and increased inMontreal where
the percentage of masonry buildings with low resistance is the highest.

The plot in the Fig. 5 shows the percentage of damage by level for the main
types of construction. The light wood frame buildings, which are predominant in
the MMC, is the construction type which suffers the least damage with a proportion
of around 3% of the stock having important and complete damage. Houses with
unreinforced masonry walls are the most affected with 37% having important and
complete damage. The location of these buildings is mainly in the region of the old
town close to the selected epicentre. Steel frame building are similarly affected.
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Fig. 4 PGA distribution for the earthquake scenario (in g). The star locates the point source rupture

Table 5 Building damage by levels of damage and main occupancy types

Region Occupancy
types

Number of buildings and percentage (in brackets) by level
of damage

No Slight Moderate Important Complete

Montreal Single family
houses

94,328
(48.0)

55,909
(28.4)

35,138
(17.9)

8,784
(4.5)

2,481
(1.3)

Other
residential

36,148
(23.5)

42,723
(27.8)

44,084
(28.7)

20,112
(13.1)

10,609
(6.9)

Outside Montreal Single family
houses

332,613
(73.6)

86,066
(19.0)

29,177
(6.5)

3,778
(0.8)

554
(0.1)

Other
residential

46,586
(66.2)

14,356
(20.4)

7,680
(10.9)

1,524
(2.2)

275
(0.4)

MMC Single family
houses

426,941
(65.8)

141,975
(21.9)

64,315
(9.9)

12,562
(1.9)

3,035
(0.5)

Other
residential

82,734
(36.9)

57,079
(25.5)

51,764
(23.1)

21,636
(9.7)

10,884
(4.9)

3.2 Economic Loss Estimate

There are an estimated 872 000 buildings in the region with a total building replace-
ment value (excluding contents) of 189 billion of Can$. The value of content, as
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Fig. 5 Distribution of damage by levels for the main types of construction

given by insurance, add around 96 billion to this value. Direct losses due to struc-
tural damage and non-structural damage as well as their content are separated in the
calculation of the economic impacts. The Table 6 shows the percentages of losses by
construction type relative to the total building value for structural and non-structural
damage and to the total content value for content damage.

Table 6 Percentage of losses and exposures by construction types

Building type* Structural
(a)
(%)

Non-structural
(b)
(%)

Total
(a + b)
(%)

Content
(%)

Building
exposure
(in millions
Can$)

Content
exposure
(in millions
Can$)

W 0.6 3.7 4.3 3.0 164,533 85,304

S 1.4 6.8 8.2 8.0 933 395

C 1.0 5.4 6.4 2.8 10,004 5,024

URM 3.1 13.6 16.6 9.5 13,041 5,299

MH 1.2 3.5 4.7 1.2 427 241

Total 0.8 4.4 5.2 3.4 188,938 96,263
*The abbreviations are given in Table 2
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3.3 Indirect Effects

Two indirect effects of interest for crisis management are provided, debris manage-
ment and shelters needs,which are derived frombuilding damage assessments.Hazus
estimates the amount of debris that will be generated by the earthquake into two cate-
gories: (a) Brick/Wood and (b) Reinforced Concrete/Steel. This distinction is made
because of the different types of material handling equipment required to remove the
debris. The model estimates that a total of 6.7 million tons of debris will be gener-
ated, brick and wood comprise 52% of the total, with the remainder being reinforced
concrete and steel. It corresponds to 260,000 truckloads (at 25 tons/truck) to remove
the debris generated by the earthquake.

Hazus estimates the number of households that are expected to be displaced from
their homes due to the earthquake and the number of displaced people that will
require accommodations in temporary public shelters. The model estimates 120,000
households to be displaced due to the earthquake. Of these, 60,000 people (out of a
total population of 3.9 million) would seek temporary housing in public shelters.

4 Discussion

The present paper provides a first estimate of the effects on residential buildings of
a repeat of the 1732 M5.8 shallow earthquake located in the centre of Montreal. The
distribution of ground motions is calculated using a composite attenuation relations
taking into account the site conditions for a rupture source point. At this stage, it is
a first approximation, which will be refined in future studies by accounting for the
uncertainties on source rupture and attenuation relations.

The slight and moderate damage category accounts for more than 85% of the
total damage to residential buildings. The most affected buildings are the ones made
of unreinforced masonry walls with 37% important and complete damage and to a
lesser extent the older steel frame multi-floor building. The resistance of the latter
need to be further analyzed but they represent less than 1% of the building stock.
The masonry buildings are located mainly in the historical part of Montreal and
surrounding municipalities.

In terms of economic losses, the repetition of the 1732 earthquakewill cost around
10 billion Can$, non-structural damage accounting for 85% in average of the costs.
This value represents around 5.2% of the total property value. The content exposure
is estimated using insurance industry data on the ratio of building to content exposure
at a different scale than the dissemination areas (203 regions for theMMC). The total
content value is estimated around 96 billion and the cost of the content replacement
could be higher than 3.4% of the total (3.2 billion Can$). The total loss is then
estimated around 13.2 billion including the contents (5% of the total exposure).

This a first attempt to provide with a risk analysis at the scale of the dissemination
area for the metropolitan area of Montreal using up-to-date data from national and
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local statistical services. The collected data are stored in a GIS in order to produce
thematicmaps useful formitigation. The next steps are to use the collected population
data at the dissemination area scale to calculate average annualized losses and to
compare results using different approaches and softwares [1, 9] to improve data sets
and the performance of these tools.
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