
Design Science and Innovation

Pradipta Banerji
Arnab Jana   Editors

Advances 
in Urban 
Design and 
Engineering
Perspectives from India



Design Science and Innovation

Series Editor

Amaresh Chakrabarti, Centre for Product Design and Manufacturing,
Indian Institute of Science, Bangalore, India



The book series is intended to provide a platform for disseminating knowledge in
all areas of design science and innovation, and is intended for all stakeholders in
design and innovation, e.g. educators, researchers, practitioners, policy makers and
students of design and innovation. With leading international experts as members of
its editorial board, the series aims to disseminate knowledge that combines academic
rigour and practical relevance in this area of crucial importance to the society.

More information about this series at https://link.springer.com/bookseries/15399

https://springerlink.bibliotecabuap.elogim.com/bookseries/15399


Pradipta Banerji · Arnab Jana
Editors

Advances in Urban Design
and Engineering
Perspectives from India



Editors
Pradipta Banerji
Department of Civil Engineering
Indian Institute of Technology Bombay
Mumbai, Maharashtra, India

Arnab Jana
Centre for Urban Science and Engineering
Indian Institute of Technology Bombay
Mumbai, Maharashtra, India

ISSN 2509-5986 ISSN 2509-5994 (electronic)
Design Science and Innovation
ISBN 978-981-19-0411-0 ISBN 978-981-19-0412-7 (eBook)
https://doi.org/10.1007/978-981-19-0412-7

© The Editor(s) (if applicable) and The Author(s), under exclusive license to Springer Nature
Singapore Pte Ltd. 2022
This work is subject to copyright. All rights are solely and exclusively licensed by the Publisher, whether
the whole or part of the material is concerned, specifically the rights of translation, reprinting, reuse
of illustrations, recitation, broadcasting, reproduction on microfilms or in any other physical way, and
transmission or information storage and retrieval, electronic adaptation, computer software, or by similar
or dissimilar methodology now known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.
The publisher, the authors and the editors are safe to assume that the advice and information in this book
are believed to be true and accurate at the date of publication. Neither the publisher nor the authors or
the editors give a warranty, expressed or implied, with respect to the material contained herein or for any
errors or omissions that may have been made. The publisher remains neutral with regard to jurisdictional
claims in published maps and institutional affiliations.

This Springer imprint is published by the registered company Springer Nature Singapore Pte Ltd.
The registered company address is: 152 Beach Road, #21-01/04 Gateway East, Singapore 189721,
Singapore

https://doi.org/10.1007/978-981-19-0412-7


Preface

This book “Advances in Urban Design and Engineering—Perspectives from India”
is extremely relevant in the context of rapid urbanization in almost every developing
nation in the world (the so-called Global South). Various aspects—such as evolving
urban fabric and the consequent effect on quality of life, disaster modeling and
mapping within the urban development context and climate change, and the rapid
developing relatively new field of data-driven urban governance—are addressed by
researchers in the urban sphere.

The authors have actually managed to look at the rapidly evolving field of urban
management from various different angles, with case studies varying across the
entire spectrum of urban conglomerations in India and abroad—metropolitan cities,
satellite cities and small cities, and towns. This provides a richness of experience
that would be very relevant for current and future urban planners and mangers. We
hope that some of the issues addressed in this book would resonate with and inform
even common citizens of urban India and the Global South.

Contextualizing a book with such varied topics is a challenge. My co-editor and I
have tried to group topics that have ideas associated with a particular urban context in
chapter groups. Thus, the first chapter group comprisingChaps. 1 through 4 addresses
issues connected with the urban fabric and economic development, its evolution and
effects on quality of life, and would be relevant to urban planners and designers.
The second chapter group comprising Chaps. 5 and 6 addresses issues connected
with disaster modeling and estimation and managing a post-disaster scenario in
the connected world of today, and would be relevant for both urban planners and
managers. The final chapter group comprising Chaps. 7 through 9 addresses issues
that are becoming relevant within the context of smart cities that are being developed
under missions in India and across the Global South, and would be relevant for
current and future urban managers.

It is impossible to satisfy everyone with a book on advances in urban design and
engineering, as people may point out omission of focused topics on mobility and
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ecology, areas of concern in the cities of today. To them we say, read the book and
find references to these topics in many of the chapters.

Mumbai, India Pradipta Banerji
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Chapter 1
Creating a Framework to Exploring
Densities in the Contemporary
Post-industrial City

Pradipta Banerji and Aneerudha Paul

1 Introducing Density

Density is a much-debated issue that requires inquiry as we witness an intense urban-
ization process started by liberalization (Jenks 2000; Burgess 2000). For India, the
phase of liberalization, which started from 1991 onwards, coincided with manufac-
turing industries’ shifting out of the city. Along with this, most cities have relaxed
their urban development policy framework to attract international capital and private
investments. The authorities’ call for intense development in cities is either to achieve
maximum real estate potential or to create intense exclusive nodes to attract a section
of its population. The reasons are varied in cities around the globe depending on
their social and economic contexts (Marvin and Graham 2001, p. 308). Authorities
around the globe promote these nodes as compact cities, smart cities, transit-oriented
developments, urban renewal projects of a blighted area, etc. The nature of density
observed in such developments is high built density that is promoted by giving
higher Floor Space Index (FSI) on plots. Thus, while cities in export economies
like China, Taiwan, and Korea have promoted such intensification, cities in South
East Asia, South America, and Africa have grown and densified differently (Davis
2006, p. 13). In India, spurred by the desire to be an export economy, the govern-
ment has promoted multiple schemes that promote intense urbanization along new
infrastructure corridors.

One such scheme, the Smart City Mission of India, as one of its strategies states
that

For instance, a new layout plan of the identified area will be prepared with mixed land-use,
higher FSI and high ground coverage. Two examples of the redevelopment model are the
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2 P. Banerji and A. Paul

Saifee Burhani Upliftment Project in Mumbai (also called the Bhendi Bazaar Project) and
the redevelopment of East Kidwai Nagar in New Delhi being undertaken by the National
Building Construction Corporation. (MOHUA, GOI 2016).

It is in this context that this chapter would inquiry into this process of intensifica-
tion that such cities are witnessing. Is this intensification beneficial, like in compact
cities that governments propagate, especially in the western world from the 1990s
after the RioDeclaration? Or does it lead to the breakdown of infrastructure and over-
crowding, as knowledgeable detractors indicate, in the case ofMumbai (Patel 2014)?
However, in the same context of Mumbai, many have argued that intensification is
necessary given the present low per capita floor space consumption and sub-optimal
land utilization due to lower FSI in such cities (Bertaud 2004, p. 1). But, Betaurd’s
argument fails to realize that while the built density might be low in such areas, the
population density remains very high in pockets he refers to as sub-optimal.

Also, as in theGlobal South cities, their urban fabric is often formed spontaneously
and informally and exhibits high density, without seemingly any direct action from
government institutions (Richardson et al. 2000). In such a case, the authors are refer-
ring to the high population density. The assumption in such cases is that informality
is an outcome of lax governance. However, is this assumption correct? Moreover, is
the experience of this density borne due to informality the same as those that author-
ities promote under schemes like compact cities, smart cities, or transit-oriented
development?

Mike Davis attributes the growth of informality not due to lax governance, but to
the very economic restructuring that countries have undergone in this era of liberal-
ization, where they left the urban poor in cities vulnerable without any government
support. He primarily studies this phenomenonwith respect to cities in the developing
world. Saskia Sassen expands this observation and notes that informality is also a
part of cities in the developed world. In such cases, often it is commonly attributed
to immigrants from the developing world. She disagrees and examines the role of
increasing earning inequalities and extreme competition among some goods and
services; that to remain profitable, some part of them stay wholly informal (Sassen
1998, p. 154). She observes that informality is not an “anomaly” but an essential part
of advanced capitalism. Her argument is very different from the common belief that
the urban poor in our cities produces informality, and governments fail to stop the
phenomenon.

Many authors have taken Sassen’s arguments further and demonstrated how
governments and powerful interest groups collude in cities to produce settlements
outside recognized legal processes. We should also identify them as informal as
argued by Anaya Roy (2005, p. 149). Roy takes cases, like in the periphery of cities,
where private interest appropriate agricultural land to build gated communities for
the rich (Roy 2005). She considers informality more as an organizing logic than
identifying it to a specific sector or a specific group of people. As studies show, we
also realize, like in the case of Nairobi, Kenya, that even within the umbrella of the
informal, a lot of the people with formal skills participate and innovate (Macharía
2007). Thus, this difference between the formal and informal cities is uncalled for,
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especially in the post-industrial city, where many of its productive activities cannot
remain profitable by being formal due to liberalization.

The informal can take many forms depending on the context of the city. In some
cases, they can be observed as a part of vibrant historic cores of cities that have now
become spaces for immigrants and small-scale economic activities that fall outside
the formal framework. We observe such phenomenon in the historic part of cities
in Asia like Bangkok, Jaipur, or Udaipur (Kamalipour 2016) (INTACH and NIUA
2015). Inmany cases, informal settlements are a part of the peripheries of cities,where
land might belong to the owners, but their development is outside the framework
of plans prepared by local authorities. In many cases, they are encroachments on
public land or environmentally fragile pockets. Whatever may be the context, such
settlements are self-organized by resident communities. A paper by Solly Benjamin
explores urbanism shaped by everyday politics, material practices, and history for
Indian cities. It discovers numerous ways the urban poor negotiate their right to the
city and organize living and working in them (Benjamin and Raman 2011). Density
in such settlements is a part of this incremental process that also leads to its diversity.

In this chapter, we want to expand the notion of density by simultaneously
observing projects promoted by authorities through intensification and density that
have grown incrementally and spontaneously by people-driven processes outside
their purview. As Saskia Sassen has observed, informality is a part of the contem-
porary urbanization process and not an aberration that city governments can hope to
eradicate. She calls it part and parcel of “advanced capitalism.” Most authorities of
cities recognize them as blighted areas and call for their removal and redevelopment.
However, as Keith Hart observes, such informal settlements exhibit entrepreneurship
and innovation that require exploration (Hart 1985).

Thus, this chapter would like to create a framework to investigate the morpho-
logical aspect of these formal and informal fabrics resulting from either high built
density or population density and explore its impact on the experience of its inhabi-
tants. In this chapter, we will explore this phenomenon in the case of Mumbai, which
might have learning for growing Indian city.

1.1 Research Questions

The critical question is how density in such urban fabrics, be it to capture land value
or due to competition over scarce urban resources, or the need to evolve tightly
knit social networks, is enabling or disabling for its inhabitants? Majority of density
arguments concern either the environment or overcrowding. Is this the only way
density is enabling or disabling in the varied typo-morphologies of our city?

Moreover, density becomes an important determinant, especially when present
development institutions provide a broad framework for planning cities to attract
private investments in foreign direct investments (FDI). In such cases, they allow
the microplanning of neighborhoods and often wards to special planning authorities
(SPA) that are private or quasi-governmental. As in the case of India, these are known
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by various schemes and projects like the smart city mission, compact/sustainable
cities, transit-oriented developments, cluster redevelopment of slums and historic
cores, etc. In all these schemes, high density and intensification of built-form become
an essential aspect that agencies propose. To exemplify, theNational Transit-Oriented
Development policy paper of India states that.

TOD integrates land use and transport planning and aims to develop planned sustainable
urban growth centers, having walkable and livable communes with high density mixed
land-use.

Within these broad frameworks, the city authorities give the agencies complete
freedom to design physical layouts as per their requirements. However, in such cases,
we need to expand the notion of density to engagewith the social complexity of cities.
We must recognize that all four aspects, i.e., intensification, spontaneity, informality,
and flexibility, are a part of contemporary urbanization processes in today’s cities,
especially Indian cities. As stated by Sassen, they are generated by the inherent logic
of advanced capitalism. Ananya Roy, while studying Indian cities, notes that.

Urban informality is often seen to be synonymous with poverty, this article makes a case that
India’s planning regime is itself an informalized entity, one that is a state of deregulation,
ambiguity, and exception. (Roy 2009, p. 76).

This is a very critical and foundational aspect that this chapter accepts to carry on
an exploration of urban density. Though Roy might be referring to the Indian city,
as Sassen states, varying degrees of informality would be observed in any city in the
developing or developed world in present-day urbanization process.

Figure 1 is an image of an urban village within Delhi. Even in Egypt, settlements
growing in the periphery of larger cities like Cairo and around villages display such
informal characteristics as their development is outside the regulation. However,

Fig. 1 Informality in Urban Villages, New Delhi (Kumar 2015)
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Table 1 Summarizing the questions

Primarry questions

1 Under what conditions does density that
emerges due to varied reasons in our
contemporary cities enable or disable?

2 How do different morphologies that
arise in such contexts affect the
experience of density?

Can we observe densities for spontaneous
and planned settlement without any
preconceived biases?

Can we expand the notion of density
that authorities conceive numerically
for our cities?

If yes, then how do we create an
observational framework?

Can there be a conception of density
that integrates its social and
computational aspects?

lawyers, doctors, andwhite-collarworkers inhabit these urban villages or agro-towns,
both in Delhi and Cario (Bayat and Denis 2000, p. 194).

The other questions that this research would like to engage with regarding density
emerges from deconstructing its notions as a numerical construct like FSI and ground
coverage that city authorities presently conceive. It specifically would like to explore
density within the social complexities generated out of liberalization in our cities.

Research conducted on density in Hong Kong expands the idea that it is not only
a product of “absolute space” that we need to be record numerically. It explores the
notion of density where inhabitants have the agency to shape their everyday lives
(Tanga et al. 2018). In such a case, the authors understand density as a part of a
process. They state that.

To unfold a full picture of high-density development, the context can be reexam-
ined with the embedded dynamic of urban space, history, and society (Tanga et al.
2018).

In these cases, as shown in these informal settlements of Delhi and Cario, we
realize that it is not built density but population density or maybe an amalgamation
of both that is of concern. It is very different from the built density of smart cities,
compact cities, transit-oriented developments, or redevelopment projects, images of
which city authorities eulogize and valorize (Table 1).

1.2 Research Objectives

In this background, the research would not like to differentiate between the planned
and the informal but would like to observe them as emergent out of contempo-
rary imperatives of liberalization in our cities. With its mandate toward people, the
research assumes that the city authorities have a role to play within this urbaniza-
tion process. It just cannot be a silent onlooker. Thus, this research would not just
observe this urbanization process but also hint at the possible intervention modes
that city planning authorities can adopt. For this, it would like to refer to the work of
Jennifer Robinson, Ordinary Cities, where she states that such cities need to imagine
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alternative modes of imagination, apart from the dominant way of “competition”
and “developmentalism” that our city authorities influenced by prevailing western
thought replicate (Robinson 2006, p. 116). Because of this perspective, most city
authorities valorize the rehabilitation and redevelopment of any form of informality,
replacing a density that has formed incrementally with high built density morpholo-
gies. Even in greenfield projects, authorities promote this narrow understanding of
density.

Abandoning this developmental framework of thought can allow multiple ways
of intervening in “ordinary cities” that can be more inclusive, collaborative, and
meaningful for its residents. It can lead to many homegrown solutions.

However, the present problemwith the way authorities imagine density is that it is
only quantitative. This approach generalizes the various contexts in which densities
have evolved in our cities, both in spontaneous and planned neighborhoods. More-
over, the present quantitative aspects of measuring density are extremely limited to
understanding spontaneity and informality, characteristic of the present-day urban
process. In many high-density informal settlements, scholars have observed a high
degree of self-organization that impacts governance (Eizenberg 2019, pp. 40–41).
To comprehend this phenomenon, we need to expand the notion of density, incor-
porating variables that influence its performance. This paper argues that there is a
need to simultaneously understand density’s descriptive, quantitative, and qualita-
tive aspects. Finally, the way residents and inhabitants perceive density individually
and collectively is essential. When we simultaneously comprehend these aspects,
density can achieve inclusion, sustainability, and resilience in our cities. The chal-
lenge would be to create a framework that would allow us to comprehend density,
evaluate its performance, and identify variables that can inform public policy for
cities. This study intends to educate architects and urban designers who shape the
built environment by understanding quantitative and qualitative variables that enable
density in specific contexts. For this chapter, the research would limit itself to create
a possible framework for observing densities in a city like Mumbai. It assumes that
this study can have a wider applicability for similar such cities that are undergoing
transformation in the Global South (Fig. 2).

Create a framework to observe, analyze and govern densities that would architects, designers 

and authorities realize the benefit of compactness

Simultaneously 

comprehend the 

descriptive, quantitative 

and qualitative aspect of 

density

Use the frame to   inform 

home grown approaches to 

govern density in our cities

Create a framework to 

observe, analyze and plan 

densities in formal and 

informal fabrics

Fig. 2 Diagram summing the intent of the research
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2 Literature Review

2.1 Density and Performance

In her book “Life and death of Great American Cities,” Jane Jacobs called for the
need for concentration and diversity in our cities (Jacobs 1961). The book reveals
city authorities’ myth on density, distinguishing between overcrowding observed
within dwelling units and density witnessed in streets. In 1965, C. A. Doxiadis et al.
formulated the need to study density at various scales from the room, dwelling unit,
neighborhood, town, and metropolis to the ecumenopolis (Doxiadis et al. 1965).

Leslie Martin and Lionel March’s work, in the early 1970s, demonstrated the
qualitative aspect of density affected by the various juxtaposition of layouts and
urban form. Their study of urban blocks in the Manhattan grid demonstrated that the
building bulk for a low-rise perimeter block remains the same as a high-rise tower
typology.

Amos Rapport, inspired by the work of environment-behavior researchers like
Stokol, Desor, Esser, and Kutner, challenged the very premise of density understood
quantitively and proposed that individuals perceive it collectively based on previous
experience, interpersonal relationships, and social organization. (Rapport 1975).

While reviewing the notion of Density, Ernest R Alexander tries to understand the
relationship between the quantitative, qualitative, and perceived aspects.He identifies
standard density measures planners and city authorities use to quantify people per
unit area, household per unit area, or physical bulk, also known as built density. The
physical density is also affected by the scale, massing, form, and even building use
(Alexander, 1993).

Through these above observations of density, for this chapter, we will assume
some working definitions of density as below:

• Built Density—The density of a neighborhood refers to its physical density mani-
fested through its urban form. City authorities manipulate the qualitative aspect
of built density through the various parameters that control urban form like Floor
Space Index (FSI), building height, ground coverage, setback, etc.

• Population Density—It is the density of people that occupy a certain given area,
which might be a city, ward, precinct, or neighborhood. At the scale of the home,
this will be referred to as the household density.

• Perceived Density—Perceived density is the experience of individual inhabitants
in any neighborhood.

2.1.1 Performance of Density

Attempting to disentangle the concept of Density, Churchman explores some of the
fields which use the concept of density. He notes that apart from being widely used
in planning, design, transportation, and environment-behavior studies, “economic,
sociology, psychology, anthropology, and ecology” use the concept of density
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(Churchman 1999). These are more like performance factors related to density. This
study proposes to use a multiple set of criteria to evaluate whether densities are
enabling or disabling in various morphologies of the contemporary city. It would
mean that inhabitants residing in different neighborhoods with their unique typo-
morphologies might find and prioritize any one or a combination thereof of the
performance aspect of density as enabling.

The chapter will explore how literature articulates the performance factors
concerning density. The factor that gets maximum immediate attention is the ecolog-
ical factor. Recognizing the environmental crisis in 1992, after the Rio Declaration
on Environment and Development, the notion of a compact city got traction among
city authorities and planners, especially in the western world. Though what it would
mean for cities in the developing world was not completely understood, cities in the
developing world are rapidly growing with a large migrant population, are informal,
naturally dense, and have observable inequities (Jenks et al. 1996, p. 3). After 1992,
William Rees and Mathis Wackernagel first coined the word “ecological footprint”
to assess human beings’ use of natural resources (Wackernagel and Galli 2007).
The notion of ecological footprints connects closely to another concept called urban
metabolism (UM). It is a notion framed by an American engineer and geographer
named Abel Woolman. He used it to study the deteriorating condition of a hypo-
thetical city due to intense resource use and waste generation (Dinarès 2014). His
primary idea was to close the loop byminimum use of resources or production within
city limits and simultaneous recycling of wastes. A study of urban metabolism for
Mumbai demonstrates the low cost incurred in organizing public transport (Reddy
2013). Another neighborhood-based study based on the urban metabolism model
for the city of Mumbai explores the ecological sustainability of high built density
redevelopment projects inMumbai. It establishes the ecologically negative impact of
such projects compared to the earlier fabrics they replaced (Mandal and Byrd 2011).
It demonstrates that the UM model can evaluate the ecological performance due to
density for cities in India.

The other important aspect where researchers have made a lot of investigation
is mobility and density. Peter Newman and Jeffrey Kenworthy attempted to relate
density with car use and fuel use, and they found that high density reduces both
(Newman and Kenworthy 2015, p. 589). One of their significant findings was to
recognize that cities have urban fabrics based on their mobility characteristics. They
called them the walking city, the transit city, and the automobile city. In these,
the walking city and the transit city can accommodate high density (Newman and
Kenworthy 2015, pp. 107–111).

However, we need to investigate in what conditions can transit-oriented city be
effective in highly dense conditions? Research done for transit corridors along 50
neighborhoods of the San Fransisco Bay area shows that there need to be diversity
and design for highly dense transit nodes to be successful. The primary finding
was density, diversity, and design work simultaneously. In this case, diversity is
measured by the presence of mixed-use like work and living together (Cervero and
Kockleman 1997, p. 217). However, questions remain, as studies show that cities in
the developing world, including Mumbai, do not have any car restrain policy like



1 Creating a Framework to Exploring Densities in the Contemporary … 9

their western counterparts. Moreover, authorities don’t enable walking and cycling
in cities of the developing world (Barter 2000). In such cases, high density leads to
pollution and congestion as experienced in these cities. Encouragingly in Mumbai,
55% walk to work, 22% travel by train, and 15% use the bus (Rode 2009). Thus, the
diversity and design of streets would play an essential role in evaluating mobility in
this city.

We can evaluate the social performance of high-density environments through the
quantitative and qualitative aspects of public space and social amenities. The other
important factor would be to gauge how inclusive these spaces and amenities are for
all residents. New York City made some moves to add to the public realm in such
areas in the 1960s for the Manhattan District characterized by an increased Floor
Space Index (FSI). It attempted incentivizing private developers to allow a certain
percentage of space for public use within their development. It was called Privately
owned Public Spaces (POPS) (Dimmer 2013, p. 8). Soon other cities, some Asain,
like Hong Kong and Taipei, started adopting similar policies. Studies show that these
small spaces are very effective in these high-density environments and are used most
by people (Lai 2018). In the case of Mumbai, the city has not made any attempt
to incentivize private agencies to demarcate public space in their projects. A study
on reserved open spaces of Mumbai, supported by the MMR-EIS, shows that the
city’s development plan demarcates 2.48 m2 per person open space, while only 1.91
is available. Of this, only 0.88 sqm per person is freely available to all (Adarkar
Associates for MMR-EIS 2012).

The other aspect closely connected to the quantitative part is the qualitative aspect
of public space. The qualitative elements engage with whether these spaces are inclu-
sive. It is imperative, given the nature of urbanization, that cities have experienced
post-liberalization. Most of the development is malls and multiplexes with residen-
tial areas that are gated and exclusive. Also, a vast network of mobility infrastructure
connects these developments, but the in-between spaces are often dead and unused.
It has led to the splintering and fragmentation of cities (Marvin and Graham 2001).
It has led to areas that are either zealously over-managed by private interest or gated
communities or undermanaged. It is within this paradigm that Mathew Caramona
documents and classifies the nature of contemporary urban space. He identifies the
role of management as being central to modern urban space (Caramona 2015). It
is very different from a set of scholars who in earlier literature have stressed the
need of governments and society to shape a genuinely inclusive public realm. The
private can play no role in this. However, recognizing the shift in production of the
public realm, scholars are trying to move away from this binary discourse. They are
attempting to understand the public domain for the contemporary highly dense city,
where the role of private players is inevitable. In a study done by researchers from
the National Institute of Singapore to form a framework for evaluating urban spaces
in dense contexts, they have a similar view as Caramona.

Their work recognizes the hybrid nature of the public realm that cities form
by overlaps of the infrastructural, spatial, everyday requirements, ownership, etc.,
that various actors in such conditions constantly negotiate. Thus, they expand the
notion of the public realm to include government-provided open spaces and other
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spaces of everyday use like footpaths, markets, spaces created due to infrastructure,
like stations, airports, skywalks, etc. After having gone through literature and being
inspired by the work of Caramona, they frame a mode of a three-pronged model
of analysis called the Hardware, Software, and Orgware that emerges from the play
of design, function, and ownership. Thus, we realize that while density can help
interaction among inhabitants in a certain neighborhood, if the public realm is not
managed well in a highly dense environment, inhabitants might not perceive it as
positive. It requires authorities to frame and implement policies where every actor
in our cities plays a role in making and maintaining them.

Another critical criterion that requires review is the economic aspect related
to density. Alfred Marshall pointed out the benefit of agglomeration in the city’s
economic activity (Marshall 1920). Also, Jane Jacob, in her book, The Economies
of City, observes the importance of size, messiness, and concentration for work for
innovations to grow. She notes that large cities might be inefficient, but this quality
allows creation to happen. The large cities she observes are also the wealthiest.
Studies done on compact cities show the positive impact on jobs and enterprise.
Such cities improved business viability and also productivity. They also provided
maximum property value to their owners (Hofstad 2012).

Ed Glaser has established the importance of density on non-market interactions.
These interactions do not have any transactional value but are essential for “idea
flows” to acquire “human capital.” He takes the case of Manhattan, where he shows
that residents value high density along with amenities. These spaces allow for social
exchange and information flows that these inhabitants value (Glaeser et al. 2000,
p. 107). He also shows how architecture plays a role in fostering such interactions.

Researchers have not made such studies in cities in the developing world due to
a lack of data. However, in the case of broad-level district studies, in India, where
data is available, a clear relationship is seen between agglomeration and jobs. It has
significant implications as it establishes a strong connection with agglomeration and
informal jobs (Mukim 2011). We need further research to see whether it holds at a
more granular scale.

The other important aspect that requires investigation is governance. Does high-
density lead to better governance? If so, governance is a performance factor that can
benefit from increased density. However, in such a case, density is not to be under-
stood numerically. It is more of a precondition that allows for diverse human prefer-
ences, abilities, and know-how. It fosters exchanges and helps grow tacit knowledge
(Moroni 2016, p. 3). As Jane Jacob notes, it is local knowledge that people form of
their environment. Essential is the support and organization that people evolve under
such conditions (Jacobs 1961). However, there is a critical characteristic in such kind
of density that Jacob is referring to. It is not planned; it is spontaneous, emergent,
and diverse. We need to understand this aspect, especially in cities where the urban
fabric is spontaneous in the developing world. It holds even for cities in India.

Thus, having reviewed some of the performance factors for density that is found
in literature, this chapter will investigate the psychological aspect of density. In many
cases, individualsmayperceive density similarly because of shared social and cultural
values. Also, age, gender, and physical abilities play an important role in forming
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perceptions. It is crucial as inhabitants of different neighborhoods may perceive the
benefits of density very differently.

2.1.2 The Individual Perception of Density

Mitchell researched dense neighborhoods in Hong Kong to establish that density
and crowding have no direct relationship. Crowding is a perception due to loss
of privacy (Mitchell 1971). Others like Stokol differentiate between density and
crowding. Freedman associated the perception of crowding with other variables. He
even noted that there is a difference in perception between males and females. Desor
observed that crowding is dependent on visual cues from the environment (Loo
1975, p. 831). Researchers such as Schopler and Stockdale proposed that people
experienced crowding when there were constraints to act freely. Stokol introduced
the notion of neutral and personal thwarting based on the unavailability of space
or perceived threats (Stokols 1976). Based on these, people like Amos Rapport,
as mentioned earlier, have done an intense study on density, people, and the built
environment. It formed the basis of the Environment-Behavior framework. After a lot
of initial work, this framework did not gain much traction. One of the main reasons
Rapport attributes is being a multidisciplinary field; researchers have not crystallized
its basis for knowledge (Rapoport 2008).

Thus, this gave way to the Quality of Life (QOL) framework that can incorpo-
rate individual perception, social justice, and inclusivity issues. The World Health
Organization definition of QOL has been the following:

Quality of Life as an individual’s perception of their position in life in the context of the
culture and value systems in which they live and in relation to their goals, expectations,
standards and concerns. It is a broad-ranging concept affected in a complex way by the
person’s physical health, psychological state, personal beliefs, social relationships and their
relationship to salient features of their environment (World Health Organization 2020).

Within this framework, Elizabeth Burton conducted a critical study to understand
the benefits of compactness for poor people in the UK. Her finding was that compact
cities could provide more “equality” than “equity” in the UK context (Burton 2001,
p. 13). A study for Bandung, Indonesia, where the authorities had adopted a policy
of intensifying the inner core, concludes that the residents are unhappy with the
congestion and environmental problems of the area (Arifwidodo and Perera 2011).
In a similar study to understand the Quality of Life for Kolkata, densities can be
as high as 25,000 people per km2. It shows that accessibility plays a crucial role in
the residents’ Quality of Life (Bardhan et al. 2015). The QOL criteria are critical as
individual residents can prioritize specific performance criteria as more important
than others. While for some groups of inhabitants, the environment might be of
prime importance, for others, it might be the possibilities of economic growth. It
is imperative, especially in Indian cities where there is diversity in neighborhoods
based on class, caste, ethnicity, religion, gender, etc.
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2.1.3 Adopting Tools for Observing and Visualizing Density

Simultaneously, the study realizes that these settlement formation processes in the
developing world lead to complex typo-morphologies that affect the perception of
density. However, for this, we require the help of computational tools and models
that help in its visualization. More than being a tool that can predict possibilities,
what we need in such cases is a tool that can map actualities (Hillier and Hanson
1997). Also, asMicheal Batty observes, the primarymetaphor of looking at cities has
changed, and now we realize that cities are organisms like any other social system
(Batty 2019, p. iv).

Thus, while Martin and March, as mentioned earlier, had initiated research
exploring the qualitative aspect ofmorphology and density through the understanding
of geometry, more work has been done to understand this phenomenon in the Amer-
ican, European, and Asian contexts. Dutch researchers Meta Berghauser Pont and
Per Haut from the Delft University of Technology have done work to establish the
relationship between different morphologies and density metrics. They include FSI,
Ground Space Index (GSI), Open Space Ratio (OSR), and Layers or building height
(Pont and Haupt 2005). Their work gives an insight into the variable that creates
various typo-morphologies within the same measured densities. In all these typo-
morphologies, densities are experienced differently by their inhabitants. Since their
framework works in two-dimensional space, it can include a maximum of three
attributes of these typo-morphologies.

However, to understand the complex self-organizing processes of urbanization
that we encounter in the cities, we need new computational tools that help us
analyze multi-dimensional attributes. Researchers have done more work using artifi-
cial intelligence through Self-OrganizingMaps (SOM) platform to understandmulti-
dimensional complexities in urban morphologies. There has been work done where
9 variables like Base Area, Floor Space Index, Ground Space Index, Open Space
Index, Layers, Network Density, Mesh Width, Profile Width, and Tare have been
used to comprehend morphologies in relationship to density (Abarca-Alvarez et al.
2019).

There are more attempts made to conceive the study of typo-morphology within
the theory of complexity. From the early works of M. R. G. Conzen, the discus-
sion on typo-morphology varied from being descriptive, mathematical, or based on
urban social theory. However, researchers recognize that cities are social systems that
require a complex system perspective to comprehend them (Goh et al. 2019). There
have been attempts to study city form, street networks, and their growth through
fractal theory, power laws, network theory, and cellular automata theory (Jia et al.
2019). Geoff Boeing hasmade attempts to connect the complexity theory paradigm to
urban morphology. He also relates the theory to human behavior, which can compre-
hend certain complexity levels in these settings. Taking clues from traditional theo-
retical frameworks, Boeing establishes criteria based on the temporal, visual, spatial,
and structural that he incorporates within the complexity framework. He then demon-
strates the possibility of measuring them mathematically, which can go a long way
to contribute to resilience, accessibility, and liveability (Boeing 2018, p. 15). Such
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Fig. 3 Study of various morphological metrics to map liveability for different precincts inMumbai
and Delhi (Patel 2011)

studies can link urban formvariables to performance in both spontaneous and planned
settlements. Researchers can use this approach to understand the complex nature of
form in cities with a diversity of city development processes like Mumbai.

Another study is conducted by Shirish Patel for cities in Delhi and Mumbai and
comparing it to Manhattan works with morphological metrics like FSI, Built-up
Space per person, PublicGroundArea per person, Plot Factor, NetDensity, andGross
Density. He then creates a diagram and assigns bands of colors to desirable values,
as shown in Fig. 3. The neighborhoods he analyzes are more than 200 hectares in
size, ranging from informal settlements in Dharavi, site and service housing projects
initiated by the government in Mumbai, planned layouts from Delhi, and blocks
in Manhattan. He then uses them to comprehend desirable and optimal crowding
conditions in these neighborhoods (Patel 2011).

However, the model evolved by Shirish Patel to comprehend densities primarily
considers outdoor crowding as the main criteria for desirable living. It requires ques-
tioning as outdoor crowding, which is a matter of perception and differs in various
cultures, might not be undesirable in many conditions. We cannot establish any
numerical threshold can for such a phenomenon.

2.2 Research Methodology

The research proposes to comprehend the historical context of density in Mumbai
to understand it as a process. It will also locate it within the contemporary processes
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of urban transformation that the city is witnessing. Further, it will choose a few
formal and informal precincts that are undergoing such transformation to document
neighborhoods with varied inhabitants and differing typo-morphologies. The initial
part of the analysis will concentrate on comprehending the complexities presented by
neighborhoodmorphologies based on various formalmetrics. This research proposes
to use formal metrics based on the built-form, street network, and fractal nature of
morphology of each of these high-density neighborhoods. It helps in giving a compu-
tational perspective that can provide insight to city authorities and designers. The
literature review and the findings of the next part will help create a framework of the
performance aspect that we can use to decidewhether density is enabling or disabling
in these varied morphologies. Further research can help determine the relationship
between morphologies, performance aspects, and inhabitants’ experience.

3 Observing Densities in Mumbai

3.1 The Evolution of Density

In this research,we take the case ofMumbai city to study thedensity of neighborhoods
inhabited by various communities with differing typo-morphological conditions. For
this, we will investigate the history of Mumbai city to understand the process of
urbanization and aspects of densities associated with various periods. The study
observes density through the following phases of urbanization, where there were
transformations.

3.1.1 Bombay as a Trading Port

As Mariam Dossal states, under colonial rule, Bombay witnessed important urban
design and planning interventions from 1845 to 1847. It was a time when the city saw
the evolution of civic consciousness.We have to know the incident in the background
of two events, one the end of the monopoly of the East India Company in 1813, after
which many business houses started their enterprises in Mumbai. The other was the
defeat of the Marathas by the British in 1818 (Dossal 1991, p. 15). It would be a
significant period where the Fort and the Native Town of Bombay were the two
primary centers inhabited by the British and the Indian population. However, within
the walled town of Fort toward the northern part, the authorities allowed the Parsi
and Bhori population to settle. As per the first minute and accurate survey census
of Mumbai in 1849, there were six urban subdivisions in the Native Town which
exhibited the highest densities. The population recorded in this area of 6659 acres
was 337,169. Itwas nearly 9.5 sq. yards per person,whichwas 1/13 times that of cities
in England (Conybeare 1855, p. 21). As per the report prepared by Conybeare, Khara
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Taloa had 20.5 sq yard per person, Market—16 sq. yard per person, Bhooleshwar—
10.5 sq. yard per person, Mandavee—8.5 sq. yard per person, Oomerkharee—8.5
sq. yard per person, and Dhobee Tulao—8 sq. yard person (Conybeare 1855, p. 20).

The 1863 census recorded the population of Bombay to be around 816,352. In
the Market, Dongri, Dhobi Talao, and Girgaum section, the census observed family
size in 2–3 storey houses to be about 3.71.to 9.42. Each house had approximately 39
to 83 people (The Gazetteer, Vol. 1, 1909, p. 164). It was this very high household
density that led to overcrowding. Along with the density and presence of open drains,
the conditions in the Native town were recognized as unclean by the British sanitary
engineers (Conybeare 1855, p. 13).

As per the 1864 census, the authorities divided the city into wards. Wards B and
C that were the core of the native town and contained the bazaars had the highest
densities. It shows some sections like Market, Chukla, Dongree, and Dhobeetulao
have very high densities. Interestingly, the census documents all types of work activ-
ities that were present in the city. Most of the work present was in these dense B and
C wards.

From accounts, it is evident that informality was historically a part of Indian cities.
A lot of the urban fabric of such towns was spontaneous, and the densities associated
with these fabrics were due to people’s instinct to agglomerate. As seen through the
census, these densities helped people create networks that assured entrepreneurship
and occupation. People established these networks through religion, caste, ethnicity,
livelihood, place ofmigration, etc. These affinities allowed the people to agglomerate
with ease. As Pattrick Geddes noted, congestion was an issue more for the British
planners and engineers than the Indian inhabitants of historical cities (GoodFriend
1979, p. 349).

3.1.2 Growth of an Industrial City During the Colonial Rule

With the advent of the mills, there was a shift in the city’s growth. While the old city
continued to be one of the densest, the census observed some demographic changes
due to the plague that started in 1896 (Census of Bombay, Government, 1901, p. 10).
The areas that started showing growth were Mahalakshmi, Byculla, Tarwadi, Parel,
Sewri, Sion, Mahim, and Varli. We can attribute this shift to Parel’s transformation
into the mill district, the heartland for industries in the city from 1881 onwards (The
Gazetteer, Vol. 1, 1909, p. 201). A new pattern of density started emerging with the
housing required for industrial workers. The chawls, a building typology unique to
the city, provided early housing to the mill workers. Each room in a chawl would
measure around 12′ × 8′ × 8′ with a 3′ long public corridor in the front. There would
have a partition in the room, and the inner portion would be for women with a sink
for cooking. These rooms would house two families with around 10 to 15 people,
excluding children, thus experiencing crowding. As per the 1901 census, industrial
workers in mills and factories formed nearly 41% of the population. People involved
in commerce or other professions were around 14%. Thus, while many workers lived
in these chawls, the mill areas of Byculla, Parel, Tarwadi, Sewri, and Warli did not
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have densities comparable to the B and C wards. It would be less than 100 people
per acre (Census of Bombay, Government, 1901, p. 12).

3.1.3 The Post-independent Industrial City

From 1930 onwards, Bombay implemented town-planning schemes in Bandra, Juhu,
Vile Parle, Borivali, and Chembur (Maharashtra State Gazetteer 1986). After 1950,
with the incorporation of suburbs into the municipality, planning schemes were
implemented by the Municipal Corporation of Greater Bombay.

Due to migration resulting out of the partition, the housing problem increased in
the city with independence. The government formed the Bombay Housing Board to
address this problem. Also, the government introduced the Bombay Rent Control
Act, 1947, to freeze the rents to safeguard the interest of the poor tenants. It affected
the dense historic inner city most and led to owners not maintaining their buildings.
It led to the dilapidation of such structures, some of which would collapse during
monsoons. Nineteen thousand such buildings were affected by this regulation. To
address this issue, the government formed the Bombay Repair and Reconstruction
Board in 1969. Under this scheme, the board would repair the buildings and charge a
cess from the tenants. However, the quality of repairs was always under question, and
the problem remained. In 1984, the authorities had introduced a policy of redevel-
opment of these buildings with an increased Floor Space Index (FSI) of 2. However,
there were not many projects initiated as most of the existing buildings in the inner
city had more FSI.

The Municipal Corporation prepared the first Development Plan for the city in
1966. The first time the plan included the concept of FSI in the development plan
to control the city’s built density. The FSI ranged from 1.33 to 2.45 to as high
as 3.5–4.5 for the Backbay Reclamation Area and Cuff Parade Reclamation. The
other aspect that Merhotra and Dwivedi note, a characteristic of the city during this
period, is formality and informality closely interlocking. It was not so during the
colonial period when there was a clear division between the Fort and the Native
Town (Merhotra and Dwivedi 1995, p. 320).

To address slums, the government formed the Bombay Slum Improvement Board
under the Bombay Housing Board. It provided water taps, drainage, pathway, street
lights, and public toilet within these settlements. In the 1980s, it even tried to imple-
ment site and service schemes with assistance from the World Bank to address the
housing for the urban poor. Though some of these schemes were successful, they
could not handle the massive challenges of providing houses to half of the city
population living in slums.

3.1.4 Mumbai and Liberalization

The year 1991 was very critical to the country as it embarked on liberalization of
the economy. It was the same year that the second Development Plan of Mumbai
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was adopted. This development plan was vital as it introduced Transferable Devel-
opment Right (TDR). Also, Regulation 33 of the DCR authorities allowed incentive
FSI to enable builders and developers to redevelop slums and dilapidated tenanted
properties.

Meanwhile, the Government of Maharashtra had formulated the urban renewal
scheme under Regulation 33(9) in 1991 (GOM 1991). Later, it allowed for redevel-
oping larger areas in the historic city above an acre, stating that such projects would
provide better amenities and infrastructure. It was called the cluster redevelopment
scheme. Such redevelopment schemes were also allowed for old housing schemes
planned and constructed by the Bombay Housing Board, now known asMaharashtra
Housing and Area Development Authority (MHADA), at a higher FSI. The govern-
ment has recently, in 2019, allowed all cooperative housing societies that are more
than 30 years old to be redeveloped.

Simultaneously, in 1991, the government had also allowed the redevelopment of
slums under Regulation 33(10) (GOM 1991). In 1995, the government announced
free housing for slum dwellers, with increased FSI for builders. It also formed a
new authority called the Slum Rehabilitation Authority (SRA) to facilitate the rede-
velopment of slums. As in the case of dilapidated buildings, the government had
allowed the relaxation of development control regulation. Subsequently, the author-
ities have further increased the FSI of such projects to make them more attractive for
builders. In addition, the government conceived larger slum projects like the Dharavi
Redevelopment Project that a Special Planning Authority (SPA) would execute.

Thus,with liberalization, these redevelopment projects initiated the intensification
of the city’s urban growth. Presently, most of the city is allowed higher FSI under
the pretext of a redevelopment regulation. Most of this intensification was without
commensurate public amenities like open spaces, public schools, and hospitals. There
have been questions raised on this process of intensification. Shirish Patel argues
that though the FSI of Mumbai might be lesser than Manhattan, the average family
size is much larger. He notes that while the per capita indoor space of Mumbai
is around five m2., it is fifty-five m2. for Manhattan. It leads to nearly the same
amount of crowding on the streets (Patel 2014). A study supported by the Mumbai
MetropolitanRegion Environment Improvement Society (MMR-EIS) and conducted
by the Indian Institute for Technology, Bombay (IITB) and Doctor for You (DFY),
conclude that there is a strong correlation between the buildings of redeveloped slums
and tuberculosis (Doctor for You 2018).

Others argue that the present FSI regime leads to sub-optimal land use, and FSI
needs to be further increased (Nallathiga 2007). Alan Bertaurd shares a similar senti-
ment that FSI in Mumbai is the lowest among cities globally, leading to a low
per capita space utilization (Bertaud 2004). Another study of ten neighborhoods
of Mumbai shows that authorities can achieve compact neighborhoods in Mumbai if
there are ample amenities (Dave 2010, p. 25). While the debate around intensifica-
tion and density continues, it is evident that the government is no more interested in
playing an active role in developing mass housing that forms the bulk of the city’s
development in the last three decades. They are only interested in facilitating the
private sector toward the provision of housing requirements of the city.
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Thus, while the government regulations have entirely enabled private builders and
developers in the city’s development process, density as a tool is now used by them
only to achieve real estate objectives. Whether this has reduced informality that is
an integral part of our cities, formed due to lack of formal policies to address the
legitimate needs of working and living in our society?

A study on India’s economy for three cities, New Delhi, Mumbai, and Banga-
lore, has an entirely different finding. The author notes that for the Mumbai region,
informal employment has been on the rise from 1991 onwards to the mid-2000s.
It also questions the assumption that the city’s manufacturing has shifted with
the closure of textile mills in the 1980s. Instead, the author’s findings show that
manufacturing still happens in the city in informal enterprises employing informal
labor (Barnes 2017). It is also able to establish that most of this manufacturing is
home-based, own account establishments.

Thus, Mumbai has witnessed a rise in informality in these three decades of glob-
alization, where the notion of density is very different. It is a density that allows
for enterprises not provided for by the formal sector to flourish. Thus, any study on
density should explore the varied urban processes that have led to Mumbai being a
dense and compact city.

In this background, this research looks at three locations in Mumbai—one is
the old historic city where 19,000 tenanted properties face dilapidation, some of
which builders have redeveloped under 33(7). These are in the C ward of the city.
The other is the informal settlement of Dharavi near the central business district of
Bandra Kurla Complex. In 2004, the government proposed redeveloping this slum,
spread over 525 acres, and formed a Special Planning Authority for its development
(SPARC and KRVIA 2010). The third is the rapidly growing P ward characterized
by greenfield projects, comprising back processing offices, residential complexes,
malls, andmultiplexes. In the 1980s, this ward had gaothans, old government housing
colonies, cooperative housing societies, site and service schemes, and slums.Most of
this old fabric that is more than 30 years is undergoing rapid redevelopment. Figure 4
demarcates the three precincts.

4 Analyzing Density

4.1 Introducing the Site Observation

4.1.1 Density in the Historic City

C ward has many communities and neighborhoods formed based on commer-
cial activity, religion, ethnicity, and evolution in distinct periods. These neighbor-
hoods often display different typo-morphological characteristics. This research will
investigate some of these neighborhoods for further analysis.
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Fig. 4 The three precincts with varying densities and processes of urbanization

As mentioned earlier, the C ward was a part of the native town. It developed as
the indigenous trading hub closely connected to the port on the eastern side. In the
evolution of this ward in 1784, it had markets, agricultural fields, and low-lying areas
that authorities had reclaimed to expand the town (Dossal 1991, p. 23).

Through the decades, C Ward has shown a decrease in population. One of the
reasons can be attributed to outmigration to newly developing northern suburbs in
the city. Also, over time, the district with a mixed-use character changes its nature
to a commercial neighborhood with residences converted to workshops and storage.
Also, some of the spaces landlords give rent to migrants employed in workshops
involved with gold jewellery, metal fabrication, pottery, bazaar, sabzi mandis, textile
markets, etc. The district had a substantial residential population in history; presently,
a floating and transient population inhabits this place like any other bazaar area in
India. Table 2 shows the change in the resident population from 1961 onwards till
2011 (Census of India 2011). It shows how the residential density has halved in the
last fifty years. However, it remains one of the densest wards of the city.
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Table 2 Decadal change of
population and density in the
C ward (Census of India
2014)

Ward Area—1.8 km2 Population Density (people/ha)

1961 339,452 1886

1971 312,472 1736

1981 270,705 1504

1991 199,260 1107

2001 202,922 1127

2011 166,161 923

4.1.2 Densities of the Informal

The next district for observation is Dharavi, one of the largest slums in Mumbai. The
settlement started in 1887 with the leather industries, which attracted manymigrants.
The leather industries flourished close to the abattoir of Bandra. The Gazetteer of
1909 mentions Dharavi as one of the eight villages of Bombay in the year 1727 (The
Gazetteer 1909, Vol. 1, p. 30). However, by 1897, the Gazetteer notes that mission-
aries built a church for Tamil migrants employed in the tanneries (The Gazetteer
1909, Vol. 1, p. 219). The next was a group of potters from Saurashtra whom the
authorities relocated to Dharavi at the end 1800s (Slum Rehabilitation Authority,
GOM 2021).

Because of the 1896 plague in Bombay, the authorities shifted the polluting activ-
ities to the periphery. Even the independent government that evicted slums from the
city through the 1960s resettled them in Dharavi. Thus, the morphology of Dharavi
exhibits characteristics of being self-organized to being plannedwherever authorities
relocated people. Inhabitants in self-organized settlements havebuilt their settlements
around industrial compounds or clusters that provide employment. Also, slumlords
were influential in settling people here, especially in private properties. The slum
extended through the 1970s when the government implemented the Maharashtra
Slum Areas Improvement, Clearance, and Redevelopment Act of 1971. In 1972,
authorities attempted to improve Dharavi by providing civic amenities like water,
drainage, and toilets. However, the scheme did not achieve the intended results as
the authorities had done no comprehensive survey (Chatterji 2005). The census of
1976 was only limited to slums on state government land. In the early 1980s, the
government implemented the Slum Upgradation program as supported by World
Bank. The precondition was that communities organize themselves as cooperative
societies to upgrade the infrastructure of a complete area. While provisions were
made for the incremental up-gradation of houses by increasing heights, area-level
water, sanitation, and electricity infrastructure were implemented in the societies.
However, only some societies implemented these schemes, and thus, the government
stopped the program in the early 1990s. Till this scheme, density was an outcome of
poor inhabitants of Dharavi clustering themselves to find work opportunities within
nearby industrial compounds.

Through time, these tightly knit communities had to negotiate with city authori-
ties, trying to evict or relocate them, constantly establishing their claim over space.
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Through this process, they would form a strong sense of collective that one immedi-
ately sees through the formation of Nagars or neighborhoods. A recent study done by
the Society for the Promotion of Area Resource Centers (SPARC) of Dharavi shows
the existence of around 123 such Nagar.

With the Slum Redevelopment Scheme introduced in 1991, the government
allowed a larger FSI for Dharavi, recognizing it was a difficult area. Also, the private
builder in such cases was allowed TDR for the sale component. Such redevelopment
projects were higher in population density and built density, often leading to poor
light and ventilation. In 2004, the government proposed the Dharavi Redevelopment
Project and formed a Special Planning Authority (SPA) for its implementation. The
attempt was a complete area redevelopment of Dharavi that the SPA had divided into
five sectors. They invited private developers to redevelop each sector. They would
rehabilitate the existing slum population and then develop the sale component within
that sector. The approach would attract more population density within the current
settlement and generate a high built density. Questions about the quality of life,
especially within the rehabilitated buildings, became a dominant concern within this
approach. Moreover, many experts and activists felt that the small enterprises that
the earlier incremental densification allowed would be lost. Many activists thought
that the scheme did not take care of the interests of the rehabilitated population.

4.1.3 New Landscapes of Intensification

The P ward is one of Mumbai’s most crowded wards in the Western Suburbs of
Mumbai, with a high intensity of growth. Table 3 shows the decadal evolution of the
population for this ward (Census of India 2014). The overall density of this ward is
not so high as it contains a lot of forests, mangroves, intertidal areas, coasts, and no
development zones. However, many greenfield projects and redevelopment projects
in thisward have a very high built density. Because of its high population, theward has
been divided into two wards P/N and P/S. During the colonial period, this place had
goathans, koliwadas, and a few bungalows. Also, due to the easy availability of land,
earlier film studios were located here. In 1949, the Aarey Colony in Goregoan East
was conceived and handed over to the Department of Dairy Development Board
for cattle rearing and milk production. In the 1960s and 1970s, MHADA started
to build low-income housing like Motilal Nagar, Siddhartha Nagar, Unnat Nagar,

Table 3 The decadal growth of population in the P Ward (Census of India 2011)

1961 1971 1981 1991 2001 2011 Density_p/ha

P
(64.3
km2)

1,67,625 3,72,335 6,63,716 9,54,825 12,36,624 14,04,873 219.51

P/S – – 2,96,075 3,50,948 4,37,849 4,63,507

P/N – – 3,67,641 6,03,877 7,98,775 9,41,366
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etc., in Goregoan. These Nagars were low-rise plotted development that had 200
sq. ft. houses. The MHADA also built low-rise walk-up apartment housing in these
colonies.

In the 1970s and 1980s, developers built private cooperative housing societies
constructed as walk-up apartments. They planned and executed Bangur Nagar,
Sunder Nagar, and Evershine Nagar during this time. Most of these developments
had an FSI of one. In the late 1980s, the government planned the site and service
scheme in Malwani with assistance from the World Bank in this ward. As develop-
ment grew in this ward, many low-lying lands or parts of the forest were encroached
by slum settlements.

In the late 1990s, with the construction of the Link Road and shifting of the
city dumping ground from Malad, intensification started in this ward. The city
dumping ground gave way to a Back Processing Offices (BPOs), malls, theaters,
gardens, and high-rise complexes. Transfer of Development Right (TDR) generated
from other locations was loaded on greenfield projects in this ward. The Link road,
the widening and construction of flyovers on the Western Express Highway, and
improved east–west connectivity led to rapid residential development of land earlier
used for agriculture or as cowsheds. Most of these projects had an FSI of 2.66.

The process of infrastructural growth spurred many projects in the ward. It led
to redevelopment projects of slums settlements, MHADA colonies, and cooperative
housing societies. The new metro line along the Link Road and the Western Express
Highway will transform this ward further.

The present research would explore the notion of density in greenfield projects
or redevelopment projects developed in the last decade for neighborhoods in this
precinct. Here, the impact of high density that results due to maximizing of real
estate potentials would be studied.

4.2 Compiling the Data

This section will analyze the various density metrics of the neighborhood identified
in the three precincts. Here, it would quantitatively analyze various formal aspects
of a high-density environment. The attempt would be to group neighborhoods as per
the formal attributes of their morphologies in a precinct. The formal characteristics
at this scale will analyze the figure-ground of the urban fabric. The research will
study the following aspect of morphology in detail (Table 4).

4.2.1 Analyzing the Data

The research used the QGIS platform to perform the preliminary analysis to establish
someof the criticalmetrics of the built-form for each neighborhood. The platformwas
used to generate metrics on crucial aspects of the urban form of each neighborhoods
from all the three precincts like the following:
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Table 4 Various aspects of formal analysis of neighborhoods

Metrics Intents

Built and unbuilt analysis Floor Space Index, Ground
Coverage, Open Space Ratio,
and Layer

Qualitative aspects of the form of
the neighborhood like scale,
nature of open space, and urban
form (high-rise, low-rise
developments)

Street network analysis Road length per unit area, No. of
Nodes per unit area, and Average
Street Length

Street versus building
relationship, permeability,
interactivity in various streets,
and presence of active nodes

Fractal analysis Fractal dimension Process of growth and diversity

• Global FSI—As stated earlier, it is the total built area in a neighborhood divided
by the total area inclusive of roads and open spaces.

• Ground Coverage % (Ground_Cov)—It is the percentage of footprint area of the
total area for a given neighborhood.

• Intersection per hectare (INT_HA)—It is the number of intersections in a given
hectare for a neighborhood.

• Road Density per hectare (RDL_HA)—It is the road length in a given hectare for
a neighborhood.

• Average Road Length (AVG_RDL)—It is the average segment of road length in
an area.

• Fractal Dimension (FRAC_D)—It determines the fractal nature of the urban form.

Thesemetrics are calculated for the neighborhood in all three precincts. Figures 5,
6, and 7 show all the Nagars and neighborhoods of Dharavi, C Ward, and P Ward
considered for analysis in its five sectors.

Table 5 shows the statisticalmeasures of the formal attributes of the neighborhoods
for the three precincts. It shows the average mean, standard deviation, and coefficient
of variance for all the attributes. There are some patterns that become evident in
these measures. We can notice that the neighborhood sizes have a high coefficient
of variance in the case of Dharavi. This is because in Dharavi, small compounds to
big Nagar’s exhibit neighborhood characteristics. It was evident during the process
of documentation. In Dharavi and the CWard, the Global FSI shows minor variance
as compared to P Ward. In P Ward, the global FSIs are increasing drastically in the
case of redevelopment projects and greenfield projects.

Interestingly, Dharavi has a low global FSI compared to all the other precincts.
However, the population density is the highest, while neighborhoods in the P ward
have a low population but have high global FSI. It is due to the large number of
high-rise gated communities that have been built in this ward in the last decade. The
ground coverage and intersection density of Dharavi far exceed any of the precincts.
It is an important aspect of the precinct. It would be interesting to observe whether it
correlates with Dharavi’s large amount of entrepreneurship activity. Dharavi also has
a high variance as compounds with larger industrial sheds have lesser intersections
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Fig. 5 Map showing the Nagar Locations, Street Networks, Sectors, and Graduated Densities as
per Global FSI of Dharavi

than mixed residential neighborhoods. The road length per hectare is much higher in
Dharavi as compared to other precincts. However, the average road length is smaller.

These are clear indicators of the spontaneous and self-organizing nature of the
fabric. C ward also has high ground coverage, moderate road length per hectare, and
average road length, though much less than Dharavi. In contrast, P ward has low
road density, with the average road length being larger. It indicates that the state or
builders have attempted to introduce some form of planning in these neighborhoods.
The granularity of the Cward andDharavi indicated by the fractal dimension is much
higher than the dimensions observed in the P ward.

These formal measures, as summarized in Fig. 8, that the research establishes in
this section indicates are very important as they clearly show the diversity of urban
forms that are there in such cities that have evolved post-liberalization. Though there
is a similarity in some of themetrics, the form that the figure-ground represents can be
completely different. This research attempts to understand these differences within
the wide range of metrics proposed for these cities. As stated earlier, the relationship
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Fig. 6 Diagram showing the
neighborhood of C Ward
along with its street network

of these metrics to various performance aspects of density in the further research
stage will give valuable insights.

However, before this, we would have to analyze the neighborhood data to under-
stand whether we can identify clusters with similar properties. It can help us catego-
rize the urban form as per the generated metrics. We could also compare the finding
with the visual observation made on-site and through typologies that have evolved
through history. The next section of this chapter would analyze this aspect further.

4.3 Visualizing Typologies Within the Precincts

This section extensively uses the Self-Organizing Maps platform to identify the
clusters based on the six metrics we have generated for the neighborhoods. The
clustering was done based on the hits shown in violet that were generated by the
SOM platform. The first precinct or analysis is Dharavi. Figure 9 shows the outcome
of analyzing the data giving equal weightage to all the attributes in the SOMplatform.
The next precinct for analysis is the C ward. This ward has fewer neighborhoods as
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Fig. 7 Neighborhood in P Ward that are undergoing rapid transformation

compared to the other precincts. Figure 11 shows the results of the analysis. After
observing the clustering, we can make the following observations. The final precinct
for analysis is the P Ward. The study identified 38 neighborhoods in this precinct.
In this case, as with the earlier precincts, the SOM platform analyzes the data. The
results of this analysis are shown in Fig. 13. The study of the figure-grounds of
neighborhoods in this precinct can reveal some critical patterns. We can summarize
the findings as follows:

• In the case of Dharavi, neighborhoods with industrial, manufacturing, and large
storage units with large building footprints form Cluster 4. Thus, important Nagar
like the 13th Compound, Kumbharwada, and Prem Nagar are under this cluster.
Cluster 2 is formed out of morphologies with highly granular residential fabrics.
In this case, they might be gridded or organics or have manufacturing units
within them. For Clusters 1 and 3, there is a difference in granularity but they
are undergoing a transformation with new slum rehabilitation buildings. Some
of the representative neighborhoods and their morphologies are shown in Fig. 10
(Fig. 11).

• For C Ward, Cluster 2 comprises the oldest bazaars like the Chira Bazaar and
Bhuleshwar. The next layer of the dense bazaar is represented by Cluster 1,
comprising of Kalbadevi, Cavel, Panjrapole, and Zaveri Bazaar. The bazaars that
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Table 5 Table showing the statistical measures as well as normalization of averages for all the
precincts

C ward statistics

Area_sqm Global_FSI Ground_Cov Int_ha RDL_ha Average_RL Frac_D

Average
mean

98,798.86 1.68 46.71 6.06 274.99 88.50 1.71

Standard
Deviation

47,849.80 0.53 7.88 1.89 45.18 22.60 0.09

Coeff of
variance

0.48 0.32 0.17 0.31 0.16 0.26 0.05

Dharavi statistics

Area_sqm Global_FSI Ground_Cov Int_ha RDL_ha Average_RL Frac_D

Average
mean

13,391.51 1.60 64.00 29.68 874.21 38.14 1.66

Standard
deviations

16,281.33 0.33 13.18 19.28 319.17 31.73 0.19

Coeff of
variance

1.22 0.21 0.21 0.65 0.37 0.83 0.12

P ward statistics

Area_sqm Global_FSI Ground_Cov Int_Ha RDL_Ha Average_RL Frac_D

Average
mean

248,181.03 1.84 26.66 2.59 165.27 151.54 1.54

Standard
deviation

206,165.50 1.01 8.65 1.26 43.91 41.65 0.11

Coeff of
variance

0.83 0.55 0.32 0.48 0.27 0.27 0.07

AREA G_FSI G_C INT_A RDL_A AVG_RL FRAC_D

C Ward 0.40 0.91 0.73 0.20 0.31 0.58 1.00

Dharavi 0.05 0.87 1.00 1.00 1.00 0.25 0.97

P Ward 1.00 1.00 0.42 0.09 0.19 1.00 0.90

Fig. 8 Comparative Radar diagram showing normalized average value for various aspects in the
three precincts
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Fig. 9 The SOM analysis, the identified cluster, and the corresponding Nagar in each cluster
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Fig. 10 Some examples of typologies identified through the clustering process on the SOM
platform for Dharavi
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Fig. 11 It shows the result of clustering of the data in theSOMplatformand the identified typologies
in the precinct
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have been redeveloped under the town-planning scheme by the Bombay Improve-
ment Trust form Cluster 4 like Chor Bazaar, Bhendi Bazaar, and Null Bazaar.
Girgoan, though shown in the same cluster, should be separate as it lies on the
edge of the cluster boundary. Some representative clusters are shown in Fig. 12
(Fig. 13).

• For P Ward, the newly formed neighborhood in greenfield sites comprises high-
rise towers, with large open spaces forming Cluster1, like Yashodham and Gokul
Dham.Cluster 2 contains neighborhoods that are low-rise plotted developments or
walk-ups that MHADA had built. Cluster 3 contains slum redevelopment projects
like Omkar Almote and Gautam Nagar, high-rise, with high ground coverage and
high population density. Figure 14 shows some of the representative clusters.

5 Creating the Framework for Evaluation

This section of the study will suggest a framework researchers could use to
study density for cities like Mumbai witnessing the process of intensification post-
liberalization. The attempt is to create this framework based on findings reviewed
through literature and the varied typo-morphologies identified in the earlier part of
the chapter.

In all the abovemorphologies observed, density has differing objectives. The study
recognizes this aspect of density, as a process, stated in the literature review (Tanga
et al. 2018). The paper argues that this is a characteristic of urbanization processes in
such cities where various urban fabrics have formed out of differing impulses. Some
of it might be historical and presently functional, some are spontaneous and self-
organized by people, some planned, and some speculative. Inmany cases, researchers
might find overlaps between these various processes. Figure 15 identifies themultiple
processes of urbanization for which researchers can explore densities with differing
implications for cities like Mumbai.

5.1 Performance Indicators

The next aspect of density would be to evolve a set of multi-criteria indicators rele-
vant for cities like Mumbai. In such a case, density should not be solely equated to
crowding and other environmental factors but is tested against other aspects where
it might be enabling for its residents. In literature, as we have seen, there are already
many parameters established for cities in the developed world. These need to be
examined for their relevance to form the framework for Mumbai that may be repre-
sentative of cities in India, as well as in the global south. The indicators found in
the literature relate to mobility, ecological/environmental, public spaces, economic,
and governance performance that we can attribute to density. The final objective of
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Fig. 12 Examples of typologies identified through the SOM platform for CWard, Source for Chira
Baazar Image, MCGM
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Fig. 13 The clustering of various typologies of a neighborhood in the P Ward as analyzed in the
SOM platform

these criteria would be to judge sustainability, resilience, inclusiveness, and social
liveability as prioritized by inhabitants.

5.1.1 Mobility Performance

Mumbai we have observed is a city that walk to work, as well as uses the public
transport system. Thus, any evaluation criteria should be able to judge the quality
and adequacy of walking infrastructure. Nearness to public transit points would be
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Fig. 14 Some examples of typologies identified through the SOM platform for the P Ward
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Fig. 15 Studying density resultant of varied processes of urbanization

considered very important. Also, affordability of such systems especially where the
urban poor inhabits would also form important criteria. Thus, these will form very
important criteria for neighborhoods of Dharavi that have a high labor population.
Vehicle ownership and the presence of parking would also have to be quantified in
the chosen precinct under consideration. High vehicle ownership with no parking
might lead to an experience of congestion. Also, existing policies regarding vehicle
restraint if any have to be studied.

5.1.2 Ecological/Environmental Performance

As stated earlier, we might evaluate this aspect for neighborhood inMumbai through
the urban metabolism framework. We will quantify their use of resources as well as
the ability to handle waste generated within their neighborhood. In many cases, espe-
ciallywith cities in the developingworld, wemight observe that theywould use fewer
resources per capita, but most residents live in environmentally hazardous conditions
with a high pollution level (Satterthwaite 1997). Most of these residents who live in
settlements with high density might exhibit less ecological footprint. However, the
quality of life in such settlements is often highly compromised (Sanyal et al. 2009).
The urban metabolism model, in such cases, can understand the production, source,
and use of various resources and the generation of wastes and pollutants. However,
some neighborhoods in Mumbai might have implemented water-harvesting, solid-
waste, and waste water recycling infrastructure as mandated by MCGM for new
projects. These might perform better environmentally.
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5.1.3 Public Spaces and Amenities Performance

Cities like Mumbai have very low open spaces that are provided by MCGM. Thus,
apart from public open made available by the government, freely accessible foot-
paths, skywalks, and private spaces if made available to people should be included
in the evaluation. Kim Annette, who documents the sidewalks of Ho Chi Minh City,
calls these spaces the “most over-looked spaces” as compared to city parks and
gardens. She observes that these spaces that are more than the planned spaces are
the “democratizing spaces” in such cities (Kim 2015). In the informal settlement,
and as seen in the case of Dharavi where the road length per acre is more, roads
that are predominantly pedestrian should also be considered in the public realm.
Accessibility should be the primary criteria to judge these spaces.

A paper on India’s newly empowered middle class examines how they claim their
localities and re-imagine the public realm according to their values. While they have
no problem with cars being a part of streets, they resist cows and cycle-rickshaw
that have always been a part of Delhi’s streets. The paper terms the phenomenon as
“bourgeois environmentalism” (Bavaskar 2011). Thus, qualitative criteria to establish
diversity and inclusiveness have to be a part of any performance indicator for such
cities.

Also, spaces that underused spaces in and around infrastructure corridors, and
private spaces that claim to be public should also be evaluated. There are attempts to
evaluate such a public realm in high-density citieswithin theUrbanSpace Framework
(Cho et al. 2015). The framework recognizes three aspects of urban space called
Hardware, Software, and Orgware. The application of such a framework might be
relevant for cities in the developing world as such a study incorporates government-
recognized public spaces and emergent spaces like streets, sidewalks, and spaces
resulting out of infrastructure, and even privatized spaces like malls.

5.1.4 Economic Performance

In her book Economies of Cities, Jane Jacobs documents how cities are economic
innovation and diversity centers. She attributes this phenomenon to the aggregation
that such cities provide. She notes that entrepreneurship is possible because of the
division of labor available in big cities (Jacob 1970). For cities like Mumbai and
especially for informal settlements and low-income neighborhoods, where there is a
lot of entrepreneurship activity, this might be very important criteria. In every neigh-
borhood, we should document the number, diversity, and quality of such activities.
We should also map the human skills that are available in these neighborhoods.

5.1.5 Governance Performance

The criteria capture the degree of self-organization that is available with settlements
and neighborhoods. Self-organization might not have direct links to density. Still,
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it might be one of the characteristics of an assemblage created out of the process
of urbanization, institutions involved, people practices and the urban environment,
etc. (Eizenberg 2019). The question would be can density play a role in supporting
self-organization? Here, the notion of density might not be numerical but connected
with being spontaneous, evolutionary, and an integral part of the cultural milieu. The
notion of self-organization is about people playing a role in the planning process and
having a sense of agency. It is a qualitative criterion thatwe can observe in settlements
through the nature of collective action that they undertake. It plays a significant role
in making settlements resilient.

As seen in Table 6, these are critical density performance indicators that can
have relevance for cities like Mumbai. While this is an initial suggestive frame-
work, researchers might modify it during actual use to make it more sensitive to the
context. This allows researchers to evaluate density through a multiple set of criteria
apart from congestion and overcrowding with which it is normally associated. This
chapter argues that this is very important for cities like Mumbai that have varied
morphologies, as shown in the earlier part of this chapter. These morphologies allow
for different sets of criteria to be enabling for inhabitants depending on their class
and unique social practices.

5.2 The Perception of Density

Understanding the perception of the community toward density will require interac-
tionwith lived stakeholders. It ismore a spatial-ethnographicmode of documentation
that will indicate the quality of life that residents have. The residents in such cases
might differ because of gender, age, class, and ethnic/religious groups. It would be
critical to understand whether density has been enabling for all. Some groups might
perceive it as unfavorable. Though some of the quantitative indicators might high-
light high density’s positive or negative aspects, the inhabitant’s perceptions may
vary. In different neighborhoods, residents might give priority to different aspects
of density. It is where understanding the Quality of Life (QOL) and perception of
residents is essential. We can judge whether high density has been inclusive, provide
equal access to amenities, engender a feeling of safety and security among residents,
provide economic opportunities, help them build human capital, and generate partic-
ipation. The primary question to observe is whether concentration in the urban envi-
ronment, an integral cultural part of such cities, plays an essential role in empowering
inhabitants and creating positive perceptions? (Fig. 16).
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Table 6 Creating a set of cross-performance criteria to evaluate the density

Performance Possible criteria Source of data Scale

Mobility Proximity to Public
Transport Systems and
Nodes

OSM and ground
observation

Ward

Affordability Interviews

Diversity of land use
near transport nodes

Development plan

Design near transport
nodes for walkability

Ground observation

Car Restraint Policy

Ecological Water Consumption
versus harvesting

Ground observation Ward and
Neighborhood

Sewage production
versus recycling

Waste production
versus recycling

Energy consumption
versus production

Public space and
amenities

Open Space per Person Ground observation Neighborhood

Privately owned Public
Space

Accessibility

Diversity of Usage

Inclusivity of different
classes

Economic Human Capital among
inhabitants

Interview and ground
observation

Neighborhood

No. of Work and Small
Establishments

Diversity of
Establishments

Governance Existence of
self-organizing
institutions

Interview Neighborhood

Level of Participation Interview

5.2.1 Determining Variables that Affect Density Performance
and Perception

The culmination of this framework could be to understand and locate variables that
affect the performance and perception of density. These variables can be the phys-
ical environment, social-cultural aspects, situational characteristics, and individual
aspects (Churchman 1999, p. 404). In most cases, these variables overlap with each
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Fig. 16 Documenting the perception of density through the perception of the individual

other in complex ways. These are essential variables to planners and urban designers
as they might affect performance and perception by modulating them.

5.3 Discussion and Conclusion

While the framework is broad and indicative, it indicates a process researchers can
use for such studies in their contexts. However, the final aim of the framework
should be to realize that varied community groups in our cities might prioritize
differing performance aspects of density. These might have a close relationship to
the typo-morphologies that they inhabit. Promoting a narrow understanding of the
compact city by the authorities might not help achieve sustainability, inclusiveness,
and resilience for all groups.

The complexity framework that this study suggests can be conducive to creating
an expanded set of metrics required to understand a complex set of social practices
that contemporary cities house within their differing neighborhoods. They can help
develop planning standards and methods that make them more relevant to social
practices resulting from differing cultural milieu within communities in our cities.
Like in our cities, pedestrian streets and sidewalks play an essential role as public
space, but present planning regulations hardly recognize their importance.

Researchers should consider the manifestation of densities as assemblages that
come from a complex interaction between human and non-human components. As
suggested in this study, the variable captures elements that result from the built
environment, people, and processes. These combine in various ways to enable
density for inhabitants in a particular context. They might not be easily replicable as
designers and planners want by controlling only one set of variables like the physical
environment.

The other aspect this framework recognizes is the varied notion of densities that
might help an empathetic formulation of different modes of urbanization, both legal
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and extralegal, within cities of the developing world. Generally, the extralegal is
considered illegal by city authorities, and the resultant solution they propose is
demolition, rehabilitation, and redevelopment. Through this framework, there is a
possibility of recognizing varied enabling aspects that density allows for different
city residents, both rich and poor. It might result in more careful and conservative
approaches that might be possible instead of widely accepted redevelopment models
that our city authorities propose. Such models imagine private developers to be the
key players and communities to be passive receivers. This framework can hint at a
combination of physical conditions, processes, and agents that can play an important
role in conceiving alternatives.
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Chapter 2
Livelihoods, Mobility, and Housing: In
Search of Missing Links in Indian Towns

Sheuli Mitra

1 Introduction

Everywhere in the global south, housing choice is a harsh battle of confusing trade-
offs. Way back in the 1960s, John Turner had proposed the novel concept that
“housing is a verb” and future studies on urban housing have gone on to accept
this as the fundamental dictum. In Turner’s very original model, based on his work
in Peru in the 1960s, rural migrants first try to move from the province to central
locations in the city, paying any price, to find jobs. Then, with security of employ-
ment, they move to the periphery, where land or housing ownership is attainable. He
coined the terminologies of “bridgeheader” to “consolidator” to show this progres-
sion in the life of the migrants (Turner and Fichter 1972). Thus, the urban poor have
to juggle many factors as they try to optimize housing cost, tenure security, quality of
shelter, journey to work, and sometimes, personal safety. For many people, including
many pavement-dwellers, a location near a job is even more important than a roof.
For others, free or nearly free land is worth long and expensive commutes from the
periphery to the center. And for everyone the worst situation is a bad, expensive
location without municipal services or security of tenure (Davis 2006). These new
migrants, many of whom become slum dwellers, score far lower on human devel-
opment indicators than other urban residents, they have more health problems, less
access to education, social services, and employment.

Many past responses to the problem of urban slums have focused on mere slum
upgradation through the provision of improved housing and related services. The
thrust on the physical eradication of slums was considered as the solution to the
problem of the homeless and the slum dwellers. Solutions based on this premise
have failed to address the main underlying causes of slums, of which poverty is
the most significant. The Challenge of Slums report by the United Nations Human
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settlements Programme (2003) was one of the first to emphasize the need for future
policies to support the livelihoods of the urban poor by enabling urban informal-
sector activities to flourish and develop, by linking low-income housing development
to income generation, and by ensuring easy geographical access to jobs through pro-
poor transport and more appropriate location of low income settlements. It asserted
that slum policies should in fact be integrated within broader, people-focused urban
poverty reduction policies that address the various dimensions of poverty (United
Nations Human Settlements Programme 2003).

In India, the problem of linking the urban poor with livelihoods and housing is
still a growing one, spilling over from the mega-cities to the large and medium towns
too. The predominant issues yet to be tackled in this regard are an equitable access to
infrastructure and services, access to livelihoods (physical and economical), and the
access to serviced land for housing. The provision of urban infrastructure in Indian
cities is more reactive rather than proactive (Knight Frank Research 2020), as in most
developing countries, and has resulted in urban sprawl and low-density suburbani-
sation that substantially increases the cost of delivering infrastructure to a dispersed
population. This has a negative impact on the environment being energy intensive
and consequently contributes significantly to climate change. It also creates social
and spatial inequalities which are characterized by housing of the rich and the poor
juxtaposed in close proximity with cities perpetually facing difficulties in ensuring
an equitable sharing of their social and cultural assets. This reactive nature of urban
infrastructure provision is unsustainable from an economic perspective as the costs
incurred tofill in the gaps in the capacities not developed in the early stages of growing
cities, far outweigh the perceived savings at the time of omitting to install them in
the first place (Knight Frank Research 2020). Most urban infrastructure inserts are
burdened under the pressure of the ever growing urban population and ULBs are
not in a position to effectively improve service levels. While current infrastructure
development focuses on the resource mobilization and public–private partnership for
creation of better urban infrastructure and services, it is often criticised for failing
to ensure that the infrastructure and services remain accessible and affordable to the
urban poor. Often the enthusiasm of creating high-end infrastructure and services
undermines the concerns of urban poverty thus creating a progressive social imbal-
ance (YASHADA 2009). Poor or biased policies with regard to land are also an
enormous obstacle for the poor in their search of a place to live, as the legal and
regulatory frameworks on the supply side, particularly with regard to land markets
and land acquisition, are often ineffective. Furthermore, on the demand side, the poor
often do not have access to the financial resources including housing finance, needed
to buy houses, and often subsidies for housing are not properly targeted or not prop-
erly implemented (Knight Frank Research 2020). In light of the increasing numbers
of urban slumdwellers, governments across theworld had adopted a specific target on
slums, i.e. Millennium Development Goal 7, Target 11, which aimed to significantly
improve the lives of at least 100 million slum dwellers by the year 2020. Given the
enormous scale of the problem, much more would have to be done if ‘cities without
slums’ are to become a reality.
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According to UN estimates, the proportion of urban population living in slums
in India in 2009 was 29.4% while the Census of India figures for 2011 peg the slum
population to roughly 65 million or 17% of urban India. Indian Housing policy has
been influenced by changing global housing thought. Three major interventions have
been emphasized which could help improve spatially concentrated urban poverty
within cities, namely access to land through security of tenure and functioning of
landmarkets; access to basic services; and citizen engagement ensuring better gover-
nance (Revi and Rosenzweig 2013). The focus of the New Urban Agenda (NUA) of
Habitat III is also on the progressive realisation of the right to adequate housing as
a component of the right to an adequate standard of living (UN Habitat 2018).

In India, national housing policies have over time replaced the rhetoric of
‘removal’ and ‘clearance’ and instead started talking about ‘improvement’ and
‘upgradation’ of informal housing (Batra 2009). However, in recent policy frames,
with the involvement of the private sector in housing provision, the role of housing
as an economic good seems to outweigh its presence as a component of welfare and
social security (Bhan et al. 2014). Urban Local Bodies and households are the two
pivotal participants who can together address housing poverty effectively and hence
need to be empowered adequately through technical and financial assistance from
the Centre and the State governments, through appropriately designed schemes and
programmes (Mitra 2021).

This research brings case based evidence from the city of Bhopal, to illustrate the
missing links in livelihoods, housing and mobility that poor urban households have
to negotiate to survive in the city. While the case studies highlight the pro-active role
of households in finding jobs, housing and amenities, they also bring to light the inad-
equacies of the interventions by different levels of Governments in catering to their
needs. Some cases of successful implementation of government programmes across
housing and infrastructure are also seen in Bhopal which are discussed to explore
possibilities of upscaling them in similar contexts. In conclusion, the research argues
that the present thrust of ambitious centrally sponsored programmes for housing
need to be judiciously implemented by ULBs in local contexts, to truly benefit the
urban poor. The implementation of several programmes on livelihoods, transport,
water and sewerage, housing, health and education need to be looked at in tandem
and not in silos as is the current practice, to address the larger dimension of urban
poverty. For effective implementation, there is a need to conduct extensive household
surveys to understand themulti-dimensional nature of the problems of the urban poor
to help provide more targeted interventions. Thus a clear assessment of the work-
home relations and the nature of trips (both quantitative and qualitative) made by the
urban poor can help develop strategies of urban development both at the core and the
periphery, which will ultimately lead to a more equitable spatial structure, cause less
damage to the environment and ensure better livability for all residents of the city.
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2 Where Do the Urban Poor Live?

Contemporary research on urban housing assert that while urban areas provide better
access to employment and the promise of an improved lifestyle, growing cities are
hard pressed to accommodate the influx of prospective workers. Prohibitive housing
costs in the city force most of this workforce, especially with mid to lower income
levels to settle in far off suburbs with long commute times to workplaces or settle in
slums near the city core (Neuwirth 2005). However, in the last four decades, it has
been seen that urban population growth has occurred at the periphery of most cities
of developing countries, with India being no exception. The “horizontalization” of
poor cities is often as astonishing as their population growth. In the sprawling cities
of developing countries, the concept of the “periphery” is highly relative, and time-
specific, with today’s urban edge, abutting fields, forest, or desert, becoming part of
a dense metropolitan core in future (Davis 2006). The cycle of slow conversion of a
previous periphery to a core, with the definition of a new periphery determines the
spatial structure and dictates the land markets of cities, which in turn impacts the
location choice of the urban poor as a factor of their affordability. This gives rise to
wider socio-economic divides in the city, which become more and more difficult to
be rectified as legacy burdens.

2.1 The Research Question and Process

This research started with a fundamental research question “Where do the urban
poor live?”. In the Indian context, while a large body of existing research exists
on mapping urban sprawl (Indian Institute of Human Settlements 2012) and classi-
fying the typology of low income housing relating to different locations (Joshi 2009)
(Hingorani 2012), lesser research is available on ground studies looking through
the lens of the urban poor households to analyse their location choices and the
factors which dictate them. The broad methodology used for the study has two main
stages. The first stage consists of understanding the urban structure of Bhopal by
correlating spatial patterns of population density, transport linkages, government
land banks, land values with slum, and squatter locations. A broad understanding of
factors governing the choice of housing locations of the urban poor can be identified
by relating the different maps. The second stage consists of evidence based work
including visual surveys, physical documentation, and semi structured interviews of
sample slum households from selected slums, squatters, and other informal settle-
ments. It consists of an ananlysis of the relationship between livelihoods and housing
choices. Documentation of the occupations of households along with their housing
location and typology, mode, time, and cost of transport was conducted to arrive at
conclusions. It also analyses housing aspirations and possible solutions for upgrading
their conditions. The locations and typologies of various government affordable
housing schemes are evaluated to test their success as appropriate housing for low
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income households. The study attempts to evaluate the linkages and gaps in access to
livelihoods, access to mobility and access to housing as the three realms influencing
household wellbeing in the large lower income segment of urban population.

Thus demand and supply side dynamics are attempted to be analysed through
empirical data analysis. The results are interpreted to identify the missing links in
the urban planning interventions which propel the formation of slums. In conclu-
sion, the assertions of the state on successful integration of livelihoods with housing
and transport through various schemes are tested for successful implementation on
ground, suggesting alternative ways ahead to achieve a more equitable cityscape.

2.2 Understanding Bhopal as a Case Study City

The city of Bhopal with a population of 19 lakhs, according to the Census, 2011,
spread over a total area of 41,784.42 ha and consisting of 85 wards, is taken as the
case study city. The gross population density of the Bhopal Municipal Corporation
(BMC) area is 62 persons per hectare (pph). As there are large water bodies and
reserved forest land within the city limits, the population density translates to 104
pph considering the developed area of the city (School of Planning and Architec-
ture Bhopal 2021). There are 21 wards having densities between 300 and 975 pph,
while all the remaining have moderate to low densities. Bhopal is a prototype of the
modern planned Indian cities which have old historic cores and large planned city
areas, forming different layers of development over time. The metropolitan (I) cities
of 10 lakh to 50 lakh population have a different pattern of urbanization as compared
to the Metropolitan (II) cities, which have populations greater than 50 lakhs. The
largest cities house the majority of the slum populations, and have received much
greater technical and financial support for their upliftment (Khan 2014). Cities where
land values are rising but still low, and pressure from real estate lobbies is yet to gain
momentum have almost no medium to long term strategies for housing, nor see it
as a pressing need to put these in place (Bhan et al. 2014). In recent years with the
implementation of various large scale Central Programmes targeted for urban devel-
opment, such as the PMAY, Swatch Bharat, AMRUT, many cities of this category
have started relooking at their city planning initiatives in a proactive manner. Bhopal
serves as a good case study for this category of cities. The Bhopal Development Plan-
2031 as a draft document had identified sustainability and liveability as its two main
conceptual thrusts (Directorate of Town and Country Planning, Madhya Pradesh,
2019). The Plan includes several GIS based maps on various focus areas, following
the AMRUT guidelines of Development Plan preparation, which help in analyzing
the spatial growth pattern of the city in a more comprehensive manner (Fig. 1).

While 21 of the wards in and around the old city have densities higher than 300
pph, the rest of the planned city has densities lower than 200 pph. Two third of
the total land under the Bhopal Municipal Corporation comprising of the peripheral
wards have densities lower than 100 pph, which clearly points toward the inefficient
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Fig. 1 Population density map of Bhopal (ward wise). Source BDP 2031 (Draft, unpublished)

and sprawling nature of development in the city since the last 20 years. Older devel-
opments such as the huge BHEL township with large vacant land banks and large
institute campuses are the other cause of the low densities developed. It is interesting
to note that certain areas in the city centre also have significantly low densities, owing
to the state developed Capital Complex residences in bungalow pattern developed
in the 1960s occupying large tracts of land in what is the heart of the city now. The
Area Based Development under the Smart City Mission has chosen to redevelop and
redensify some of the Capital Complex area. The sudden availability of land and an
increase of FAR have released a large quantum of potential built up development in
the core. However it is to be seen how the lower income households benefit from this
development as the Smart City model is based on the concept of land value capture
and is criticized to be exclusionary in nature.

The urban sprawl map (Fig. 2) shows the chronological development of the city
in various directions. The growth pattern of Bhopal during 1999–2005 indicates a
shift in preference for areas south and southeast, as large land banks were opened
up for private development in these corridors, but at much closer distance to the city
core during this period. During the 1994–2005 period, the growth was concentrated
around the transportation corridors, along railway lines and major road networks,
largely undertaken by the state in PPP model on government land unlocked, along
with private developments which continued from the previous decade (Fig. 3).

An analysis of the land value map of Bhopal as an overlay to the density and
sprawl map provides insights into the land markets prevailing in the city and their
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Fig. 2 Urban sprawl map of Bhopal (planning area). Source BDP 2031 (Draft, unpublished)

Fig. 3 Land value map of Bhopal (planning area). Source BDP 2031 (Draft, unpublished)
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impact on distribution of housing in different socio-economic groups. While the
population densities are not significant to be mapped beyond the BMC limits, both
urban sprawl and land values are significant enough to be mapped for the Planning
Area, even beyond the Municipal Corporation boundary. It is noticed that the growth
in the south and south eastern direction, demonstrates the classical price gradient
curve. However, densities do not match with the relatively high land values, pointing
to a skew in the housing market towards more affluent, low density housing formats
in most parts of the city. The BDP 2031 states that the preferred plot sizes are 2400
sqft–1500 sqft for independent units for 80% of the population (Directorate of Town
and Country Planning, Madhya Pradesh 2019), thereby corroborating this finding.
The peripheral wards within the BMC limits are no exception. The lowest land
prices are prevalent in the concentric zone beyond the 15 km radius with the core
as centre, where no urban development exists. The concentric zone between the 10
and 15 km radius is the most heterogeneous in its development pattern as well as
land price, as it consists of various land uses including agricultural land, converted
agricultural land, high end residential communities, low income squatters and urban
villages, government institutes, and public semi public facilities. Depending on the
radial growth directions of the city, land use and prices fluctuate the most in this
belt. These land values, though lower as compared to the Metropolitan (II) cities,
are not low enough to facilitate market led formal housing projects for low incomes
households, at reasonable distances to work places. Thus the parallel market of
informal housing proliferates across the city, irrespective of land values, guided by
proximity to workplaces and accessibility to major transport corridors. The state led
affordable housing projects do intervene into this process, but the quantity and quality
of housing supplied along with inappropriate locations, are often unable to attract
the target households resulting in creation of vacant stock and wastage of precious
funds (Fig. 4).

3 Where Do the Poor Live in Bhopal?

From an analysis of several recent maps sourced from the Bhopal Development Plan
2031 (Draft) it is evident that the case of Bhopal is very similar to that of most Indian
cities, from the perspective of housing the urban poor. The slum households consti-
tute around 27% of the urban households. Spatially, slums and illegal colonies are
dispersed in most wards of the city and are located along major arterial roads and on
environmentally vulnerable sites such as hill slopes, along the lake and nallahs and
on reserved land under high tension lines. However, in Bhopal, efforts towards slum
regularizationwas initiated in the 1980swith the enactment of the ‘PattaAct of 1984’
which gave extension of land tenure rights over government land, locally known as
‘patta’, to slum dwellers, legalised through the Tenure Regularisation Scheme (Bhat-
nagar 1996). The provisions of the Patta Act supersede city zoning and sub-division
regulations and have been used in combination with other schemes of land reser-
vation and municipal infrastructure programmes resulting in allocation of land to
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Fig. 4 Slum and illegal colony map of Bhopal (BMC area). SourceBDP 2031 (Draft, unpublished)

thousands of households since the 1980s (Bannerjee 2002). A large government land
bank in the new capital city of Madhya Pradesh helped in proving land tenure to the
urban poor through enactment of this enabling legislation making Madhya Pradesh
a forerunner in this domain. It is ironical however that when the State became proac-
tive in using the Patta Act 1984 again as a major enabling tool for legalising tenure
by giving ‘patta’ or land title to landless households and thereby catapulting the
construction of self assisted low income housing under the BLC component of the
PMAY (Mitra 2021), it excluded the two major cities of Indore and Bhopal from its
ambit, as land in these two cities was now considered too precious to be given away
to the urban poor to build their own low density-low rise housing formats. Bhopal
has seen significant number of state constructed housing stock developed in-situ on
previously slum occupied land at prime locations since the implementation of the
BSUP component of JNNURM. Under the PMAY, the AHP component is being
constructed on government land banks, but many are in remote locations. Under the
PMAY, in situ slum redevelopment is facilitated through the ISSR component only
where most tenable slums are treated as prospective sources of revenue by leveraging
on the value of the land they occupy. As location preferences dictate the success of
the ISSR component, slums in non-prime locations are chosen in the first phase.
Underlying tendencies of the ULBs to selectively keep informal settlements vulner-
able prevail, by denying access to water supply or sewerage, thereby slowing down
the process of housing consolidation in such settlements. These settlements form
easy targets to ‘reserve’ for ISSR projects in later phases when the land is lucrative
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enough (Mitra 2021). As the success of the ISSR depends on the higher income
‘for sale’ component, very few such projects are being implemented in Bhopal, as
there is a surplus supply in the higher income segment through several government
redensification projects and private developer driven projects, when compared to the
demand, based on the overall economy of the city.

Thus it is evident that a variety of housing options are available to the urban poor
in Bhopal, in both the formal and informal sectors, as analysed from the study of
various secondary sources of data and maps. The question of how the urban poor
exercise their choice of formats and location preferences from among these available
formats can however not be answered from these data sources and needs to be derived
from evidence based ground research.

3.1 The Case of the ‘Shifting Boundary’

This section summarises the responses of households living in various formats and
locations and also mapping locations of informal settlements versus formal housing
supplied by the state. The near absence of private sector developed housing projects
for this segment was also noted. The section discusses not only quantifiable data
retrieved from the semi-structured questionnaires but also aspirations and opinions
of households and more significantly, households’ compulsions and lack of choice
when choosing housing formats and locations. The priority of accessing livelihoods,
incomes and minimize housing and transport costs were the main factors seen to
influence their choices. On the supply side, the ever spiraling land prices made the
chances of poor households entering the formal market without compromising on
the locational advantages a distant dream. The financial and physical boundaries of
the ever growing city keep shifting beyond the bounds of the urban poor. The results
of empirical studies proving this assertion are included in this section.

The study was conducted in three types of settlements: illegal slums, patta
colonies, and government housing in the southern part of the city, where devel-
opment and land prices have both shown higher rates of growth. The zone with the
selectedwards ismarked on a thematicmap (Fig. 5) showing the comparative grading
of land prices within the BMC boundaries. Government projects under construction
are also identified and analysed in this part of the city to understand the demand
supply dynamics in the affordable housing segment.

3.2 Documenting Responses

A series of primary studies of low income housing settlements form the basis of this
section, with interactions with households being the major source of information.
While this is a pilot survey, conducted in only a few locations, it gives a clear view
of the demand side perspective on low income housing and their location choices,
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Fig. 5 Ward map of Bhopal with thematic land value gradient and study area marked (BMC area).
SourceMURP studio study, SPA Bhopal 2020–21 (Unpublished) with author inputs for study area
delineation

which are often overlooked in the bigger planning exercises which prioritise land
markets and infrastructure funding over vulnerable people’s aspirations.

The household surveys consisted of semi structured questionnaires targeted to
collect information on (i) the reasons behind occupying their present housing, (ii)
the aspirations ofmoving up the urban ladder through housing consolidation, and (iii)
preferred residential format and location choices. The responses to these questions
were mapped spatially on satellite images of the zone of the city being discussed and
also tabulated to understand the implication on time and cost considerations related
to location choices. The responses to the questionnaire are thematically represented
under the categories of (i) negotiating the livelihood and housing dynamics, (ii) nego-
tiating housing versus mobility conflict, and (iii) moving up the liveability ladder:
myth or reality.?
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4 Negotiating Livelihood and Housing Dynamics

The surveys validated several concepts discussed in theoretical housing research.
The constant refrain that permeated all responses was the inflow of migrants to
urban areas in search of livelihoods and a better life. While the search for a liveli-
hood began immediately after landing in the city, the dream of a better life was almost
as immediately shattered to be redefined over many years and often not realized. The
salient observations, when generalized from surveys across different informal settle-
ments revealed differences between first generation new migrants and consolidated
migrants living for a longer period of time.

The observations by new migrants revealed the following key findings:

i. Access to jobs at the minimum or zero cost of commute was the first priority
for the first generation migrants and dictated residential location choices.

ii. Minimum or zero cost of housing was the second priority dictating residential
choice, making informal settlements the only choice.

iii. Housing quality was of least importance and even temporary setups under
unused bus shelters, in construction sites, on the vending cart are options as
long as they are near the workplace.

iv. Environmental quality and access to basic services of water supply, drainage,
sewerage, electricity, was totally compromised, with many living on envi-
ronmentally vulnerable sites and accessing public toilets or opting for open
defecation and managing with water from stand posts far from their living
area.

v. Health and education are the last priority, and no expenses are incurred for
them. If free government schools are available in the vicinity, children are sent,
but such occurrences are few. Health is impacted the most but healthcare is
of the least concern.

vi. These migrants do not have any form of identity proof such as voter cards or
driving licenses, nor work place identities as they work in the informal sector.
Thus government schemes on health, education or finance are not accessible
to them, leaving them to their own resources only to survive and upgrade their
lifestyle in the competitive environment of the city.

The fate of these make shift housing arrangements made by new migrants varies
from case to case.

i. Many such settlements have slowly consolidated over time from a cluster of
shanties and transformed to large squatter slums, with consolidated housing
of better quality, but still lacking in most urban services. Electricity is usually
made available, but other amenities such as water supply and sewerage are
often missing for years.

ii. Some sites, if considered less vulnerable and on encumbrance free land, are
converted to notified slums and are then eligible for provision of basic urban
services. These slums see massive building construction, with housing consol-
idation happening at a very fast pace, and households expand their premises to
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not only have more space for themselves, but to use the house as an asset and
rent out parts of it to tenants. With a good location and access to basic services,
these slums become the most sought after.

iii. Some settlements develop on well located sites considered environmentally
vulnerable or on litigated land. These form targets of eviction and relocation,
sometimes years after the initial migrants settled there. The resettlement sites
provided are often at far flung locations, with no access to livelihoods, or on
transport corridors, taking the households to the bottom rung of their journey
again. Thus a formal housing unit is of little value to the migrants if it is far
away from their livelihood locations. The search for a new site to squat on
begins afresh, starting a new cycle of slum formation.

In case of older migrants, the interactions revealed a different set of observations.
Their life trajectory changes after 10–12 years of residence in any of the above
conditions, if they have not been evicted from their original site of residence.

i. Households living on patta land even without basic services slowly upgrade
their houses both in size and quality of building materials. Many have upper
floors added and keep tenants, if they are in prime locations.

ii. They usually provide education to their children who over time start working
too and contribute to the family income.

iii. In a period of 10–15 years these families move socio-economically from the
EWs to the LIG segment and own various assets such as multiple motorcycles,
televisions, washingmachines, coolers, LPG connections and cooking gadgets,
etc.

iv. Some households also have bank accounts and have some formal system of
accumulating savings.

v. In patta settlements two scenarios are prevalent. Those settlements which were
formed about two decades back and were subsequently serviced with water
supply and sewerage services, are the most coveted, with households choosing
to consolidate and expand their houses over time, as the location has changed
from a far flung periphery to a comparatively well connected and dense area
over time, which gives access to city level education, healthcare, and entertain-
ment facilities. In patta settlements not serviced with water supply, sewerage
and drainage, the dilemma of households to remain or relocate is higher. While
the pull of a good city network and access to city level amenities is strong, the
push factors of the daily struggle for water and squalid environmental quality
of the slum often outweigh the pull, forcing households to think of alternative
housing options. Many households aspire to purchase houses in the formal
housing market which provides a better quality of physical and socio-cultural
environment.
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4.1 Negotiating Livelihood and Transport Conflicts

On the basis of the surveys conducted, the major conclusions reveal that the nature
of occupation and earnings is the single most significant influence on the location
and typology of the housing urban poor. The diversity of occupations calls for a
more nuanced response with respect to housing provision. While the occupations
vary, the common thread of informality manifested in the form of meager earnings,
lack of a stable income, lack of permanent job locations, access to support vending
infrastructure, remain constant in all contexts. The hope of maximizing the earnings
leads vendors to select the most prime locations with large footfall and minimizing
travel costs leads to choice of residential locations in the vicinity, with the shelter
being in various stages of permanence and consolidation depending on the socio-
economic level of the household. Transport requirements not only includemanpower
transport but also goods transport of different sizes, shapes, and weights. A photo
essay illustrates the relation between the nature of occupation, mobility, and the
location and type of residence.

4.1.1 Recognising the Diversity in Livelihoods

Figures 6 and 7 depict that the nature of produce determines location of fabrication
and sales. Products such as cane furniture and accessories, seasonal products like
effigies of Ravan for Dussera are voluminous and difficult to transport. Artisans
engaged in these trades form ‘workshops’ along main roads, near bus stands to get
the locational advantage of production and sales at prime locations along arteries.
Residences remain ‘on-site’ from security concerns and convenience of work.

Figure 8 depicts the fabrication of quilts stuffed with cotton being manufactured
along a main residential road, where customers stop by and place orders and also
collect the bulky finished product. Cost of transportation is reduced to zero, with
workplace and selling point being ‘on road’ with a rudimentary residence, alongside.
This ‘temporary’ setup has been in this neighbourhood changing spots since the last
5 years. Evidently surviving from the earnings of an occupation such as this does not
permit the luxury of having a house.

Figures 9 and 10 depict vending along the roadside or as a wandering vendor
displaying wares. In both cases minimum distance to house from work zone reduces
the burden and time of travel. These occupations become impossible to be undertaken
from relocation projects at the periphery of cities.

Figure 11 displays an ingenious informal solution for goods movement. Weekly
and bi-weekly temporary markets occur at different designated spots of the city
approved by the Municipal Corporation, selling perishable, and non-perishable
goods. However setting up and winding up the stalls is the responsibility of the
vendors, with no permanent storage space in the vicinity. Innovating solutions of
a ‘modular’ caravan of vending carts strung together to one tractor engine are
regular sights on the city’s streets. They demonstrate an efficient and affordable
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Fig. 6 Cane product makers on sidewalks

cooperative mechanism of goods transport using minimum technology. Each such
vehicle consists of around twenty carts of vendors living in proximity pooling their
carts together. Relocation projects disturb such transportation dynamics, affecting
livelihoods.

4.2 Assessing Appropriate Interventions

The preceding section demonstrates the mobility needs of the urban poor through a
quick pilot study. Apart from the ones documented, several other types of mobility
typeswere present in the city. Itmaybenoted that inmost of the cases documented, the
standard intervention of inserting BRTS routes throughout the city based on demand
surveys, would not solve the problem of mobility. The need for inventorising the
types of informal trade and their supporting infrastructure is as essential as assessing
the demand for logistic hubs, dry ports and other infrastructure for the formal freight
movement sector. Integration of work spaces for the informal sector in the new Smart
City Mission is conspicuous in its absence. The ABD of Bhopal has created wide
boulevards in the core of the city but is silent on the fate of the large weekly market
held on Sundays on roads abutting its boundary. Many open spaces and derelict
government quarters were earlier used by artisans for making terracotta idols of
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Fig. 7 Large scale effigy making and sales on roads

Fig. 8 Living space, storage, and work space of a quilt maker on the edge of the street
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Fig. 9 Potters’ wares along a main arterial road

varying scales during the festive season from Ganesh Chaturthi to Ram Navami,
every year. With the demolition of these buildings for the construction of the Smart
City ABD, these artisans have been evicted and are absent in the new planned area.
There is a need to revisit the large scale of city building activity occurring under
the various urban missions and attempt to mainstream the informal workplaces,
to prevent such activities encroaching on roads, reducing their level of service and
inconveniencing pedestrians and drivers on one hand, and also leading to sub-optimal
living and working places for the informal sector.

5 Moving up the Liveability Ladder: Myth or Reality?

A sub-set of the household survey included a separate survey on housing aspirations
and housing relocation plans. The respondents were asked their present occupations
and their locations, the modes of transport and time and cost of transport from their
present residence. They were then asked about their relocation plans and only those
who responded in favour of relocating or aspiring to relocate were considered for
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Fig. 10 Vending on foot carrying wares

Fig. 11 An innovative modular caravan of vending carts stringed to a single engine
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this segment of the study. A set of two maps were created for each family mapping
the transportation routes of work to home, on satellite images, once from the current
residence and once from the prospective relocated residence. A comparative table
was made of travel costs in terms of money and time in both cases to evaluate the
change in travel cost incurred due to change in location. Would relocating to the new
house really change their lives for the better? A few cases are presented here.

5.1 Case of In-situ Rehabilitation

This family of 5 (Family 1) lives in a slum of potters in ward 30, within 5 km
from the heart of the new town area. The entire family is engaged in the traditional
occupation of clay and ceramic pottery. In this site, a large number of BSUP houses
were constructed in-situ in place of a large slum which existed here. Inspite of being
in the immediate vicinity of an in-situ redevelopment site, the potters continue to live
in a slum along the steep banks of a ‘nallah’ adjacent to amain road. As the relocation
is in-situ, there are no changes in the cost of commute. However these potters work
in their traditional houses and courtyards and sell their wares along the road. The
new walk-up apartment housing typology has no provision for workspaces and thus
is not suitable for the potters. While the in-situ location is acceptable, the apartment
format is not acceptable as it is not conducive for their work. Relocating would mean
either incurring extra costs to hire a work space or shift occupations. Thus the family
continues to live in the shanty slum as it is ‘designed’ with their workspaces, and
compromises on housing quality, hygiene and infrastructure (Figs. 12, 13).

5.2 Case of a Patta Colony and Relocation Options

The families 2, 3, and 4 surveyed are from a colony named Naya Gehukhera, on
Kolar Road in Ward no. 81 in the southern periphery of the city. In this colony,
patta land (500–600 plots of 15’ × 30’ dimension each) was given to relocated slum
dwellers in 2002. Beneficiaries had the option of either choosing a vacant plot, or
a plot with house consisting of a single room and toilet. The colony was provided
electricity under the subsidized ‘ek batti scheme’ but it was not serviced with water
supply or sewerage lines. Concrete roads were made in 2017. Underground water
supply and sewerage lines are presently being laid, but house connections are yet
to be provided, even after 20 years from the formation of the patta colony. There
is a severe water shortage with erratic supply of water by Municipal tankers while
house septic tanks are the mode of sewerage disposal, which are rarely serviced,
contributing to putrid overflows at times. The Municipal Corporation has mandated
that all residents are required to pay a property tax of around Rs. 350 per annum from
2017 onwards, in order to get house connections of water supply and sewerage. The
colony today is on prime land with a large Departmental Store abutting it and high
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Fig. 12 In situ rehabilitation in a prime location. Source Google Earth Pro 7.3.3.7786 (64 bit).
(October 19, 2020). Bhopal, Madhya Pradesh, India. 23°13′22.52′′ N, 77°24′22.02′′ E, Eye alt
2.37 km. http://google.com/earth/index.html . (Accessed Oct 26, 2021)

Fig. 13 Large scale pottery selling encroaching on roads at the edge of a relocation colony

end residential colonies in its vicinity. The houses have changed hands many times
in the past 20 years and only 30% of original residents remain. Many are tenants
while others have bought houses on resale.

Pilot Survey of Family 2: This is a family of 5 adult members residing in this
colony since the past 15 years. The family has only one female, a mother of two adult
working boys, living with her husband and father-in-law. She works as a domestic
help and aspires to have a house primarily to escape the daily fights for water. With

http://google.com/earth/index.html
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the tankers coming at any time of the day, and all able bodied members going out
to work, collecting and storing water is the biggest challenge. To fetch water, they
travel 10 km to a main pumping station with bore wells and collect water in cans
strapped to a bike or cycle every other day. Even after paying all dues of property
tax since 2017, they are yet to get house connections of water and sewerage, as it is
subject to all residents paying the dues. The ‘ek batti scheme’ of subsidized electricity
has been discontinued and electric bills in summer are often as high as two thousand
rupees.With an averagemonthly household income of around thirty thousand rupees,
commuting expenses itself are as high as five thousand rupees, but savings are done as
muchas possible in thehopeof having ahomebetter than their present one.The family
was fortunate to be selected in the lottery for housing in an under construction project
under the PMAY, even though the new apartment of 60 m2 would not be adequate
for the whole family. In their current house, the lack of built space is compensated
with semi-covered outdoor spaces and an open yard with plants. The family is also
apprehensive of increased recurring costs, as repayment of the housing loan through
monthly installmentswould commence and the 7 storied buildingwith stilted parking
and two lifts, would have significant maintenance charges. In spite of these barriers,
the family considered itself fortunate to have been selected for an apartment in a
PMAY project within 5 km. of their current residence, within a fairly developed
peripheral zone, as social networks would not be disrupted and transport costs would
not change significantly. The family has paid the deposit of rupees fifty thousand
from their savings, but their ordeal began when they tried accessing financial support
through housing loans from banks. In spite of having a monthly family income of
thirty thousand, which makes them eligible for the five lakh rupees loan they require,
no banks are willing to lend, as they all work in the informal sector as a housemaid,
a construction daily labour, a mobile repair shop assistant and a car driver. Agents
are offering to help avail the loan charging anywhere between twenty thousand to
forty thousand rupees. The family has no more savings to pay these agents and is
considering surrendering their booked house in absence of access to credit facilities.

Some of their neighbours (family 4) had relocation options to government projects
in much more remote locations, with sparse development at the edge of the city.
Others (family 3) have bought plots subdivided from farmland at the periphery.
Though these peripheral options are cheaper, the locations are beyond public transit
routes increasing commuting time and cost significantly. Also in case of agricultural
land transactions, risks are high of illegal subdivisions on non-developable land or
low density lands.

The mapping of all three cases of possible relocation from this patta colony is
done on satellite images showing the variation in travel distance to work locations
in each case and the consequent implications on travel cost.

Family 2: Mapping and Travel Time and Cost Comparison table

The mapping of travel routes to work place from existing location and the new
formal housing reveal the increase in transit costs. In this case, for a family with an
income of Rs 30,000 an increase of Rs.250 can be borne. However reduced access
to public transport impacts the mobility choice and subsequently the independence
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of the woman in the family. In conclusion, this relocation would help the family in
moving up the liveability ladder as the advantages of good quality housing, better
environment and access to physical and social infrastructure outweigh the costs of
loan repayment and increase in transit costs. The severe problem of water scarcity
faced in their current location which was a major hindrance to the well being of the
family, will also be addressed. But all this would be possible after crossing the hurdle
of access to financial assistance (Figs. 14, 15 and Table 1).

Family 3: Mapping of Travel Time and Cost Comparison table

Asimilarmappingwas conducted, and the comparison of transit distance and costs of
Family 3 reveals that the relocation would cost the family Rs. 120 per day, translating
to Rs. 3000 per month. With a family of two working members earning around Rs.
25,000 per month, this increase in cost would not be viable, with no access to buses
for 8 km.Also as the family has bought a land and not a house, the cost of construction
of the house would be a major burden, with home loans difficult to obtain in such
privately developed layouts due to lack of credibility of the project. The access to
drinking water and sewerage would be dependent on the collective contribution of all

Fig. 14 Location map of current location of Family 2; Source Google Earth Pro 7.3.3.7786 (64
bit). (October 13, 2020). Bhopal, Madhya Pradesh, India. 23°09′41.57′′ N, 77°24′36.96′′ E, Eye alt
5.25 km. http://google.com/earth/index.html (Accessed July 30, 2021)

http://google.com/earth/index.html
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Fig. 15 Location map of relocation of Family 2; source: Google Earth Pro 7.3.3.7786 (64 bit).
(October 13, 2020). Bhopal, Madhya Pradesh, India. 23°09′26.06′′N, 77°25′56.82′′E, Eye alt
15.09 km. http://google.com/earth/index.html (Accessed July 30, 2021)

Table 1 Comparison of travel characteristics of current and relocation sites of Family 2

Family members Distance to workplace
(one side trip)

Time taken (one side
trip)

Daily cost in Rs

Original Relocation Original Relocation Original Relocation

A1 3 km 2.5 km 80 Min 65 Min 0 0

A2 4.4 km 4.4 km 60 Min 60 Min 40 40

A3 5.2 km 4.48 km 80 Min 70 Min 50 40

A4 10 km 12 km 120 Min 150 Min 80 100

Total Daily cost (Rs) 170 180

source: author generated

the residents in the layout and remain uncertain. Thus although the cost of purchasing
plot is comparatively lesser, in the long run, it is unlikely that this relocation would
result in uplifting their financial condition or improve their quality of life (Table 2).

http://google.com/earth/index.html
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Table 2 Comparison of travel characteristics of current and relocation sites of Family 3

Family members Distance to workplace
(one side trip)

Time taken (one side
trip)

Daily cost in Rs

Original Relocation Original Relocation Original Relocation

B1 0 km 0 km 0 0 0 0

B2 4.5 km 12 km 25 Min 65 Min 40 100

B3 4 km 12.5 km 25 Min 80 Min 30 90

B4 0 km 0 km 0 0 0 0

B5 0 km 0 km 0 0 0 0

Total daily travel cost
(Rs)

70 190

source: author generated

Family 4: Mapping and Comparison of travel Time and Cost

TheMapping of Family 4 revealed that Family 4 consisting of four workingmembers
had booked a government walk-up apartment housing of 4 floors in the periphery,
built by Bhopal Development Authority in 2016. The relocation would have meant
a daily increase of Rs. 90 in commuting costs which translates to an amount of Rs.
2,250 per month. With a family income of around Rs. 45,000 per month the expense
would be possible to be borne. But the relocation posed other problems. One of
the members is a school van driver and does shuttle trips at other times for local
passengers in the busy catchment of his current location, while another earner is an
electrician going across town and travelling upto 100 km in a day. Thus a remote
location takes these earning members away from a dense catchment, reducing their
work opportunities. Also one of the members is a child who goes to a government
school near their current residence. In the new area there are no government primary
schools so the child would have to give up studying. The BDA housing faces water
shortage in summer and residents on upper floors struggle to carry water up to their
residences and store it in the small dwelling units. Thus this relocation to a formal
housing would impact the family’s financial and social well being negatively. Hence
the family chose to surrender their housing, get a refund of the booking amount, and
continue to remain in the patta colony (Table 3).

6 The ‘Shifting Boundaries’ Revisited

The pilot study analysed several sites and the relocation options in the Southern
part of the city, some of which are marked in the map shown in Fig. 15. It was
seen that in most cases the residents of the slums and informal settlements chose
these locations from compulsion but aspire for better housing and living conditions,
serviced by physical infrastructure and accessible to social amenities. However on
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Table 3 Comparison of travel characteristics of current and relocation sites of Family 4

Family members Distance to workplace
(one side trip)

Time taken (One Side
Trip)

Daily Cost in Rs

Original Relocation Original Relocation Original Relocation

D1 4.5 km 12 km 25 Min 50 Min 40 100

D2 100 km 100 km 300 Min 300 Min 750 750

D3 20 km 25 km 120 Min 150 Min 110 140

D4 0 km 0 km 0 0 0 0

D5 0 km 0 km 0 0 0 0

D6 1 km 1 km 15 Min 15 Min 0 0

source: author generated

the supply side, most of the mass housing projects are built progressively further
away in the periphery, where cheap land banks are available, with limited amenities
in the vicinity and unserviced by public transport connecting to the core of the city.
The PMAY programme has advocated the solutions of rehousing slum households
though in-situ or ex-situ rehabilitation, in tenable and non-tenable slum locations
respectively, through the two components of In Situ slum Rehabilitation (ISSR) and
Affordable housing in Partnership (AHP). The ISSR has drawn strong criticism from
early days, as it is seen as a surrogate opportunity to benefit the private builders and
make well located land available for occupation by higher income groups, under
the garb of slum rehabilitation (Patel 2016). Only those slums are taken up for
redevelopment under the ISSR, which are in prime locations, on tenable land and
have the possibility of constructing a sizeable amount of ‘for sale’ component beyond
the rehabilitated ‘not for profit’ slum housing. In case of slums not fulfilling any one
of the criteria, they are left undeveloped. As location preferences dictate the success
of the ISSR component, not all slums are found to be viable at the same time.
Thus slums on non-prime emerging locations remain undeveloped for long periods,
serving the underlying agenda of ‘reserving’ them for ISSR projects in later years,
when land values reach the required threshold (Mitra 2021). One of the pilot surveys
validates this tendency. On the other hand, AHP projects are built on government
land banks, which are usually on the urban periphery with lower land prices as
correlated from maps in Figs. 5 and 16. The land banks within the city are reserved
for higher priced residential or commercial uses to leverage on the value of land. Post
liberalisation of India’s economy, the inordinate focus on profits has propelled urban
governments to act as brokers rather than providers, with an imperative to monetise
on public and urban land rather than regulate against market failure and exclusions
(Bhan et al. 2014). The price of land is the single factor determining location of
housing typologies for different income groups, and by the laws governing land
markets, the urban poor are supplied housing on cheapest land, which is obviously
at the periphery and only semi-serviced. While the buildings constituting formal
housing may be serviced with physical infrastructure, they stand tall as islands amid
vacant agricultural lands, with no amenities for miles around, and no public transport
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Fig. 16 Location map of 3 pilot slums and possible relocation sites; Source: Google Earth
Pro 7.3.3.7786 (64 bit). (October 19, 2020). Bhopal, Madhya Pradesh, India. 23°11′06.12′′N,
77°26′04.09′′E, Eye alt 18.21 km. http://google.com/earth/index.html (Accessed Oct 26, 2021)

connecting them to the city. Thus the urban poor households are perpetually left
negotiating the ‘shifting boundary’—sometimes physical, pushing them out of the
liveable limits of the city and sometimes financial, pushing them out of the affordable
limits of formal liveable housing. This process continues over time and the housing
needs of the urban poor are met through the slums and un-serviced colonies from
which they can seldom move out.

7 Addressing the Missing Links

All the past and present programmes on ‘housing for all’ have progressively
contributed more to the stock in the bottom segment, but the methodology of deter-
mining the spatial distribution of these projects have always followed the supply
side dynamics of land and infrastructure. The demand side dynamics of access to
livelihoods, access to social amenities external to the projects, access to entertain-
ment facilities have never been considered or planned while implementation of these
housing projects. The first step towards this would require extensive surveys similar
to the ones carried out in this pilot study to survey and spatially map the house-
holds’ travel patterns and modes and compute travel costs in time and money as
a ratio of their total income. The type job and the support needed to transport not
only the people but also goods of varying weights, sizes, material also needs to be
documented. Household trip surveys are an essential starting point in understanding

http://google.com/earth/index.html
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the complexities of catering to the transport needs of the urban poor in different
contexts. The housing project locations, type of mass transit units and the typology
of housing supply need to address these concerns if the city authorities would seri-
ously want to realize the vision of a ‘slum free city’. This study asserts that the need
for detailed inventorisation of the city’s informal sector and the types of jobs they
undertake is a priority which should precede any vending or housing policy or other
spatial intervention made for them so that the intended beneficiaries are truly bene-
fitted. This type of study is context-specific andwill differ not onlywith size and scale
of city but also with specific geo-climatic and geographical settings. Thus this has to
be integrated with city development initiatives and implemented by the ULBs. Only
through building large data bases of the informal sector can patterns emerge which
will lead towards appropriate solutions. The recently released recommendations of
the 15th Finance Commission, increased the Central grants to urban and rural local
bodies by 52%, and a gradual increase in the allocation of urban local bodies from
33 to 35% by the target year of 2025–26. As a fall out of the pandemic, a significant
allocation has also beenmade to improve healthcare facilities at the local level (Lahiri
2021). As a follow up of this, the mission AMRUT 2.0 has been launched covering
all statutory towns in India, unlike the limited reach in the previous version. The new
programme of e-shram, facilitating the registration of all occupations- formal and
informal, of urban residents, with the ULB’s is a step in the right direction. There is
a need to leverage on such central programmes with large financial allocations, by
developing correct implementation strategies and mechanisms on ground to ensure
a more equitable distribution of land and resources for all sections of society. As
the problems of livelihood, mobility and housing are inter-related for all urban resi-
dents, but disproportionately more so for the urban poor, missions and schemes need
to address all three links comprehensively and not in silos, administered by different
Ministries, as is the present case. It is time that social inclusion is considered and
accepted as a non-negotiable layer in the planning process, and all interventions from
policy level to implementation are structured accordingly.

References

Bannerjee B (2002) Security of tenure in Indian cities. In: Durand-Lasserve AR, Royston L (eds)
Holding their ground. Earthscan, London, pp 37–58

Batra L (2009) A review of urbanisation and urban policy in post independent India. Centre for the
Study of Law and Governance Jawaharlal Nehru Univeristy, New Delhi

Bhan G, Anand G, Arakali A, Deb A, Harish S (2014) Urban housing and exclusion. In: C. F.
Studies (eds) India exclusion report 2013–14. Books for Change, pp 77–108

Bhatnagar K (1996). Extension of security of tenure to urban slum population in India: status and
trends. Shelter 22–28

Davis M (2006) Planet of slums. Verso, London, New York
Directorate of Town and Country Planning,Madhya Pradesh (2019) Bhopal development plan 2031
(volume 1 Draft). Directorate of Town and Country Planning, Madhya Pradesh, Bhopal

Dwivedi RM (2007) Urban development and housing in India:1947–2007. New Century Publica-
tions, New Delhi



72 S. Mitra

UN Habitat (2018) Prosperity for all. UN Habitat, Nairobi
Hingorani P (2012) Revisiting low income housing: a review of policies and perspectives. Indian
Institute of Human Settlements, Bangalore

Indian Institute of Human Settlements (2012) Urban India 2011. Indian Institute of Human
Settlements, Bangalore

Joshi R (2009) Integrated townships as a policy response to changing supply and demand dynamics
of urban growth. India Infrastructure Report, India

Khan S (2014) The other JNNURM:what does it mean for Small Towns. Centre for Policy Research
Knight Frank Research (2020) India infrastructure report 2020. Knight Frank India Pvt. Ltd.,
Mumbai

Lahiri AK (2021) Building from below. The Indian Express
Ministry of Housing and Urban Affairs (2019) Urban transformation through housing for all—1
crore and more. Ministry of Housing and Urban Affairs, Government of India, New Delhi

Mitra S (2021) Policy-implementation dynamics of national housing programmes in India—
evidence from Madhya Pradesh. Int J Housing Policy

Neuwirth R (2005) Shadow cities: a billion suatters, a new urban world. Routledge, New York
Office of the Registrar General and Census Commissioner, India (2011) Primary census abstract
data tables—Madhya Pradesh. Retrieved April 7, 2019, from censusindia.gov.in: https://census
india.gov.in/pca/pcadata/Houselisting-housing-MP.html

Patel SB (2016) Housing for All by 2022: Assignment Delivered, Accountability Nil. Econ Polit
Wkly LI(10):38–42

Revi A, Rosenzweig C (2013) The urban opportunity: enabling transformative and sustainable
development. SDSN, New York

School of Planning and Architecture Bhopal (2021) Assessment of BDP 2031 (Draft) using city
scale PAT. UN Habitat, New Delhi

Turner JF, Fichter R (ed) (1972) Freedom to build: dwelling control of the housing process.
MacMillan Publishing Company, New York

United Nations Human Settlements Programme (2003) The challenges of slums—global report on
human settlements 2003. Earthscan Publications Ltd., London

YASHADA (2009) Best practices in the financial management of urban local bodies of India. The
Ministry of Housing & Urban Poverty Alleviation, Government of India, New Delhi

https://censusindia.gov.in/pca/pcadata/Houselisting-housing-MP.html


Chapter 3
The Pattern of Gentrification
in a Knowledge Economy: The Case
of Bengaluru, India

Arindam Biswas , Sukanya Koner , and Jayant Singh

1 Introduction

Changing global order towards knowledge driven development has direct impact
on the geographical connotations of cities (Cappellin 2007; Penco 2013). Today’s
knowledge clusters, example, “Silicon Valley” in San Jose, California (Saxenian
1983) and “BioRN” in Heidelberg, Germany (Krauss and Stahlecker 2001) draw
attention to the sprawling urban formations and processes that transform intermediate
settlement space (Isaksen 2006). Post Fordism, the neoliberal agendas facilitated
economic transition towards knowledge economies based on technological innova-
tions (Asian Development Bank 2007). Many scholars consider regional economy
as geographical and economic base for production and, as a result, act as new gate-
ways to generate new economic activities, commodities and services, jobs, and
revenue streams (Den Hertog et al. 2001; Feldman et al. 2005; Florida 2003). In
fact, geographic concentration of knowledge industries and associated institutions
with strong government’s strategic policy choices (Hariharan and Biswas 2020a, b)
reinforces knowledge cities to become global magnets for foreign investments and
human capital (Porter 2000).

Transition from traditional industrial district to innovative milieu, mainly due to
technological advantages, is responsible for the changing spatial and social config-
urations of the region (Maillat 1998). Innovative milieu is a spatial set identified by
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a technical culture with innovative process and optimum location factors (skilled
labour, research centres, airport, pleasant climate etc.) (Maillat 1995) Knowledge
cities are hubs of such innovative milieus where interactions between interdepen-
dent firms and institutions promotes spatial proximity and high-level competitive-
ness (Trippl and Bergman 2014; Tallmann et al. 2004). They assimilate large pool
of skilled labour, local entrepreneurship and globalised markets creating industry-
institution-human capital nexus (Florida 2002; Ergazakis et al. 2006). The notion
of these socio-economic networks mainly explains the stimulated flow of diversity
and cross-fertilised ideas to build new business opportunities deteriorating the old
dynamics of a society, termed as “creative destruction” (Schumpeter 1947).

Therefore, knowledge-based economy is highly criticised for creating spatial
segregation and socio-economic polarisation in the urban milieu (Autor et al. 2003;
Edlund et al. 2015; Stehlin 2015). The influx of inhabitants to the low-income
neighbourhoods due to the employment opportunities (Kennedy and Leonard 2001),
post-secondary institutions (Moos et al. 2018), government’s investments supporting
middle and upper class (Morisson and Bevilacqua 2019) accelerates gentrification
processes.Movement of knowledgeworkers into the city transforms the urban neigh-
bourhoods by communities’ and accelerates cultural displacement with skyrocketing
economic heft in housing and mobility costs (Richardson et al. 2019).

Bengaluru has been recognised as a knowledge city (Hariharan andBiswas 2020a,
b), global outsourcing city (Sengupta 2010) and global hub of tech start-ups (Subrah-
manya 2017). The decennial data of migration reveals a 141% increment in in-
migration due to work or employment in Bengaluru (Census of India 2011). More-
over, the upsurge of 117% in knowledgeworkers during the sameperiod (2001–2011)
to the present count of over amillionworkers in the city (Hariharan andBiswas 2020a,
b), acknowledges the inflow of diverse human capital transforming socio-economic
structure of city’s neighbourhoods.

The chapter aims to explore how the rapid urban growth in Bengaluru has influ-
enced the pattern of gentrification. The study is based on a hypothesis that the emer-
gence of knowledge-based industries in Bengaluru is the prime reason behind its
accelerated urban growth. The objectives of this research are

i. To assess the temporal growth of Bengaluru urban district;
ii. To understand the dynamics of knowledge economy in Bengaluru; and
iii. To identify the patterns of gentrification in Bengaluru.

This book chapter consists of eight sections. Following the ‘Introduction’,
Sect. 2 focuses on “knowledge economy, urban transformation and gentrification”
by reviewing the contextual literature that offers the formation of a knowledge city
and examines the relationship between the knowledge economy and different facets
of urbanism. It also elucidates the concept of gentrification and its different forms
to understand the shift in the demographic, socio-economic, and cultural fabric of
neighbourhoods. Section 3 discusses “Urban growth in Bengaluru” by reviewing
the Bengaluru Urban District (BUD) and emphasises the decadal spatial analysis of
urban growth inBUD. Section 4 comprehends the “Industrial restructuring andUrban
Transformation in Bengaluru” through regional socio-economic profile for a deep
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understanding of the conducive ecosystem of the knowledge economy in Bengaluru.
Section 5 details out the research methodology. Both qualitative and quantitative
methods are applied in this research. Section 6 analyses the patterns of gentrifica-
tion within the neighbourhoods of BUD using the patch-based Landscape Expansion
Index. The section discusses the findings by explaining the extent of different types
of gentrifications based on the classification of three urban growth patterns. The
“Conclusion” in Sect. 7 elucidates the conceptualisation of the research. It reflects
various insights gained by the novel pattern identification process for gentrification
in a knowledge city.

2 Knowledge Economy, Urban Transformation,
and Gentrification

The paradigm shift from “agriculture to knowledge” (Drucker 1992), the process of
deindustrialisation (Penco 2013) and technology based information density (Raspe
and Oort 2006) has developed the production processes creating “knowledge cities”
(Carrillo 2011). The decline in natural resource driven economy, represented as
global agriculture raw material exports in Fig. 1, with an upsurge in the knowledge-
intensive economic activities reveals the transition in global pattern of economic
growth. Figure 2 demonstrates the upscale production in “Information Technology”
(IT) service in four major economies of the world. Thus, wealth creation through
application of human knowledge and creativity is steadily outpacing wealth creation
through extraction and processing of natural resources.

Fig. 1 Timeline for global agricultural raw materials exports



76 A. Biswas et al.

Fig. 2 IT sector production in 4 economies

The knowledge based economic development model was first introduced by
Machlup and Drucker but surfaced in late 1990s as a “new growth theory” with
knowledge as the key driver of productivity (OECD 1996). Four pillars of knowledge
economy have been identified (Asian Development Bank 2007; World Bank 2007;
ODI 2009). Firstly, an institutional regime that incentivises the knowledge creation
and dissemination with policy based regulatory environment. Secondly, thriving
educated and skilled workforce as human capital for effective knowledge creation.
Thirdly, a vibrant innovation system of government, academia, private sector and
civil society, which can channelize the global knowledge into products valued by
local needs as well as the markets. Lastly, a dynamic information infrastructure that
facilitates efficient flow and access to information and technology.

The contemporary research discussion raises fundamental concerns about concep-
tualisation and interpretation of functional urban hierarchy (Luthi et al. 2012). There
is a need to examine at the interconnection of knowledge-intensive economic activi-
ties at various geographic scales, particularly, due tomorphing of cities into networks
of clusters, characterised by a new functional division of labour providing immense
economic strength (Hall and Pain 2006; Hoyler 2011). Formation of knowledge
clusters is the result of a spatial upscaling of agglomeration economies and a spatial
concentration of global network of knowledge-based economies (Raspe and Oort
2006; Davoudi 2003). These are primarily driven by continual innovation enhancing
productivity due to competitive advantages and fuelled by the supply and demand for
high-quality urban attributes (Porter 1998; Oort 2003). On the supply side, advance-
ments in transportation and telecommunication technology are propelling the growth
of urban environments. On the demand side, spatial requirements of knowledge-
intensive industries drive the concentration of global network economies in large-
scale metropolitan environments. High-quality infrastructures, such as academic
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institutions, large settlements of leading global companies, proximity to interna-
tional gateway infrastructures like airports or high-speed train nodes, as well as the
availability of specialised knowledge, the presence of competitors, business part-
ners, and customers, are all important to knowledge-intensive firms (Porter 1990).
The interaction of these forces produces a highly strategic location-basedKnowledge
city-region, reinforcing socio-economic transformations on a new spatial scale.

The concept of a “knowledge city” is still in its nascent stage but there are several
complementary perspectives to explain the formation of a knowledge city, such as
urban capital systems (Carrillo 2004), regional intellectual capital (Bounfour and
Edivinsson2006), and InformationTechnology (IT) (Komninos 2002).Another inter-
esting concept of integrating people, places, processes and purposes determined by
“knowledge moments” that triggers, and enables the formation of a knowledge city
(Dvir 2005). A “knowledge moment” is a planned or spontaneous human interaction
in which knowledge is discovered, created, nourished, exchanged, and transformed
into an intellectual material that any institution can use to create value (Dvir 2005).
Multitude of escalated “knowledge moments” spurs the city-region into a “space of
flows” highlighting the paramount role of knowledge intensive industries in shaping
the urban growth of the city (Castells 1989). Such growth with high economic perfor-
mance that concentrate wealth germinates social inequality (Glaeser et al. 2009) and
stimulates urban transformations, both structural and spatial (Mattar et al. 2014). The
structural transformations are propelled by the pool of specialised human capital,
easy flow of technological externalities or knowledge spill-overs, increased access
to global markets and conducive policy based regulatory environment (Krugman
1991; Spencer et al. 2010). However, spatial transformations intricate multi-scalar
changes in urban morphologies due to reasonable urban services and high quality of
living standards escalating cosmopolitan urbanism (Penco 2013; Moos et al. 2018).
Figures 3 and 4 explain the formation of a knowledge city and associated urban
transformations in the knowledge city, respectively.

Fig. 3 Formation of a knowledge city
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Fig. 4 Economic and socio-cultural transformations in a knowledge city

Cities also highlight the importance of real estate development enterprises in
meeting the high demand for urban transformations as a place-based strategy to
promote the knowledge economy (Bevilacqua et al. 2017). Knowledge based indus-
tries price out city’s neighbourhood character due to shocks of rising rent and cost
of living. This leads to compromise on location through mobility options, social
character transition of natives and conflict in social dynamics for living conditions.
The incoming of the knowledgeable workforce and skilled migrants to accommodate
as urban milieu automatically creates pressure on the well-functioning neighbour-
hoods through socio-economic restructuring of its character. The problem exacer-
bates with influx of new educational institutions that leads to “youthification” and
further distorting the housing and rental markets (Moos et al. 2018). The knowledge-
based development strategies accelerate the cognitive distances between different
socio-economic groups in city regions, leaving negative externalities of gentrification
as the outcomeof development process. The negative impact of gentrifications assorts
from ‘displacement’ to destruction of community due to the increased sparseness on
housing availability and higher rents (Morisson and Bevilacqua 2019).

The concept of gentrification was first identified by Ruth Glass in 1964, as
the transformation in housing pattern and ownership, changing the physical and
socio-economic urban environments (Glass 1964; Seo 2002; McKinnish et al. 2010;
Meltzar and Ghorbani 2017; Atuesta and Hewings 2019; Cho et al. 2020). This is
a “classical gentrification” where middle class rehabilitates in city’s neighbourhood
displacing working class or indigenous communities (Lees 1994; Kosta 2019). Many
researchers have focussed on the cause of this phenomenon in cities like New York
City, San Francisco, Baltimore, Chicago, Washington D.C. etc. (London and Palen
1984; Cohen 1983; Smith 1996; Richardson et al. 2019). The rent-gap theory, which
is based on the principles of the potential land value and capitalised land value, was
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used by Smith to describe the cause of gentrification (Smith 1996). The term “poten-
tial land value” refers to the value of land that can be realised when it is used to its
full potential. The capitalised land value is the value of the land’s present use (Smith
1996). Smith claimed that, while the capitalised land value is low in older neigh-
bourhoods, the potential land value increases with the prospect of redevelopment for
profit maximisation. Thus, gentrification occurs because of the disparity between the
two divergent land values. Researchers like Ley and Moos argued that the change in
theworkforce to young professionals increased the city’s socio-cultural activities and
fostered gentrification as there was a paradigm shift from manufacturing industries
to knowledge industries (Ley 1986; Moos et al. 2018).

The definition of gentrification has evolved fromRuthGlass’s conventional defini-
tion to amyriad of other definitions, such as rural gentrification and new-build gentri-
fication (Lees et al. 2008). Gentrification can also be defined as “the transformation of
a working-class or unoccupied core city neighbourhood into middle-class residential
and/or commercial use” (Lees et al. 2008). For example, the city of San Francisco
entailed a political-economic reconfiguration to adjust the urban environment to the
knowledge economy’s new demands. Direct displacement, indirect displacement,
exclusionary displacement, displacement pressure, and social exclusion are all kinds
of displacement identified due to the gentrification process (Morisson andBevilacqua
2019). Different forms of gentrification based on their mechanism are synthesised
from various literature and listed in Table 1.

3 Urban Growth in Bengaluru

Erstwhile Bangalore, and present Bengaluru, with an average economic growth rate
of 8.5%, is one of the world’s top ten fastest growing cities (Srinivas 1997; Paul
et al. 2018). It grew out of a tiny settlement founded by a chieftain of Yelahanka
Nada Prabhu dynasty named Kempe Gowda in 1537 A.D. (Kamath 1990; Nagendra
et al. 2014). Bengaluru grew from a small 18-square-kilometer town to 737-square-
kilometer metropolis in 2016, and it is continuously expanding (Annaswamy 2003;
Bengaluru Development Authority 2017). Bengaluru is India’s fifth largest urban
agglomeration (Registrar General and Census Commissioner of India 2011). It is
known as a high-tech industry centre and the home of India’s highest number of IT
firms and thus earning the designation of “India’s Silicon Valley” (Britton 2017).
The increasing worldwide recognition as the most dynamic city has made Bengaluru
home to citizens from every state and diverse nationalities (Kelly 2017).

India is a popular Global Capability Center (GCC) location, with 25–30% of
Fortune 500 companies establishing GCCs in the country (Pabari et al. 2021).
Bengaluru is India’s leadingGCCdestination, accommodating 34%of India’sGCCs.
Bengaluru accommodates 33% of India’s tech expertise. Almost 44% of themigrants
moving to the city have tech skills, compared to only 12% in Delhi and 11% in
Mumbai (Dharma et al. 2020). The ratio of engineering colleges to the population
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Table 1 Types of contemporary gentrification

Type of gentrification Definition Features

New-build gentrification The process of demolition/reconstruction
activities, as well as new developments
of infill housing or corporate
developments (Davidson and Loretta
2005; Rerat et al. 2010)

• Reinvestment in capital
• Social upgrading of neighbourhood by
higher income groups

• Occurs near or within existing
communities, a higher potential for
conflict between long-term residents
and newcomers

• Direct or indirect displacement of
low-income groups

• Landscape change

Retail upscaling The process that changes area’s retail
composition by ‘boutiquing’ of
streetscapes (Zukin et al. 2009) and
supermarkets that appeal to high income
group consumers (Sullivan 2014)

• Development of selective
product-based consumerism

• Inequitable distribution to retail access
due to high prices

• Unable to serve low-income residents

Tourism gentrification The phenomenon of changing area’s
historical ethnicity by commercialising
ethnic cultures to promote tourism-based
consumerism (Gotham 2005; Hackworth
and Rekers 2005; Burnett 2014)

• Use of business improvement
techniques to package ethnicity of
neighbourhoods

• Escalated housing prices due to
changes in residential and commercial
real estate

• Transition in focus from ethnic
population to tourist population,
creating a sense of exclusion and
alienation in ethnic residents

Peripheral gentrification Process of gentrification promoting
restructured housing on the peripheral
locations (Uitermark and Duyvendak
2007; Bridge et al. 2012)

• Affluent social housing in a
low-income neighbourhood

• Increased population density due to
multi-storeyed buildings

• Varying socio-economic mix of
residents

Transit oriented gentrification The gentrification aided by the
characteristics of transit proximate
neighbourhoods (Ong et al. 2014;
Chapple et al. 2017)

• Changes in employment profile of the
neighbourhood due to accessibility

• Increase in commercial and residential
property values

• High risks to pedestrians and bicyclists
as these areas attract major vehicular
traffic

Residential-commercial gentrification The phenomenon of conversion of
residential housing to cafés, restaurants,
big retail outlets, and apparel stores
(Yoon and Park 2018; Cho et al. 2020)

• Mounted rent and property value
• Transformation in composition of
residents and character of place

• Large chain stores may disrupt social
bonds and cohesiveness

• High competitiveness in the area

(continued)

in Bengaluru is five times that of Delhi and 1.7 times that of Mumbai (Accel Part-
ners 2019). Bengaluru Innovation Report 2019 highlights that the state capital of
Karnataka is India’s most millennial-friendly city, with strong employability rates
and even being the best choice for women, and 37% of the population belongs to the
age group of 15–35 years (Accel Partners 2019). Bengaluru’s comparative advantage
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Table 1 (continued)

Type of gentrification Definition Features

Rural gentrification The transformation of former agricultural
areas and other greenfield into new
developments and the “subsequent
displacement” of working-class rural
residents because of rising local land and
housing process (Philips 1993;
Hackworth and Rekers 2005)

• Change towards peri-urbanisation
• Growth of “marginal gentrifiers”
• Asymmetries in class positions of
householders

• Change in role of workforce and
lifestyles

Source Compiled by authors

in India’s IT industry stems from crucial determinants, including favourable govern-
ment policies, a high-quality workforce, and the availability of research laborato-
ries (Subrahmanya 2019). The report further emphasised that the city has recorded
more tech start-ups establishment since 2016 than Delhi and Mumbai combined.
It has about 800 colleges, with over 100 of them being engineering colleges. The
Indian Institute of Science (IISc), Indian Institute ofManagement Bangalore (IIM-B)
and other important academic institutions are also located here. Every year, these
educational institutions producemore than 90,000 engineering graduates (TheHindu
2018).

The Bangalore Urban Agglomeration (BUA) has more than doubled its share
in the urban population of Karnataka, rising from 17.66 to 35.96% during 1951 to
2011. Since 1951, the population of the Bangalore Urban Agglomeration (BUA)
has expanded by 11 times, with a 4.05% Compound Annual Growth Rate (CAGR)
(Sudhira et al. 2007). The population growth for BUD and BMR reflects this rise.
According to a comparative analysis of 25 global cities, Bengaluru is on a fast-
growth trajectory. Compared to cities in the United States, where urbanisation is
constrained in the core, significant spatial expansion in Bengaluru is seen in the
city periphery (Schneider and Woodcock 2008). It is transforming from a mononu-
cleated to a polycentric growth pattern, with rapid growth occurring in multiple
periphery areas (Shaw and Satish 2007; Taubenböck et al. 2009). The BMR’s growth
pattern is characterised by Bengaluru City as the urban core. Four growth events have
contributed to Bengaluru’s transformation from a town to a metropolis. Firstly, the
State Capital was relocated to Bengaluru from Mysore after India’s independence
(Raman 1994). Secondly, integration of the Cantonment with the city in 1949 (Verma
et al. 2017). Thirdly, establishment of major Public Sector Undertakings/Higher
Education Institutions (Subrahmanya 2017; Manimala 2017); and fourthly, devel-
opment of IT/ITES/Biotech based Knowledge industries (since 1980s) (Hariharan
and Biswas 2020a, b). The continual flow of immigrants from surrounding areas
and other regions to Bengaluru has resulted in the region’s urban growth. According
to Census 2001, almost half of the population (45%) was classified as immigrants
(Bengaluru Development Authority 2005).

The Bengaluru Metropolitan Region (BMR) is composed of three districts
in Karnataka’s Bangalore Revenue Division: Bengaluru Urban District (BUD),
Bengaluru Rural District (BUR), and Ramanagara. BMR is 8005 square kilometres
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Fig. 5 Urban growth in Bengaluru urban district and major nodes in the area

in size (Bengaluru Development Authority 2017). The study area for the research is
Bengaluru Urban District (BUD). Talukas in the BUD comprises North, South, East
and Anekal. Figure 5 represents urban growth in BUD from 1991 to 2021. It has been
analysed by assessing Remote Sensing (RS) data1 in the geospatial software tool of
ArcGIS. The method used for determining the urban growth is a pixel-based analysis
using supervised classification. The total area of BUD is 2236 square kilometres. The
urban area in BUD has significantly increased from 13.06 to 38.55%. The direction
of growth is towards North-Eastern side in 2021, but it was towards South-Eastern
side in 2001 and 2011. Figure 6 highlights all the satellite towns that have been
engulfed by the core like Jigani, Kengerim Yeshwanthpur and Yelanhanka and even
the small urban nodes have developed forming a radial network, including Anekal
on Hosur Road, Bidadi & Ramanagara on Mysuru Road, Hoskote on Old Madras
Road, Devenahlli on Bellary Road, Neelmangala and Dobaspete on Tumukuru Road
(Sen 2013).

1 Satellite images used for 1991 and 2001 are Landsat 5 (30 m), for 2011 and 2021 is Landsat 8
(30 m).
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Fig. 6 Location of Bengaluru metropolitan area and satellite towns in the area

4 Industrial Restructuring and Urban Transformations
in Bengaluru

Bengaluru has been recognised as the fastest growing urban regions within the
country. The growth is attributed to the knowledge based industrial structure, an
influx of specialised human resources, establishments of public sector companies and
research and development (R&D) units (Subrahmanya 2017; Hariharan and Biswas
2020a, b). The network of “100 higher educational institutions” and conducive indus-
trial environment promoting “small-scale and large-scale non-polluting industries”
has favoured the city to become the hub of knowledge and innovation (Srinivas 1997;
Manimala 2017).
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Bengaluru’s economy diversified from trading during the British period to Public
Sector Undertaking (PSU) enabled manufacturing to the recent shift to IT/ITES
industry. Bengaluru began as a trading centre from the Petta region in 1537, and in
the 1800s, it developed after being designated as aBritish cantonment and administra-
tive headquarters (Pani et al. 2010). Before 1940, the major industries contributing
to Bengaluru’s economic growth were Binny Mills, United Breweries, Tata Silk
Farm (Basavangudi), Government Soap Factory (now Yeshwanthpur), Minerva
Mills, Indian Tobacco Company (Cox Town) and Government Porcelain Factory
(Bengaluru Development Authority 2017). The government extensively invested in
big public sector enterprises such as Hindustan Machine Tools (HMT), Bharat Elec-
tronics Limited (BEL), Bharat Heavy Electricals Limited (BHEL) and Hindustan
Aeronautics Limited (HAL) between 1940 and 1960 (Sen 2013). Rajajinagar and
Dyavasandra industrial areas were established around the 1960s. Electronic City
was founded in 1978 to encourage the development of electronic companies, and it
has since grown one of the leading IT hubs in the world (Basant 2006).

Termed as the “Silicon Valley of India”, Bengaluru metropolitan region has
witnessed its regional development since the 1980s. The offshore development centre
of Texas Instrument, established in 1985, strongly enabled the local software firms to
serve as an IT interface between Indian knowledge and global technological devel-
opments (Plechero et al. 2020). Liberalisation strategies of the government for the
knowledge-based sector in the 1990s increased the organisational network and capi-
talised on the growing outsourcing business from theWest, especially Silicon Valley
(Chatterji 2014). Globally, Bengaluru is among the most favoured knowledge cities
and accommodates India’s 40% IT based knowledge industries (Dezan Shira&Asso-
ciates 2019). Population increased from 0.22 million in 1901 to 9.59 million in 2011
because of the evolution due to knowledge-based industries (KBIs) (Hariharan and
Biswas 2020a, b). Immigration of skilled and unskilled labour into the industrial
estates amplified the sectorial specialisation and thickened the multi-cultural envi-
ronment (Sudhira et al. 2007). Nascent evolution of Bengaluru as the hub of an
entrepreneurial ecosystem has embarked geographic concentration of human capital
and many knowledge-based industries (Subrahmanya 2017). The elements involved
in determining the formation of Bangalore as a Knowledge city is described in Fig. 7.

The economic development of Bengaluru as a knowledge city can be stated
through its knowledge-based structures, the efficiency of institutions, the density
of public and private organisations and the level of networks among these agents.
The BengaluruUrbanDistrict (BUD) accounts for themajority of Karnataka’s “gross
state domestic product” (GSDP). BUD alone contributed 1.73% to India’s GDP and
34.36% to Karnataka’s GSDP in 2014–2015 (Bengaluru Development Authority
2017). 14.97% of the employment share is dedicated to knowledge-based industries
(KBIs). The areas with the highest concentrations of KBIs include Peenya, White-
field, Electronic City, and areas of Bommasandra and Jigani (Bengaluru Develop-
ment Authority 2017). The Electronic City in Bangalore is a key attraction that
has prompted companies to congregate in the vicinity. Industries may be found
throughout the entire stretch of NH-7 from Electronic City to Attibele and beyond,
all the way to Hosur in Tamil Nadu. Manimala (2006) observes from the cluster



3 The Pattern of Gentrification in a Knowledge Economy … 85

Fig. 7 Elements of knowledge economy in Bengaluru

classification that the city’s expansion may be segmented into four distinct periods
of spatial development (Manimala 2006; Hariharan and Biswas 2020a, b). The four
phases of spatial development of Bengaluru’s knowledge city have been detailed out
in Table 2.

Domestic start-ups andmultinational corporations established offices in their own
houses and commercial premises within the Central Business District (CBD) or
surrounding locations, dependent on the firm’s affordability during the first incu-
bation period. The gradual shift of concentration of KBIs from CBDs towards the
Electronic city situated on the Southern side of the city was witnessed in the Nucle-
ation phase. The development of ITPL was one of the prime reasons for peripheral
growth during the Y2K boom and dot com phase. Due to the low cost of real estate,
many technology parkswere established between theElectronic city and ITPL,which
led to peripheral agglomeration. The establishment of the new international airport
in 2008 shifted the direction of developmental activities of KBIs to the Northern
direction of the city. IT/ITeS sector of KBIs accounts for 55% of the total demand
of Bengaluru’s real estate market and the average price increase in Bengaluru’s resi-
dential areas. The approximate price increase is 23% from 2016 to 2020, which is
greater than the average price growth in all other major cities, including Delhi NCR
(18%), Mumbai (22%) and Pune (17%) (Ghosh and M 2020). The Southern side
of Bengaluru includes Kanakapura, Bannergatta, Electronic city, Jigani, and Eastern
area comprising Hoodi, Marathalli, Old Madras Road, Whitefield, Mahadevpura are
most preferred by IT professionals (Sheikh et al. 2017).

The influx of huge human capital due to KBIs in new and old residential areas
has resulted in various types of gentrifications. The present study has identified three
types of gentrifications in the Eastern and Southern sides of the Bengaluru Urban
District.
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Table 2 Phases of spatial development of Bengaluru

Phase of development Time period Major events

Initial phase 1980–1991 • Establishment of Texas instrument in
Bengaluru as the 1st MNC of India in
1985 (Kar 2016);

• Central and regional governmental
favourable liberalisation policies from
1991, for example, setting of Software
Technology Park of India in Bengaluru
in 1991 (Srinivas 1997; Saxenian 2001)

Nucleation phase 1991–1996 • High speed data connection links
(Kumar 2014);

• MNCs of US and Europe setting up
their different units of operations in
Bengaluru (Balasubramanyam and
Balasubramanyam 2002);

• Establishment of Information
Technology Park Limited (ITPL) in
Bengaluru through a collaboration
between India and Singapore (YEOH
and David 2005)

Y2K boom and dot com bust phase 1996–1999 • Growth of comprehensive gamut of
services, especially outsourcing
services offered by IT companies in
Bengaluru across the world (Saini
2019)

Peripheral agglomeration phase I 2000 -2008 • Investment in infrastructural facilities
like peripheral ring road boosted the
growth of the high-tech
knowledge-based development
between Electronic city and ITPL
(Kalra 2006)

Peripheral agglomeration phase II 2008 - Present • Decongestion strategy through
development of new international
airport to mobilise the concentration of
companies (Hariharan and Biswas
2020a, b)

Source Compiled by authors from (Hariharan and Biswas 2020a, b)

5 Research Methodology

The study takes the help of temporal and consequential policy evaluation method-
ology to build the foundation of the research (Haralambos et al. 2013). It follows an
integrated approach of qualitative and quantitative methods. The qualitative method
allows gathering in-depth insights through participant observation, literature reviews
and experiencing social reality, whereas the quantitative method enables analysing
spatial data (Brannen 1992; Duffy and Chenail 2011). These study areas/clusters are
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Fig. 8 Representation of Identified clusters in the study area

delineated based on three basic methods—reconnaissance survey, major transporta-
tion networks and direction of urban growth. Figure 8 exhibits these clusters in the
BUD study area.

Many diverse fields, such as urban planning, landscape ecology, and urban
modelling, have examined urban growth and development patterns extensively (Reis
et al. 2015). Urban transformation such as gentrification can be described through
analysing the spatial patterns of urban growth for a specific period (O’Sullivan 2002).
The research uses pattern identification of different types of gentrifications through a
patch based Cellular Automata model. Three patterns of gentrification are identified
in the study area: new build, peripheral and rural. These patterns can be categorised
according to their respective features, as mentioned in Table 1. New build gentrifi-
cation is depicted by infilling type of pattern where new urban areas fill in the gaps
between existing urban areas (Liu et al. 2010). The pattern of peripheral gentrifica-
tion is demonstrated as an expansion of new urban areas towards the urban edge of
existing urban areas as urban fringe development (Forman 1995; Liu, et al. 2012).
Rural gentrification reflects the pattern of outlying character referring to minimum
spatial connection with existing urban areas (Xu et al. 2007; Liu et al. 2010). The
landuse/landcover data is procured from the USGS Earth explorer.2 The temporal

2 The United States Geological Survey (USGS) developed the EarthExplorer (EE) user interface,
which allows users to search, browse, export metadata, and download data from satellite, aeroplane,
and other remote sensing inventories online.
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assessment of the remote sensing data for 2001, 2011 and 2021 are procured from
the Landsat imageries.3

The major prospect of the study lies in the method of quantifying the pattern
identification of urban growth. The study has adopted a patch-based method over a
pixel-based method an many pixel-based analysis methods like Landuse-Landcover
(LULC) classification examine each pixel’s spectral characteristics of within a region
of interest without taking into account any spatial or contextual information (Weih
andRiggan 2010). The fast pace of urbanisation requires amethod of analysis that can
help identify the accurate pattern of urban growth (Lei et al. 2021). Many scholars
have preferred patch-based analysis because of the growing number of clustered
urban patches in a metropolitan area (Meentemeyer et al. 2013; Moghadam et al.
2018; Lei et al. 2021). A patch is a group of neighbouring cells representing a single
land-use unit, but their attributes may differ (Wang and Marceau 2013). Landscape
Expansion Index (LEI) has been utilised as a tool for patch-based analysis. It is
critical to determine the neighbourhood rule that should be used to integrate pixels
into patches. The study follows 8-cell neighbourhood or Moore neighbourhood rule
that shares an edge or corner (Lei et al. 2021). LEI was proposed by Liu et al. (2010)
where the classification process is based on the LEI in a buffer area around the new
gentrified urban patches. The equation is as follows:

LEI = 100× A0/(A0 + Av) (1)

– LEI refers to Landscape Expansion Index of a new gentrified urban patch;
– A0 is the intersection of existing urban patches and new gentrified urban patch’s

buffer area;
– Av is the intersection of buffer area of the new gentrified patch and vacant land.

The following three rules havebeen followed for pattern identificationof gentrified
area.

(1) When LEI is larger than 50, the buffer zone of a new urban patch intersects
with an existing urban patch; thus, the new urban patch is classified with the
infilling property. This has been categorised as newly-build gentrification.

(2) When the LEI ranges between 0 and 50, the buffer zone of the new urban
patch intersects with vacant land and the existing urban patch. This inter-
secting pattern signifies the characteristics of an urban area’s expansion and is
categorised as peripheral gentrification.

(3) When the value of LEI equals to 0, the buffer zone of a new urban patch
is only composed of vacant lands. In this case, the vacant land is assumed
as agricultural land. The new urban patch is determined to have an outlying
property and is categorised as rural gentrification.

Figure 9 visualises types of gentrification patterns identified in the study area as
per the LEI-8 neighbourhood cell method. The study has deployed the “LEI tool”

3 Satellite images used for 2001 is Landsat 5 (30 m), for 2011 and 2021 is Landsat 8 (30 m).
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Existing Urban Patch

New Urban Patch

Fig. 9 Patterns of classification and gentrification identified in the study area

integratedwithArcGIS software and is available through the followingwebsite http://
www.geosimulation.cn/LEI.html. The spatio-temporal assessment of four identified
clusters based on LEI is for two decadal periods i.e., from 2001–2011 to 2011–2021.
Figure 10 summarises the detailed methodology and helps to understand the overall
framework of the research.

6 Analysing the Pattern of Gentrification in Bengaluru
and Findings

Themajor contribution of this research to quantify the spatial pattern of urban growth
and integrating the growth with the gentrification process through LEI. The LEI
assessment has been carried out in the identified four clusters. Total LEI counts for
the decade 2001–2011 are 776, and 2011–2021 are 1412. Table 3 shows the number
of counts for both decades. Figures 11, 12, 13 and 14 are the GIS-based visualisation
of LEI in the identified four clusters for both decades.

Figure 15 represents the types of LEI classification for both decades. The assess-
ment highlights a rapid incremental phenomenon of peripheral gentrification in

http://www.geosimulation.cn/LEI.html
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Fig. 10 Detailed research methodology

Table 3 Numbers of counts for LEI for different type of classification

Clusters Outlying Expansion Infilling

2001–2011 2011–2021 2001–2011 2011–2021 2001–2011 2011–2021

Cluster 1 16 106 359 964 19 22

Cluster 2 0 0 12 27 1 9

Cluster 3 21 33 85 52 0 0

Cluster 4 37 64 225 135 1 0

Total 74 203 681 1178 21 31

Source Compiled by authors

Fig. 11 Landscape expansion index (LEI) assessment in Cluster 1
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Fig. 12 Landscape expansion index (LEI) assessment in Cluster 2

Fig. 13 Landscape expansion index (LEI) assessment in Cluster 3

cluster 1 and cluster 2. The infilling type of classification is least in all the clusters
and insignificant in clusters 3 and 4. The majority of new urban patches intersecting
with existing urban patches are present in clusters 1 and 2. The outlying classification
is observed highest in cluster 1 and none in cluster 2. In clusters 3 and 4, the outlying
classification is increasing, and the expansion classification is decreasing.

The interpretative approach through social survey and participant observation has
helped to identify the gentrification locations. Table 4 demonstrates the gentrifica-
tion locations in the identified clusters located in the Eastern and Southern areas of
BUD. These clusters accommodate most of Bengaluru’s Knowledge based industries
(KBIs). Figure 16 demonstrates the temporal evolution for the year (1994–1995,
2003–2004 and 2014–2015) of major KBIs in all the four clusters. The detailed
cluster wise map is presented in Fig. 17a, b. 64% of KBIs in the selected clusters
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Fig. 14 Landscape expansion index (LEI) assessment in Cluster 4

9%

88%

3%

LEI classification for 2001-2011

Outlying

Expansion

Infilling

14%

84%

2%

LEI classification for 2011-2021

Outlying

Expansion

Infilling

Fig. 15 Temporal comparison of LEI for the period 2001–2011 and 2011–2021

Table 4 Gentrification locations in identified Clusters for research in the study area

Cluster no. Major gentrification locations Phase of development

Cluster 1 Mahadevpura, Hoodi and Whitefield Nucleation phase, Peripheral
agglomeration I and Peripheral
agglomeration II

Cluster 2 Electronic city Initial phase, Nucleation phase

Cluster 3 Attibele Peripheral agglomeration II

Cluster 4 Anekal Peripheral agglomeration II

Source Compiled by authors

were established during the phase of Peripheral agglomeration II. Most of the KBIs
are present in cluster 1 due to ITPL and other technology parks like Salarpuria G R
tech park, Sigma soft tech park, Divyashree techno park in Whitefield and Bagmane
tech park and Bhoruka park in Mahadevpura, respectively.
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Fig. 16 Spatio-temporal evolution of KBIs in identified clusters

The gentrification process is witnessed at many locations of Bengaluru during the
reconnaissance survey. The illustrations in Figs. 18 and 19 capture the ground situa-
tion of Clusters 1, 2, 3 and 4. In cluster 1, the gentrification pattern in Mahadevpura
is an example of new build typology, whereas the gentrification pattern in Hoodi and
Whitefield display the peripheral pattern. The peripheral gentrification in these areas
is characterised by the development of high-rise apartments and the transformation
of low-density areas into high density zones. In some areas, the traditional neigh-
bourhoods are also transforming by mid-rise apartments, developed jointly by real
estate developers and the plot owners.

The gentrification pattern in cluster 2 represents peripheral gentrification where
urban expansion is happening on the edges. In Attibele in Cluster 3, rural gentrifi-
cation is observed where multi-storeyed buildings are being developed on agricul-
tural lands. In Anekal, in cluster 3, the gentrification pattern represents peripheral
typology, with a characteristic of plotted development. The LEI confirms the conver-
sion of more agricultural land to residential purposes in clusters 3 and 4. The analysis
further emphasises that few of the new urban patches intersected with the existing
urban patches in cluster 1. It reflects the lack of developable land availability in
this cluster. The Electronic city and Whitefield are recognised as the software hub
of Bengaluru, and these localities are amongst the most preferred locations for the
knowledge workers (Sheikh et al. 2017).
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Fig. 17 a Spatio-temporal evolution ofKBIs inCluster 1 andCluster 2;bSpatio-temporal evolution
of KBIs in cluster 3 and cluster 4

The state government and private enterprises are continuously investing in the
city’s peripheral areas, fuelling the increasing residential supply and thus aggra-
vating the gentrification process. When original residents are forced to leave their
neighbourhood due to a drastic increase in property values, coercion, or buyouts,
gentrification becomes a problem. Low-income neighbourhoods in Bengaluru are
frequently being transformed into high-end neighbourhoods with housing alterna-
tives such as high-rise apartments. This transformation leads to other types of gentri-
fications, transforming residential areas to cafés, apparel stores, large chain stores and
restaurants, recognised as “commercial gentrification”, causing skyrocketing rents
and socio-cultural conflicts in residential neighbourhoods (Jeong et al. 2015; Ryu
et al. 2020). There has been an increase of 50.9% pubs in Bengaluru from 2014 to
2018 (Shruthi 2018).
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Fig. 18 Gentrified points in Cluster 1

Fig. 19 Gentrified points in Cluster 2, Cluster 3, Cluster 4

7 Conclusion

The latest tides of knowledge driven development have intrinsically transformed the
urban morphology of many cities. A basic approach has been adopted in the present
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study to reflect the urban morphology of Bengaluru city by describing the patterns of
landuse to understand amultitude of choices and decisions about locational attributes.
Investigation of the knowledge economy in Bengaluru deciphered the genesis of
Bengaluru as a knowledge city and factor attributing to its global recognition of
being India’s Silicon Valley, Global outsourcing city and fastest growing tech hub
(Economic Times 2021). Bengaluru has not only witnessed influx of human capital
and knowledge-based industries but is also continuously undergoing structural and
spatial rearrangement, especially in the patterns, functions, densities and layouts of
its neighbourhoods.

Temporal assessment of the urban growth pattern highlighted that the present
growth direction of the city is towards the North, following the new Bengaluru
international airport. However, the peripheral agglomeration is not visible between
the Bengaluru international airport and ITPL. The growth direction in the previous
decade was mainly towards the South-Eastern part of the city, between electronic
city and ITPL. The over-saturation of the area also led many KBIs to locate their
offices in Hyderabad (Hariharan and Biswas 2020a, b).

Bengaluru has still a very strong geographical inertia for attracting economic
growth factors based on a study of its knowledge-based industries (Hariharan and
Biswas 2020a, b). The advent of gentrification in Bengaluru is primarily influenced
due to the drastic demographic change in the last three decades. These changes
are attributed to the influx of human capital employed in knowledge-based indus-
tries in the city (Sen 2014; Asian Cities 2017). A high volume of human capital
into the city from across the country and globe upscale its residential demand
and capacity. The first and second phases of peripheral agglomeration witnessed
maximum development in the knowledge economy as many technology parks
emerged.

This chapter is an assessment of the patterns of gentrification influenced by
knowledge-based industries in Bengaluru. 83% of the highlighted gentrified area are
based on the feature of expansion or peripheral gentrification. Most of the peripheral
agglomeration is witnessed in Cluster 1 constituting the neighbourhoods of White-
field, Mahadevpura and Hoodi. Increasing percentage of rural gentrification in the
study area re-emphasises on the rapid urban transformation of nearby rural areas.
Infilling or new build construction were primarily witnessed in Cluster 1 and Cluster
2. The scope of new urban patches withing the existing urban areas are mostly based
on the characteristic of reconstruction or redevelopment as many real estate projects
for high rise buildings have been observed in cluster 1 and cluster 2. Electronic city
became the focal arena of knowledge-based industries in the initial phase that catered
to the economic foundations for many rural areas in proximity through cluster orien-
tation. Anekal’s and Attibele’s huge housing market potential and availability of land
for local clusters and support the core knowledge based industrial clusters to be more
productive.

Landscape expansion index strives to be very useful tool to assess the spatial
segregation based on the principle of patch based landuse classification. Further
study on the impact of gentrification in the neighbourhoods of Bengaluru city can be
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carried forward to evaluate the relationship of growth dependent variable and socio-
economic performance. This will enrich withmajor frontiers to balance development
and socio-economic inequalities for an improved regional landscape.
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Chapter 4
Are New Towns in Developing Nations
Designed for Sustainable Living?
Investigating the Perception
of the Residents from Navi Mumbai,
India

Neenu Thomas, Ahana Sarkar, and Arnab Jana

1 Introduction

‘Cities are where the battle for sustainable development will be won—or lost if we fail.’

— Former UN Deputy Secretary General Jan Eliasson.

Cities serve as the home and provider to billions of people in the world. People are
attracted to the urban areas due to the opportunities they provide and resource concen-
tration. History has shown evidence of the human tendency to migrate towards urban
areas from rural areas for a better living. Better living depends on several aspects
such as job opportunities, access to basic infrastructure and services, and housing and
transport conditions. The phenomenon of the urban population continuing to stay in
urban areas and the rural population continuing to migrate to the urban areas has led
to more than half of the human population living in the urban areas. About eighty
percent of the population lives in urban areas in developed countries (UNCTAD
2020). In this race of urbanization, fast urbanization has been observed in the Global
South (primarily African countries) in these recent decades, with a large number
of these countries having annual population growth of more than one percent. The
urban population of developing countries has risen from 45.34% in 2009 to 51.11%
of the total population in 2019, and it is expected to reach 68.4% by 2050 (UNCTAD
2021). Nevertheless, the rapid urbanization and large population living in the urban
areas result in the overburdened physical infrastructure and services, exploitation of
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the ecology, and an increase in the number of slum dwellers. The global urbanization
trend demonstrates that the demand for urban areas will continue to grow, and the
urban authorities will continuously have to work for the smooth functioning of the
urban system and promptly respond to the changes and emerging issues.

So, how is our world tackling the issue of excess demand for urban areas consid-
ering its limited land and infrastructural capacity?We all have to accept the truth that
the urban areas in the world will exist for the foreseeable future. Moreover, several
of these urban areas in developing countries are over-populated, unable to provide
adequate, affordable, decent quality housing and infrastructure to all their popula-
tion, losing their ecological share and balance, and deteriorating air, water, and land
quality. Several of these issues have been attempted to solve through new policies,
urban planning, and urban design strategies; however, the approach selected for the
urban areas with a population above their carrying capacity must be different. The
carrying capacity of an urban area is the maximum number of individuals that an
urban area can sustain over time without destroying or degrading the environment,
and it is determined by factors such as food availability, water, and space (Hartvigsen
2013). Conventionally, the new town development is identified as a planning oppor-
tunity and solution for large-scale urban issues. While the planning objective and
approach of the new town development may be unalike by different developing
authorities of the countries, typically in developing nations, new town development
adjoining to a large city is considered as a sole solution for decongesting the existing
city and providing affordable housing and access to basic amenities to all sections of
the population. While we do not see the migration of the urban population to rural
areas at large, we have seen the migration of the urban population to other urban
areas. Human beings are attracted to a new place that can provide a better living.
The new towns are expected to be modal towns which will provide better living
and higher satisfaction to its future residents. Residents from large urban areas and
urban agglomeration are shifted to the newly developed towns for living in better
conditions such as affordable housing, good quality air and water, neighbourhood
open spaces, infrastructures, and services.

The urban area covers just about 3% of the planet’s area; however, it contributes
to more than seventy percent of the global Greenhouse Gas (GHGs) emissions and
two-thirds of the world’s energy consumption (World Bank 2021). In addition to the
urbanizations process leaving the urban system overburdened and ecology degraded,
the safety and inclusivity of the urban space and infrastructure are rising concerns
for several developing cities. Moreover, urban areas are the place that exhibits more
social dualism due to the increasing informal settlements. While the new town devel-
opment can be considered an apposite approach for urban demand requirements, will
these new towns be part of the problems? New town development has an opportunity
to be part of the solution by building a sustainable urban space for the current and
future generations. Accounting for all the kinds of urban issues, the 11th Sustainable
Development Goal (SDG 11) set up by United Nations General Assembly targets to
achieve ‘Sustainable cities and communities’ by 2030. With the increasing aware-
ness about urban sustainability and target to meet Sustainable Development Goals
(SDG), several recent new town developments follow sustainable city concepts from
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the initial planning stages. However, for conventional new town development, the
determinants of sustainable planning remain elusive. The conceptual shortcomings
include ineffectiveness in integrating sustainable planning principles to new towns
and lack of people-centred development as recommended in SDG 11.

While the sustainability of the new towns developed with sustainability concepts
can be evaluated even in the early development stage through their master plan,
which provides development information (Fu and Zhang 2017), the conventionally
developed new towns are difficult to be evaluated. However, the resident perception-
based evaluation can provide information on satisfaction and sustainable living in
the conventional new towns. Residents’ satisfaction has been considered as an indi-
cator for better living. The chapter explains the determinants of sustainable new
town development and assesses ‘Are new towns in developing nations designed for
sustainable living? through the perception of the residents.’

The study elaborates on a case study of Navi Mumbai (‘Navi’ means ‘New’
in Marathi and Hindi), one of the largest planned cities in India. Navi Mumbai is
described as a ‘City of the twenty-first century’ by the City and Industrial Devel-
opment Corporation of Maharashtra (CIDCO), the development authority of Navi
Mumbai. The planning of Navi Mumbai commenced in 1971.1 Navi Mumbai was
planned to decongest the Greater Mumbai, absorb the immigrants, and contain about
twomillion population (Shaw2004); however, the new town took decades to populate
itself. The objective of the research is to conduct an empirical analysis that investi-
gates the sustainability assessment of the new town ‘Navi Mumbai’ by elucidating
inhabitants’ perception towards their living, transport, and community well-being.
This research would pave the way to identify determinants for sustainable new town
planning and formulate environment-sensitive policies through the perspective of
residents of the new towns. The following section discusses the determinants for
developing sustainable urban areas in developing countries.

2 Determinants of Sustainable New Town Development

Sixty percent of the global population will live in the urban systems in the next two
decades (John et al. 2019). As a result, urban expansion is happening in the existing
urban systems subsequently increasing megacities (cities with more than 10 million
inhabitants) worldwide (Kennedy et al. 2014). Rapid growth is observed in low-
to middle-income countries of Africa and South Asia, putting massive pressure on
infrastructure and resource consumption (Angel et al. 2012) and the formation of
urban agglomerations. These countries have developed several new towns to attract
people to new urban areas, thus reducing the burden of existing cities. However, some
of these new towns have failed to attract the population and remain as ghost towns

1 Several leading architects, civil engineers, and urban planners such as Charles Correa (Chief
Architect), R. K. Jha (Chief Planner), Shirish Patel, and Pravina Mehta were involved in the initial
planning of the new town (Perulli 2016).
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(Jin et al. 2017;Williams et al. 2019). Ghost towns are a new urban development that
is significantly under capacity, that is, space with fewer people and businesses than
its capacity (Shepard 2015). Such effects have serious consequences ranging from
social (such as significant social inequality), ecological (wasted land) to economic
dimension (wasted investment) (Jin et al. 2017).

On the contrary, some of the new towns are getting populated fast and facing
similar urban issues, such as carbon emission and social inequality, as in the old urban
areas. The new towns are found to be big contributors to urban carbon emissions (Liu
et al. 2018; Papa et al. 2016). Therefore, the new town development authority must
have sustainable development approaches that attract people in present times and
prevent the new town from being the hotspot of urban issues in the future.

A new town can be defined as a self-sustained planned urban space that is devel-
oped on unoccupied land or land with minimal human density to accommodate
a large population by providing housing, infrastructure, and services. While the
primary motive of the new town development is either to decongest the old city or
to control ad-hoc settlement formation around the old city (Osborn 1942; Osborn
and Whittick 1977), it is more important to build the new town sustainable. Several
recent new town developments are built/building on the concept of the sustainable
city or eco-city (e.g., Tianfu New Area in China, Amaravati in India, and Songdo
IBD in South Korea). The concept of developing sustainable urban areas obtained
global attention in the twenty-first century, especially due to the 2030 Agenda for
Sustainable Development, adopted by all United Nations Member States in 2015
(United Nations 2015).

Although researchers, policymakers, and public administrations agree that
sustainable development is a key objective that must be considered, there is no partic-
ular definition of ‘sustainability’ when applied to urban systems. The current concept
of sustainable development is derived from theBrundtlandReport (also known asOur
Common Future). As per the report, Sustainable development is ‘Development that
meets the needs of the present without compromising the ability of future generations
to meet their own needs’ (World Commission on Environment and Development
1987). The report highlights three key aspects of sustainable development: social
equity, economic growth, and environmental security. Since then, researchers and
policymakers have evolved the concept of sustainable development either to build
the places sustainable or to evaluate the sustainability level of the existing places
and compare the sustainability levels of the different places. As a result, several
sustainable development determinants or indicators were formed.

Similarly, new approaches to sustainable development and evaluation were intro-
duced. For example, according to Kennedy et al. (2007), a sustainable urban system
is an urban region that does not exceed the capacity of its hinterlands due to its
inflows of materials and energy and the disposal of wastes. Here, the concept of
urban metabolism is incorporated as a tool to assess the sustainable development of
urban areas. All the advancements in recent years indicate the world has recognized
the need for sustainable development in all kinds of countries, and therefore, they are
working together towards developing a sustainable world. However, the sustainable
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Fig. 1 Prime determinants of sustainability for new towns in developing countries

development determinants need not be identical for every urban area. The sustain-
ability of an urban area depends on its population and its activities. The sustainable
development determinants for an urban area should be determined considering the
general urban issues faced by the urban areas in the region or country. Moreover, the
policymakers and public administrations will have to act promptly to the changing
behavior of the urban area and potential threats towards achieving sustainability. The
following sub-sections discuss the details of the prime determinants of sustainability
for developing countries (see Fig. 1) and suggestions for new town development in
the twenty-first century.

2.1 Social, Geographical, and Transport Equity and Safety

The new town can become a place with large inequality as other old urban areas if
the urban area has an unsystematic approach to development. The people from rural
areasmigrate to large urban spaces for economic growth and better access to services;
however, they fail to obtain high-income jobs due to the lesser education or different
skillset, thus increasing inequality in the income distribution, unemployment rates,
poverty, cost of living, and/or social equity (Rama et al. 2021; Feleki et al. 2018).
As a result, the urban areas showcase social dualism in their physical space (in the
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Fig. 2 Social and
geographical inequity
measure from Mumbai,
India. Source Adopted from
Thomas et al. (2019)
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form of informal settlements) and social space (insensitive behavior towards low-
income groups, increasing crime, and public safety). Simultaneously, urban areas
in developing countries have exhibited disparity in access to social infrastructures
(workplace, school, hospital, etc.) and transportation options. Figure 2 is a represen-
tative graph indicating the social and geographical inequity existing in developing
countries. Geographical and transport inequity are generally the derivate of social
inequity; hence, approaches to build geographical and transport equity benefit social
coherence. The new towns must be built as a space with maximum urban equity
(social, geographical, and transport equity, and safety).

The urban citizens have the challenge to meet their daily needs of water, sani-
tation, electricity, and transportation when there is a lack of reliable and affordable
infrastructure and services provided by the municipal authority. The high-income
group tends to access more reliable and convenient options providing extra cost. For
example, they use privatized vehicles to travel for opportunities at distant places,
live in gated communities with better infrastructure and services such as continuous
water and electricity supply, and avail appliances that provide clean water, air, etc.,
while the rest of the citizens eventually choose mediocre or expensive arrangements,
affecting their quality of life and productivity. Moreover, higher inequality can also
harm well-being and the environment; that is, there can be an increase in atmo-
spheric emissions and water pollution (Boyce 2018). Thus, there is a cumulative
effect of urban inequity on the sustainability of that urban area as well as the global
environment.

Sensitive planning can help solve the social, geographical, and transport equity
issues. Informal settlements and large families living in small spaces are familiar
scenes of the urban areas in low-income countries, resulting from a lack of affordable
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housing. Urban residents from large cities may tend to move to new towns for afford-
able housing if it can provide better opportunities and space in their budget. Therefore,
urban areas must be planned to accommodate all kinds of income groups. Mixed
development can avoid the growth of informal settlements. People from different
income groups should be sharing the public spaces, and their communities must not
be segregated to increase social cohesion. In addition to housing, affordable trans-
port, and accessibility to the workplace, public places and services play major roles
in developing social inclusivity and improving urban equity.

The planning authority must have a vision for its space and population to build
urban equity. Instead of segregating a section of the population with gated commu-
nities, we need to prioritize building safer communities with reliable and affordable
services where the residents with different social statuses can interact daily. A large
proportion of low-income people are commuting with active modes (such as walking
or bicycle); however, most urban authorities focus on infrastructure developments for
motorized transportation. The infrastructures in the new townsmust be developed for
its citizens, not for the new developments invented to reduce the people’s hardship.
While the motorized vehicle can provide an undeniable amount of opportunities to
the people, such options must be restricted wisely by building more walkable urban
areas and providing accessible and affordable public transportation. The infrastruc-
ture for active modes (footpath and cycle lanes) and public transport needs to be
given priority to reduce the inequity in the urban spaces.

Urban equity is the catalyst for other determinants while building a sustainable
urban area because any inequity may affect the economic and environmental balance
and resilience of the urban area. Hence, social, geographical, and transport inequity
can be a major challenge for new town development in developing countries.

2.2 Economy, Opportunities, and Productivity

Urban areas contribute tomore than 80% of the global gross domestic product (GDP)
(World Bank 2021), and economic growth is a primary objective of the urban areas.
There are two major issues faced by urban areas in developing countries while
concentrating on economic growth, which are difficult to be rectified in the old
urban areas but should be considered while developing new towns.

First, the scalability of the urban area is that the urban areas do not have the space
to accommodate new opportunities and increase demand for infrastructure. An urban
area should attract people through the establishments it has and the opportunities it
can provide. The planning authority plays a major role in encouraging innovations,
businesses, entrepreneurship, and investments in urban areas. In the current world,
the industrial association is not the sole option to attract a large population; other
income-generating options such as technology parks and tourism can have a place
in the urban area. The planning of the new towns is pivotal for accommodating any
such opportunities for generations. Therefore, physical form and the land use pattern
should be developed considering multiple dimensions and changes that can occur
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in the future in terms of opportunities, population growth, and the infrastructure
and service needs for them. The fast-paced development attracts the people towards
the urban areas, resulting in over-crowded spaces and overburdened infrastructures if
there is no proper planning. In addition, the urban area should be capable of providing
jobs to people from different economic and occupation sectors. If else, the unemploy-
ment rate will increase, thereby increasing poverty and forming informal settlements
(slums). The planning measures are taken accounting for the heterogeneity of the
society and the future population to avoid the unsustainable sprawl existing in the
old cities.

Secondly, economic development can have unfavourable impacts on the social
system and environment. Developing countries are in the transition phase, and they
compromise on the ecosystem while struggling for economic growth (Nazneen et al.
2021). Several times, the urban authorities fail to evaluate the carrying capacity
of the urban area and environmental effects while determining for fast economic
developments. The new towns will be a new core for the environmental deterioration
and social inequality if the authorities fail to incorporate approaches to restrict such
adverse effects by enforcing relevant policies and planning strategies.

Although access to good infrastructure and services, such as water, electricity,
transportation, education, and hospitals, is a determinant that attracts people towards
the urban area, the effort, time, and money spent for availing the infrastructure
and services are crucial indicators suggesting sustainability of the urban system.
Economic growth is associatedwith the productivity of the urban area,which depends
on its citizens’ stability and efficiency. However, the urban areas in the Global South
display disparity among the urban residents regarding accessibility to infrastruc-
ture and services, and a large population of about 70% or more are under-served
by the municipal infrastructures (Mahendra et al. 2021). Thus, a massive gap in
service accessibilities is observed between the privileged citizens and the rest of the
urban residents, which forces the under-privileged to procure the necessary services
through alternative or informal arrangements that affect their health, well-being, and
livelihood. Such effects cause poverty and environmental exploitation that lead to
loss of attractiveness of the new towns. Thus, the provision of safe, reliable, and
affordable infrastructure and service for all the urban residents is a key determinant
for developing countries to build a sustainable urban area.

Further, the urban areas should be growing smart with the rapid technological
advancements happening in the world. The young and middle-age groups who are
themajor immigrants to the urban areas are riveted to the impression of technological
advancements. Public administrations in developing countries are taking ‘smart city’
initiatives to make the urban system smart and convenient for their citizens (Tan and
Taeihagh 2020.).
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2.3 Environmental Quality

Urban areas are the predominant consumer of natural resources, and they impact
three major resources: water, air, and soil. The urban areas contribute to more than
seventy percent of the globalGreenhouseGas (GHGs) emissions (WorldBank 2021),
consume seventy-five percent of the natural resources, and generate fifty percent of
global waste (Rama et al. 2021). Further, several urban areas face a shortage of clean
water, wastemanagement issues, and a lack of green space. As discussed in Sects. 2.1
and 2.2, higher inequality can also harm the environment by increasing atmospheric
emissions and water pollution.

Three key approaches to improve environmental quality for the new town are iden-
tified and discussed here. First, act to preserve natural resources and balance the share
of water bodies, green and open spaces in the urban areas. The urban area must have
dedicated spaces for natural or man-made water bodies, green spaces as nature parks
or forests, and open areas as playgrounds and neighbourhood parks. Majorly, future
planning or sprawl should not affect the share of these natural resources. Second, the
self-sustainability of the urban system, that is, the urban system must be producing,
recycling, reducing, and reusing the resources it requires—for example, efficient
and affordable water and waste management units, food and energy production, etc.
Third is to reduce Greenhouse Gas (GHG) emissions through policy and planning
measures. In order to protect biodiversity and the ecosystem, authorities can play
an important role in integrating sustainability concerns in policy plans and focusing
on green infrastructure (Valente et al. 2020). Besides, transportation and commerce
play an important role in GHG emissions. New towns must promote active mode and
public transport through several approaches. These include providing safer pedes-
trian paths and bicycling routes, developing the city along transit routes, providing
safer, accessible, and affordable public transport, and providing the public and
social infrastructures easily accessible through geographical equity and mixed-use
development.

2.4 Resilience

Urbanization, climate changes, and unanticipated disasters affect people, places,
economy, and environment in numerous ways. Urban areas are encountering several
natural calamities such as flooding in recent years, which could be due to climate and
spatial changes. Urban areas are the most challenged during all kinds of disasters,
including epidemics. The high-density urban areas in low-income countries suffer
the most during such instances of disasters. The rapid changes distress unplanned
and informal settlements massively, and it is identified that about ninety percent
of urban expansion in developing countries is informal and unplanned settlements
or built near hazard-prone areas such as coastal areas (World Bank 2021). Thus,
building resilient urban areas is identified as another prime determinant for the new
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town development. Urban authority plays a major role in building resilient cities at
different stages, as described below.

(i) Site selection stage through feasibility study (understanding the vulnerability,
risks, and impacts) to identify the exposure risk,

(ii) Planning stage to reduce the vulnerability by determining the carrying capacity
and appropriate building bye-laws, and land use distribution, primarily, service
planning (water, sanitation, energy, transportation, and communication), and
social infrastructure planning (accessible, affordable, and adequate emergency
infrastructures such as health facilities, fire station, and transport options), and

(iii) Functioning or growing stage through recovery, adapting, and transforming
actions for rapid changes due to urbanization, climate changes, and disasters.
The actions can be accomplished through immediate policy plans and adopting
innovations and technological advancements to aid urban areas to be resilient
to the changes.

While adapting to innovations and technological advancements can support
adjusting to the changes and reduce the negative impacts, certain other technologies
and innovations can affect the environment, such as motorized transport modes and
non-degradable wastes. Thus, the urban area needs to restrain the use of some inno-
vations that affect the environment through policy and planning approaches. The
resilience among the urban residents also is depended upon their socio-economic
characteristics. The high-income group is generally more resilient to the changes as
they tend to acquire their needs faster, providing money, while the vulnerable groups
(like low-income people) suffer the most if the government does not support them or
attempt to build urban equity. Figure 3 demonstrates the effect of the determinants
on the sustainability of the urban area.

An urban area developed and functioning upholding sustainability principles
would be providing a higher standard of living and satisfaction to its citizens. For
this study, we hypothesize that ‘a well-planned sustainable city would derive higher
satisfaction from living and travel environment which is a subject of non-polluting
trips’. Exploratory analysis coupled with statistical logistic regression models were
applied to understand the residents’mode choice behaviour for short and leisure trips,
weekday and weekend trips with respect to their socio-economic and demographic
characteristics. This study would pave the way to identify determinants for sustain-
able new town planning and formulate environment-sensitive policies by reducing
travel-based carbon footprint through efficient city planning.

3 Data and Methodology

This section focuses on the investigation methodology adopted for the study by
describing the data collection methodology, study area, and research methodology.
Thereby, the conceptual framework, hypotheses, modelling techniques, and the
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Fig. 3 Effect of the determinants on the sustainability of the urban area

description of the variables used in the models were elaborated in the following
way.

3.1 Study Area

The new town of Navi Mumbai, a part of this mega region, was primarily designed
to relieve Mumbai of unprecedented urbanization stress and growing population
pressure (Jana and Sarkar 2018). A satellite city of area 108.6 km2 is composed
of 14 development nodes laid along a longitudinal transport corridor. Among these
14 nodes, the centrally located nodes of Belapur and Nerul were selected for this
study.While Belapur is currently denoted as the ‘Central Business District (CBD)’ of
NaviMumbai, Nerul was selected for its typical residential neighbourhood character.
Belapur with a total area of 24.5 km2, and total population of 92,520, whereas Nerul
with a total population of 3, 13,144 and 14.90 km2 area hold a residential land use
share of 67.34% and 25.16%, respectively. As illustrated in Fig. 4, the grid-iron
pattern of residential development is observed in Belapur, while Nerul has witnessed
a mixture of radial and grid-iron development.
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Fig. 4 Regional setting of the two studied sectors of Navi Mumbai. Source CIDCO website

3.2 Data Collection

The survey was conducted for 212 households between the months of August 2019
and October 2019. A major attempt was made to collect a representative sample
across all the sectors of the two zones and reduce sampling bias. Personal face-
to-face interviews of individuals were conducted at their households capturing the
revealed preferences. In addition, face-to-face (F2F) computer aided personal inter-
view (CAPI) survey questionnaires were selected to conduct the surveys, owning to
their higher response rate. The main intention of the survey was to explore the resi-
dential satisfaction levels of the residents of the new town, who had recently shifted
from other locations. Table 1 represents the general characteristics.

The survey was created in order to investigate the satisfaction and safety levels of
the new town residents. The survey questionnaire was segregated into sections: Part
I—socio-economic status of the households, their present and previous locations,
and other household attributes; Part II—details of different facilities the households
use, the distances of the facilities from the houses, their usage frequency, and overall
satisfaction levels. In Part III, five-point scales marking ‘5’ for very satisfied and
‘1’ for very dissatisfied were utilized for understanding the households’ satisfac-
tion levels regarding the transport and living environment in the new towns. Data
pertaining to the perception of safety and security of the households were also noted.
Concerning residential satisfaction and well-being-specific investigation, questions
also focused on the levels of happiness before and after shifting to Navi Mumbai.

The survey was conducted in both English and Hindi while making it compa-
rable with the international studies. In the questionnaire, the general individual and
household-level data was followed by information concerning the residential envi-
ronment. A pilot survey of 20 households, taking 10 from each of the two zones,
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Table 1 Profile of
surveyed respondents in Navi
Mumbai

Category Sub-category Percent

Zone Belapur 66.98

Nerul 33.09

Household income 3000–9000 11.79

9001–18,000 43.86

18,001–27,000 24.05

27,001–40,000 14.62

40,001–50,000 1.41

50,001–65,000 2.83

65,001–75,000 0.47

75,001–90,000 0.47

90,001–150,000 0

More than 90,000 0.47

Type of house Detached house 52.8

High-rise apartment 40.5

Villa 4.71

Others (chawl) 1.88

House ownership status Own 72.17

Rent 27.83

Previous location In-state migration 88.68

Out-state migration 11.32

was conducted initially, followed by a field survey of 250 households. Finally, 212
samples were sorted for further analysis.

Out of 212 samples, 142 samples were collected from the Belapur zone, while
70 samples were collected from the Nerul zone. It was also observed that while
approximately 11% of the studied population had shifted to Navi Mumbai from
other states such as West Bengal, Rajasthan, Karnataka, and Bihar, the remaining
88.68% belonged to the in-state migrant sector.

4 Exploratory Findings and Discussion

4.1 Built-Environment Setting

The survey observed two major typologies of houses in Navi Mumbai, with 52.8%
of detached houses and 40.5% high-rises. These findings corroborate with the recon-
naissance survey, where detached individual-level houses and villas were observed
in Belapur, whereas apartments and multi-storied cooperative housing were found



118 N. Thomas et al.

Fig. 5 Built-environment and street network pattern in Nerul. Source Authors

to manifest the built-environment character of Nerul as seen in Fig. 5. Around 72%
of the households owned the houses, with 27% population paying monthly house
rents in the range of 5000–1000INR (USD 69.69–139.38). 37.7% of the houses were
found new with an age of less than or equal to 10 years, while the rest of the built-
structures aged 11–25 years. While low- to medium-rise single houses were mostly
observed in the inner sectors, the high-rises were bounded by high-rises.

An important character of Sector 8 of Belapur node is the CIDCOArtist Village, a
residential neighbourhood designed by architect Charles Correa, where high-density
incremental housing could be achievedwith low-rise courtyard homes.Based on clus-
ters of between seven and 12 pairs of houses arranged around communal courtyards,
the buildings did get space to extend (see Fig. 6).

Owing to the medium slope of the land, and excessive rainfall during monsoon
season, the specially designed centralized drainage canal as shown in Fig. 7 aids in
streaming out the excess rainwater especially for 4 months a year.

Fig. 6 Built-environment and street network pattern in Belapur. Source Authors
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Fig. 7 Nullah or drainage canal in Artist village, Belapur. Source Authors

4.2 Facility

The different facilities that were asked out includedwork office, supermarket, depart-
mental store, kindergarten, school, hospital, pharmacy, gym, beauty salon, parks, bus
stop, etc. While only community-level green belts and parks were found in Nerul,
hierarchical arrangements of neighbourhood green belts, parks, and community-
level parks were found in Belapur. Reconnaissance survey identified the presence
of kindergarten, community centres, health care, and markets in close proximity to
the residential zones. It was also observed that around 66 and 87.82% of the studied
population used non-motorized mode to avail hospital and pharmacy. While 50%
of the population had to use motorized mode for using the facility of supermarkets,
departmental stores and regular local markets were found in close proximity with
only 10% of motorized trips. Figure 8 also demonstrates the presence of local educa-
tional institutions within the residential communities, hence resulting in 72 and 86%
of non-motorized trips for kindergartens and schools. Around 67% of the population

Fig. 8 Neighbourhood facilities in Navi Mumbai. Source Authors
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used non-motorized trips for availing bank services. However, 50% of commuting
trips were observed motorized.

4.3 Residential Satisfaction

Using results from household interviews with residents in two different sectors of the
satellite town of Navi Mumbai—Belapur and Nerul, this section investigates several
measures of neighbourhood and community satisfaction levels. On the neighbour-
hood scale, the best predictor of satisfaction was the respondents’ rating of the living
environment. At community or nodal scale, extent of community planning in the
new town and accessibility to work and local facilities were important components
of community appeal and satisfaction. In addition, the study also asked respondents
to indicate their current satisfaction with the area followed by probes to get at the
reasoning for the community rating. Quality of living components such as pave-
ment quality of road network, width of vehicular road network and pedestrian paths,
provision of parking space, and amount of public greenery. The respondents were
asked on a 5-point scale. Figure 9 explains that satisfaction rates were high for all
the afore-mentioned components, both the nodes of Belapur and Nerul. The planned
areas scored well, with over 80% of the respondents being ‘satisfied’ or ‘very satis-
fied’ with the neighbourhood and residential environment in Navi Mumbai as shown
in Fig. 9. Around 87% of the respondents were satisfied with the quality and width
of the road network, which also corroborates with the observations from Fig. 10.
Highest positive response was retrieved in case of the provision of the number of
parking spaces.

Fig. 9 Results of residential satisfaction survey
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Fig. 10 Transport and living environment. Source Authors

Fig. 11 Satisfaction levels with accessibility to community-level services in NaviMumbai. Source
Authors

In the study reported here, the length of the questionnaire precluded the depth of
some dimensions of resident responses to their environments. Among these dimen-
sions, an integrally crucial factor was the safety quotient. An effort was made to
include a more comprehensive array of possible determinants of neighbourhood
satisfaction. Safety quotient was found high in transport environment especially
regarding travelling and cycling or walking environment, with 85–90% respondents
marking ‘safe’ or ‘very safe’.

The interview also provided a measure of 15 plausible local facilities other than
work, and information pertaining to the respondents’ overall satisfaction concerning
the accessibility to the facilitieswas collected. Figure 11 explains that themost signif-
icant local community-level services required in a new town included commuting,
departmental store, hospital, and pharmacy where the residents. While services like
the post office, gym/indoor games, and restaurants are rarely used by the head of
households or respondents, around 60–70% of respondents were reckoned to be
highly satisfied with commuting and medical facilities.

4.4 Reasons for Shifting to Navi Mumbai

Integrally crucial measures often overlooked in new town studies is the reason behind
shifting to the new areas on the one hand and happiness level after shifting to the new
towns. Figure 12 (left) elucidates the reasons stated by the respondents for shifting
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Fig. 12 Reasons tomove to NaviMumbai (left) and happiness levels after shifting to NaviMumbai
(right)

to Navi Mumbai. In this study, in order to apprehend the plausible factors behind
shifting, the respondents were asked to emphasize and rank two specific reasons.

It was observed that the most preferred primary reason behind moving to Navi
Mumbai was higher easy accessibility to the workplace, where around 80% of the
respondents preferred to stay in close proximity to their workplace and hence shifted
toNaviMumbai (Zehner 1971). The results corroboratewith another study conducted
in 13 American new towns where one of the new community selection criteria was
the nearness to workplace. This can be attributed to the presence of the CBD area
and offices, especially in the Belapur node. However, around 85% of the respondents
selected ‘better quality of housing in new town’ as the secondary reason behind
shifting to a new town. New towns are often characterized by highly planned neigh-
bourhoodswith improved quality of housing characteristics and services. In addition,
they tend to feature clustered service and recreational facilities in proximity to resi-
dential areas, connoting middle-class vision of ‘good life’. While most new town
related researches have focused on the performance of community service systems
like elementary schools, health care, recreation, shopping, and transportation acces-
sibility as fundamental criteria for assessing the quality of life of new towns (Omar
2009;Burby et al. 1975), this study reveals that improved built-environment is an inte-
grally crucial factor behind selecting and shifting to a particular new town. Another
important measure was the change in house ownership status. This study identified
that around 45% of the respondents had shifted to Navi Mumbai as they owned a
private house. Extremely affordable land prices in Navi Mumbai with respect to the
core island city ofMumbai has pushed themiddle-incomegroup (MIG) to settle down
in owned residences in the new town, which would otherwise have been impossible
in the heart of Mumbai. Other reasons included the availability of higher facilities
and public greenery.

Figure 12 (right) demonstrates the difference in happiness levels of the interviewed
respondents after shifting to a new town. Surprisingly, it was observed that there was
no change in happiness level for 25%of the population even after shifting to a planned
neighbourhood. 9.5% of respondents expressed decreased happiness, with increased
happiness for 67.4% of respondents. A more grounded understanding concerning
the reasons behind the decreased happiness should be performed for this behaviour.
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5 Conclusion

The study showcased that Navi Mumbai has well-satisfied its primary target of
housing the excess urban population of Mumbai. Apart from delivering its citizens
with improved housing opportunities, easier access to their work places it has offered
convenience, comfort, and liveable environment. The access to varying transportation
choices alongwithwell-planned roads aswell as social and public infrastructure such
as parks, markets, shopping centres, bus terminals etc. access to these facilities and
overall, better and safe environment has increased the residential satisfaction among
the Navi Mumbai inhabitants, thereby achieving success in terms of sustainability.
Despite few studies have highlighted the unaffordability of the housing choices in
Navi Mumbai, thereby losing the purpose of serving as a satellite town, this study
showcases that Navi Mumbai have served the purpose of serving as a sustainable
township at various levels.
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Chapter 5
Urban Flood Risk Mapping:
A State-of-the-Art Review
on Quantification, Current Practices,
and Future Challenges

Subhankar Karmakar, M. A. Sherly, and Mohit Mohanty

1 Introduction

Many cities across the globe have been facing accelerated flood risk due to booming
urbanization and dense population (Shen et al. 2019; Smith et al. 2019), climate-
change-induced extreme rainfall and sea-level rise (Winsemius et al. 2015; Paprotny
and Terefenko 2017), tides and storm surges (Wahl et al. 2015; Ikeuchi et al. 2017),
cyclones (Hernández et al. 2017), and land subsidence (Miller and Shirzaei 2019).
The International Disaster Database, CRED (2015), estimates that around 43% of
all natural disasters (floods, storms, droughts, earthquakes, extreme temperature, and
others) that occurredworldwide during 1995–2015were due to floods, accounting for
56% of the disaster-affected population (as shown in Fig. 1). The Asiatic region, with
one-third of the Earth’s land surface, is the most prone to frequent floods according
to the flood events statistics collected globally during 1900–2013. Asia accounts
for 41 and 61% of the total number of flood events and total economic damages,
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Fig. 1 a Occurrence of
natural disasters, and b Per
cent of people affected by
natural disasters worldwide
during 1995–2015 ( Source
CRED/UNISDR 2015)

respectively, while the Americas account for 23 and 17%, Africa for 20 and 1%,
Europe for 13 and 19%, and Oceania (and Australia) for 3 and 2%, respectively (see
Fig. 2).

Hirabayashi et al. (2013) assessed the trend of global flood risk in the twenty-
first century using different climate models, and found a clear, positive trend in the
likelihood of floods, especially in Southeast Asia, Eastern Africa, Peninsular India,
and the northern half of the Andes. Arnell and Gosling (2016) indicate a strong
likelihood that the current 100-yr flood would occur twice as frequently across 40%
of the global regions, taking the global risk tomore than 187% in 2050. The study also
highlights that themost adverse impacts of climate change onfloodswould be noticed
in Asia. The same finding is supported in a study by Winsemius et al. (2015), who
also recommend that the high- and low-income countries should consider investing
substantially in suitable adaptation measures to combat serious flood impacts at a
later period. Numerous other studies have reported on the possible rise in flood risk

Fig. 2 aOccurrenceoffloods, andbEconomicdamages due tofloodsworldwideduring1900–2015
according to EM-DAT (Source http://www.emdat.be/database)

http://www.emdat.be/database
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Fig. 3 Cyclic process of
flood risk management (
adapted from FEMA (2012))

at national and local scales (Bouwer et al. 2010; Te Linde et al. 2011; Alfieri et al.
2016; Jenkins et al. 2017; Xu et al. 2019).

Urban floods are the result of not just natural phenomena but also various anthro-
pogenic activities (Chang and Franczyk 2008; WMO 2008; NDMA 2010; Ranger
et al. 2011). A root cause analysis is essential to propose necessary preventive and
remedial measures against urban floods. The two primary causes of the increasing
trend of urban floods can be attributed to climate change and urbanization. Climate
change is expected to influence rainfall, temperature, sea level, and land subsidence
(Trenberth et al. 2007; Blöschl et al. 2017). The main indicator of urbanization is
land use/land cover (LULC), which becomes more impervious with rapid urbaniza-
tion (Blum et al. 2020). Slovic (1987) states that there is ‘wisdom as well as error’
in public attitude and perception of risk. Basic conceptualization of risk is different
for the general public, which reflects legitimate concerns that are typically omitted
in an expert risk assessment; hence, people’s participation is a critical input for any
flood risk management programmes. This calls for efficient and effective flood risk
management, which consists of risk mapping, risk assessment, and risk management
planning. The whole procedure is cyclic with a feedback loop system (FEMA 2012)
as shown in Fig. 3.

There are numerous works in the field of urban flood risk mapping (Barredo
and Engelen 2010; Karmakar et al. 2010; Dewan 2013; Darabi et al. 2019; Zhou
et al. 2019); however, none of these studies addresses all relevant factors of hazard,
exposure, and vulnerability under a single framework. Although vulnerability is a
key component of risk mapping, unfortunately, its assessment and quantification are
often less advanced than hazardmapping and quantification (Birkmann 2007), which
is evident from the existing works of flood risk mapping.

Moreover, there are several contradictions in the conceptualization of vulnerability
and its assessment by technocrats and social scientists (Cutter 1996;Cutter et al. 2000,
2003; Kumpulainen 2006; Vojinovic and Abbott 2012; Sherly et al. 2015). Most of
the earlier literature on flood vulnerability consider physical, infrastructure, and
economic vulnerabilities; however, social vulnerability is also an important factor,
and has been ignored often by technocrats. The present chapter describes various
components of urban flood risk and their recent scientific developments. In doing so,
it also highlights the current research trends and future challenges with risk mapping.
The study also highlights the importance of considering the flood vulnerability aspect
in flood risk mapping, and entails the need to provide an equal emphasis on both
scientific understandings as well as social aspects.
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2 Urban Flooding

Floods in urban areas occur either due to local drainage problems, river overflows,
coastal storm surges and wave actions, flash floods, or a combination of all of these
(O’Donnell and Thorne 2020). Most of the coastal cities across the globe are at high
flood risk that includes cities such as Guangzhou, Mumbai, Kolkata, Guayaquil,
Shenzhen, Miami, Tianjin, New York, Ho Chi Minh City, New Orleans, Jakarta,
Abidjan, Chennai, Surat, and so on (Hallegatte et al. 2013). Urban flooding differs
from rural flooding in many aspects, and the consequences of flooding become more
severe in urban areas due to the higher density of population and concentration of
economic resources such as infrastructure, commercial centres, and so on. More-
over, the flooding pattern becomes more complicated when natural drainage lines
get altered due to modification of landscapes, stormwater networks, buildings, and
other constructions (Alves et al. 2020). A clear understanding of these differences (as
shown in Table 1) is essential for the formulation of an appropriate methodology for
flood risk management. The increasing trend of floods can be attributed to climate
change and urbanization, which are explained in the following subsections.

2.1 Implications of Climate Change on Flood Risk

The Intergovernmental Panel on Climate Change (IPCC) attribute the first root cause
of ever-increasing flood risk to climate change: ‘Warmer and wetter’ (Kerr 2007;
Hoegh-Guldberg et al. 2018). Projected changes in rainfall patterns result in more
intense rains that can cause severe floods due to the ‘warmer-gets-wetter’ mechanism

Table 1 Differences between urban flooding and rural flooding

Aspect Urban flooding Rural flooding

Cause of flooding Mostly occurs when drainage
capacity of sewer network is
exceeded by the storm flow

Occurs when a river overflows its
embankments and occupies the
nearby lands

Areal extent The entire city can be affected either
directly or indirectly

Only areas closer to the river get
affected mostly

Affected population The worst affected regions of urban
floods are often highly populated
and centres of economic activities
and critical facilities

The flood-affected areas are often
sparsely populated and incur more
agricultural damages

Evacuation Flash floods can cause havoc,
leaving no time for evacuation. Both
transportation and accessibility to
resources are severely affected
during floods, which aggravate the
risk of damage

There is time for evacuation to
safer areas based on the river stage
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(Amann et al. 2015; Li et al. 2019a, b). This mechanism is evident more in urban
areas due to the ‘urban heat island effect’ that is a result of increased impervious
surfaces, buildings, and air pollution (Shastri et al. 2015; Paul et al. 2016; Zhou
et al. 2017; He et al. 2019). Furthermore, atmospheric circulation influences storm
tracks, consequently, dry areas become drier while wet areas become wetter. There
are several studies that investigate the influence of climate change on flood risk (see
Cunderlik and Simonovic 2007; Simonovic 2012; Bowering et al. 2014; Peck et al.
2014; Arnell and Gosling 2016; Mahmoud and Gan 2018, Xu et al. 2019; Haer et al.
2020).

2.2 Impact of Urbanization on Flood Risk

The second root cause of the increasing trend of floods is urbanization, which shows
a clear upward trend with a pronounced and rapid transition from rural to urban areas
in countries that are notwell developed, increasing their vulnerability and exposure to
floods. Figure 4 shows the current and projected trend of urbanization during 1950–
2050 by a study conducted by UNDESA (2015). This study also reports that 233
out of 633 largest cities or urban agglomerations around the world are located in or
near areas with a high risk of flooding, which may affect a population of 663 million
in terms of social, economic, environmental, and infrastructural vulnerabilities. The
vulnerability referred to here is an intrinsic characteristic of an urban region as per

Fig. 4 Urban and rural populations by development group during 1950–2050 (Data source
UNDESA 2015)
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Blaikie et al. (1994), and it determines the region’s degree of susceptibility, coping
capacity, and resilience to floods.

LULC has a complex influence onmultiple components of the hydrological cycle,
namely infiltration, interception, resistance to overland flow, surface retention, and
evapotranspiration (Coutu and Vega 2007; Sun et al. 2018). As a result, the relation-
ship between land use and storm runoff is extremely complicated (Liu et al. 2005;
Barredo and Engelen 2010). A study conducted by the United States Department of
Agriculture (USDA 2001) gives a typical example of the effect of urbanization. The
study concludes that contribution to surface runoff from precipitation may increase
from 10 to 55% when land-use change occurs from natural ground cover to almost
100% of the impervious area, while infiltration may reduce from 50 to 15%. Subse-
quently, the higher proportion of urbanized areas increases the extent of flood lines
(Nirupama and Simonovic 2007; Jung et al. 2011; Brody et al. 2013) and, thus,
results in higher flood risk. The inefficient drainage system in many urban areas,
combined with impervious catchments due to poorly planned development activi-
ties, results in excessive runoff during heavy rainfall (Shahapure et al. 2010). Conse-
quently, flooding occurs more frequently, inundating large areas within a few hours
and continuing for several days. The prediction of exact locations of areas at flood
risk (known as chronic flood spots) is also a crucial task. Low-lying areas are the
worst affected because the runoff will accumulate at these points. The spatial distri-
bution of flood risk can be modelled using GIS-integrated flood simulation tools.
Karmakar et al. (2010) investigated how flood risk at one location might impact a
neighbourhood due to the interdependent nature of a neighbourhood resource, its
accessibility, and availability.

2.3 Flood Risk

In the context of natural or human-induced hazards, Crichton (1999) defines risk as
the probability of a loss, and this depends on three elements: hazard, vulnerability,
and exposure. If any of these three elements of risk increases or decreases, so does
the risk. Oppenheimer et al. (2014) provide a generalized concept of risk, which
is the result of the interaction of hazard, vulnerability, and exposure. They further
identify that changes in both the climate system and socio-economic processes are
central drivers to modifications in risk. Figure 5 illustrates the generalized concept
of flood risk. Here, the three circles represent the three components of risk, namely
hazard, exposure, and vulnerability, whereas the area under each circle indicates the
magnitude of each component. The intersection of the circles will form a spherical
triangle and its area represents the magnitude of risk.

According to the United Nations Department of Humanitarian Affairs UNDHA
(1992), risk is the expected loss (of lives, persons injured, property damaged, and
economic activity disrupted) due to a particular hazard for a given area and reference
period. Flood risk is expressed here as a function of hazard, exposure, and vulnera-
bility. A flood risk map consists of a hazard map and vulnerability map, where the
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Fig. 5 Construct and
components of flood risk

exposure may be integrated in terms of land use and soil type (Peck et al. 2007;
Barredo and Engelen 2010; Karmakar et al. 2010; Hallegatte et al. 2010; Ranger
et al. 2011; Müller 2012; Dewan 2013; Mohanty et al. 2020a). The components of
urban flood risk mapping are explained in detail in the following sections.

3 Estimation and Mapping of Flood Hazard

Flood hazard is defined as the probability of occurrence of a disastrous event of
a particular magnitude or severity (Baldassarre et al. 2009). There are multiple
approaches to mapping flood hazard, which can be broadly divided into paleo-
hydrological (Benito et al. 2004; Bajard et al. 2020; Toonen et al. 2020), hydro-
geomorphological (Lastra et al. 2008;Camarasa-Belmonte andSoriano-García 2012;
Motevalli andVafakhah 2016; Samela et al. 2017), and hydrological-hydraulic (Bates
and Horritt 2005; Tyrna et al. 2018; Moftakhari et al. 2019).

In this review, we focus on the third approach which is relevant to urban flood
modelling studies. A flood hazard map is a vital component for appropriate land-
use planning in flood-prone areas, as they provide crucial information to increase
awareness of the likelihood of flooding among the public, local authorities, and
other organizations (Macchione et al. 2019). They also encourage the people living
and working in flood-prone areas to find out more about the local flood risk, and to
take appropriate actions. Suchmaps can be prepared from flood simulation where the
various componentmodels of flood hazardmap are design rainfallmodel and rainfall-
runoff model—the latter consists of floodplain inundation (2D) and channel flow
routing (1D) models. Figure 6 shows a simplified framework for urban flood hazard
mapping that considers a three-way hydrodynamically coupled flood modelling.
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Fig. 6 A simplistic framework for urban flood hazard mapping

3.1 Design Rainfall Model

Design rainfall time series is a critical input to risk-based hydrologic analyses of
flood risk mapping (Zhang and Singh 2007; Sherly et al. 2016; Mohanty et al. 2018),
including design of hydraulic structures like stormwater drains, culverts, levees, etc.
(Verstraten et al. 2019).

The concept of design rainfall is based on event-based flood modelling with its
main components as frequency or return period, total depth, duration, and temporal
pattern, which can be estimated through intensity–duration–frequency (IDF) curves
or depth-duration-frequency (DDF) curves along with a design temporal pattern
(Wenzel 2013). IDF curves provide constant rainfall intensity values for various
combinations of duration and return period (Sivapalan and Blöschl 1998; Grimaldi
and Serinaldi 2006), whereas DDF curves plot rainfall depth values (Buishand 1991;
Overeem et al. 2008). Here, DDF curves show the flexibility of using either synthet-
ically derived temporal patterns (Prodanovic and Simonovic 2004) or observed
temporal patterns (Rahman et al. 2002), while IDF curves can be combined with
synthetic patterns only. Here, the temporal pattern may be derived synthetically or
through analysis of the observed patterns, while the spatial pattern may be obtained
through spatial interpolation techniques such as Kriging, inverse distance weighted
(IDW)method (Brath et al. 2003;Durrans andKirby 2004), or assumed to be constant
across a small catchment.
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3.2 Rainfall-Runoff Model

As urban flooding is a combination of subcritical and supercritical flows that are
hindered by buildings and other structures along the flow path, urban floodmodelling
has always been a challenging task using typical one-dimensional (1D) and two-
dimensional (2D) numerical codes (Patro et al. 2009; Wang et al. 2019). 1D models
require post-processing to produce realistic flood lines, as they are unable to resolve
complex floodplain flow fields. The planar GIS method, where potential flood lines
are extended along lines of equal elevation, may be inadequate for characterizing
urban flooding as hydraulic connectivity, mass and momentum conservation must be
taken into account for accurate mapping of urban flooding events (Bates and Horritt
2005; McMillan and Brasington 2008). Moreover, McMillan and Brasington (2008)
find that the hydraulic approximations required in a 1D model do not allow the
representation of lateral momentum transfer between river and floodplain. Also, it
cannot account for the pressure gradients that cause large variations in the water flow
rates between two areas. At the occurrence of any flood defence failure, there may be
increased flood flows through complex urban areas and in such situations, only 2D
models are capable of providing a dynamic representation of water transport onto
and around the floodplain (Teng et al. 2017). However, 2D models find it impossible
to model structural elements which are typically 1D with supercritical or pressurized
flow conditions (Gilles and Moore 2010). Hence, 2D shallow water equations may
be used for overland flow modelling while 1D form may be sufficient for channel
flow routing.

3.2.1 Floodplain Inundation Model (Overland Flow Model)

The shallow water continuity equation in 2D floodplain can be written as (Chow
et al. 1988)

∂ξ

∂t
+ ∂p

∂x
+ ∂q

∂y
= Ie f f,t (1)

Ie f f,t = Pt − Et − St −Wt − It (2)

where ξ is surface elevation, p and q are flux densities along x and y directions,
and Ie f f,t , Pt , Et , St , Wt , and It are effective precipitation, rainfall depth, evap-
otranspiration, surface storage loss, wetting loss, and infiltration loss at time ‘t’,
respectively.

The 2D shallow water equations for momentum conservation along x and y
directions may be expressed as follows:
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Here, p = hu and q = hv where u and v are the depth-averaged velocities along
x and y directions, where h (x,y,t) is water depth (= ξ − Ieff,t), C(x, y) is Chezy
resistance, g is acceleration due to gravity, f (V ) is wind friction factor, V, Vx, Vy (x,
y, t) are wind speed and its components in x and y directions, � (x, y) is Coriolis
parameter (latitude dependent), pa (x, y, t) is atmospheric pressure, ρw is density of
water, and τ xx, τ xy, τ yy are components of effective shear stress (Chow et al. 1988).

3.2.2 Channel Flow Model

The governing equations for channel flow modelling are the Saint–Venant’s equa-
tions of 1D open channel hydraulics that consist of conservation of continuity and
momentum as given below (Chow et al. 1988)

∂A

∂t
+ ∂Q

∂x
= 0 (5)

∂Q

∂t
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(
αQ2

A

)
+ gA

∂h

∂x
+ gQ|Q|

C2AR
= 0 (6)

where Q is discharge, A is flow area, q is lateral inflow, h is stage above datum, C is
Chezy resistance coefficient, R is hydraulic or resistance radius, and α is momentum
distribution coefficient (Chow et al. 1988).

3.2.3 Sewer/Stormwater Flow Model

For an urban region, sewer or stormwater network consisting of a pipe network plays
an important role in the drainage of floodwaters (Martins et al. 2018). The hydraulics
of pipe flow varies based on its flow state as free surface flow or pressurized flow.
The continuity and momentum equations for unsteady flow through pipes can be
described as follows (Rossman 2006):
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where Q is discharge, A is flow area, y is flow depth, g is acceleration due to gravity,
x is distance in the flow direction, t is time, S0 is bottom slope, and Sf is friction
slope.

3.2.4 Hydrodynamic Coupling of 1D-2D Models

In urban flood modelling, dynamic coupling of 1D and 2D models has been the
focus of recent researchers to avoid limitations of stand-alone 1D or 2D approaches
(Leandro et al. 2009; Martínez et al. 2018; Noh et al. 2018). Due to computational
limitations, hydraulic models have typically solved 1D St.-Venant equations, which
are computationally efficient, but cannot accurately model complex topography.
Recent advances in computational capacity have made 2D solvers more feasible
(Kalyanapu et al. 2011; Hou et al. 2020). A 2Dmodel can accurately model complex
topography, but it is not computationally efficient as a 1D model, and has diffi-
culty in modelling in-channel structures. Advantages of both types of models can
be combined by coupling 1D and 2D models. Hence, a combination of the 1D
model of the channel and/or sewer network with a 2D model of the floodplain can
yield better results in terms of accuracy and computational efficiency in hydraulic
modelling (Noh et al. 2018). Flood plain modelling may involve dynamic prediction
of inundation areas within complex urban areas that comprise constructions, chan-
nels, tunnels, or roadwork in addition to the natural marshes and plains, which may
determine flow paths and flood wave propagation. To overcome all limitations of
manual coding, which requires enormous computational effort and time, there are a
number of commercially available flood simulation packages that include ANSYS
CFX (www.ansys.com), SOBEK (https://www.deltares.nl/en/software/sobek/),
Delft3D (https://oss.deltares.nl/web/delft3d), FLO-2D, (https://flo-2d.com/),MIKE-
FLOOD (https://www.mikepoweredbydhi.com/), and TUFLOW (https://www.tuf
low.com/). The modelling tools must be chosen as per the application and require-
ments of the site (Mohanty 2019). A list of the most widely used 1D, 2D, and 1D-2D
coupled flood models and their sources is outlined in Table 2.

3.3 Flood Hazard Ranking

Flood hazard can be expressed as a function of both flood severity and probability.
Flow depth and velocity are the two main attributes of flood severity, which can

http://www.ansys.com
https://www.deltares.nl/en/software/sobek/
https://oss.deltares.nl/web/delft3d
https://flo-2d.com/
https://www.mikepoweredbydhi.com/
https://www.tuflow.com/
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Table 2 Widely used 1D, 2D, and 1D-2D coupled flood models

Model name Developer Source

1D model HEC-RAS US Army Corps of
Engineers

http://www.hec.usace.
army.mil/software/
hec-ras

SIPSON University of Exeter Not available

MASCARET Electricite de
France-Recherche &
Developpement
(EDF-R&D) in
collaboration with
Centre d’Etudes
Techniques Maritimes
et Fluviales
(CETMEF)

Not available

InfoWorks RS Innovyze https://www.inn
ovyze.com/en-us/pro
ducts/infoworks-icm

FASTER Cardiff University Not available

SOBEK suite DELTARES https://www.deltares.
nl/en/software/sobek/

Flood Modeller Pro
1D solvers

CH2M Hill (formerly
Halcrow Group)

https://www.floodm
odeller.com/downlo
ads/

MIKE 11/MIKE
HYDRO River

Danish Hydraulic
Institute

https://www.mikepo
weredbydhi.com/pro
ducts/mike-flood

TUFLOW ESTRY BMT WBM https://www.tuflow.
com/

2D model HEC-RAS 2D US Army Corps of
Engineers

http://www.hec.usace.
army.mil/software/
hec-ras

Flowroute-i Ambiental https://www.ambien
talrisk.com/

TELEMAC 2D Electricite de France http://www.opente
lemac.org/

InfoWorks 2D Innovyze https://www.inn
ovyze.com/

SOBEK Suite DELTARES https://www.deltares.
nl/en/software/sobek/

Flood Modeller Pro
2D solvers

CH2M Hill https://www.floodm
odeller.com/

MIKE 21 HD (Classic
rectangular and
flexible mesh)

DHI https://www.mikepo
weredbydhi.com/pro
ducts/mike-21

(continued)

http://www.hec.usace.army.mil/software/hec-ras
https://www.innovyze.com/en-us/products/infoworks-icm
https://www.deltares.nl/en/software/sobek/
https://www.floodmodeller.com/downloads/
https://www.mikepoweredbydhi.com/products/mike-flood
https://www.tuflow.com/
http://www.hec.usace.army.mil/software/hec-ras
https://www.ambientalrisk.com/
http://www.opentelemac.org/
https://www.innovyze.com/
https://www.deltares.nl/en/software/sobek/
https://www.floodmodeller.com/
https://www.mikepoweredbydhi.com/products/mike-21
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Table 2 (continued)

Model name Developer Source

TUFLOW Classic, 2D
TUFLOW and GPU
TUFLOW FV

BMT WBM https://www.tuflow.
com/

CaMa-Flood Tokyo University http://hydro.iis.u-
tokyo.ac.jp/~yam
adai/cama-flood/
index.html

1D-2D coupled model UIM + SIPSON University of Exeter Not available

TUFLOW CLASSIC BMT WBM https://www.tuflow.
com/

Flood Modeller Pro CH2M https://www.floodm
odeller.com/

SOBEK suite DELTARES https://www.deltares.
nl/en/software/sobek/

MIKE Flood DHI https://www.mikepo
weredbydhi.com/pro
ducts/mike-flood

InfoWorks ICM Innovyze https://www.inn
ovyze.com/en-us/pro
ducts/infoworks-icm

TRENT Nottingham
University

Not available

LISFLOOD-FP University of Bristol http://www.bristol.ac.
uk/geography/res
earch/hydrology/mod
els/lisflood/

XPSWMM
XPSTORM

XP Solutions https://www.inn
ovyze.com/en-us/pro
ducts/xpstorm

be obtained by performing flood modelling (Mohanty et al. 2020a). As large flood
events occur less frequently, flood probability is inversely related tomagnitude. Flood
hazard can thus be calculated as a discrete combined function of the event intensity
(severity of the event) and return period (frequency). To define the event intensity,
most of the existing methods use a combination of flow depth and velocity (O’Brien
and Garcia 2012; Costabile et al. 2020). The three well-known methods are the
Austrian method (Fiebiger 1997), the U.S. Bureau of Reclamation method (USBR
1988), and the Swiss method (OFEE 1997). The Austrian method calculates the total
energy defined as h+ v2/2 g, where h is the flow depth, v is the velocity, and g is the
gravitational acceleration. The USBR method considers hazard as a combination of
depth and velocity. They prepared charts and graphs for differentiating themagnitude
of hazard for different categories such as adults, cars, and houses. The Swiss method
determines the intensity in terms of a combination of h and the product of h and v. This

https://www.tuflow.com/
http://hydro.iis.u-tokyo.ac.jp/~yamadai/cama-flood/index.html
https://www.tuflow.com/
https://www.floodmodeller.com/
https://www.deltares.nl/en/software/sobek/
https://www.mikepoweredbydhi.com/products/mike-flood
https://www.innovyze.com/en-us/products/infoworks-icm
http://www.bristol.ac.uk/geography/research/hydrology/models/lisflood/
https://www.innovyze.com/en-us/products/xpstorm
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method has the advantage of assigning high intensities to high depths independently
of the velocities. Also, intensities are calculated as a function of the maximum water
depth generated throughout the event and the product of the maximum velocity
multiplied by the maximum depth. Currently, there are very few works on urban
flood hazard mapping that apply both coupled flood modelling and hazard ranking.
Figure 7 illustrates a typical flood hazard ranking criteria adopted in the MAPPER
module of the FLO-2D flood model. Figure 8 describes the representative efforts on
urban flood inundation mapping and flood hazard mapping.

Fig. 7 Criteria of hazard rating in MAPPER (Conceptualized from FLO-2D 2009)

Fig. 8 Representative past efforts made on coupled 1D-2D urban flood inundation/hazard mapping
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3.4 A Representative Flood Hazard Mapping of an Urban
Catchment

The Mithi River catchment is one of the severely flood-affected regions in Mumbai
City (Ghosh et al. 2020). The catchment, located at the heart of the city, is an urban-
industrial ecosystemwith its outlet at themouth of theArabianSea (Sherly et al. 2015;
Pathak et al. 2020). The catchment upstream comprises steep hilly regions, followed
by relatively flat and highly industrialized areas, whereas the downstream has very
sensitive mangrove wetlands estuary and slums. A coupled 1D-2D flood modelling
approach is applied here to model overland flow and river flow using the FLO-2D
flood model. FLO-2D is one of the most versatile flood modelling tools (Dimitriadis
et al. 2016). The model has an in-built MAPPERmodule for generating flood hazard
(Erena et al. 2018). This tool assumes flood hazard levels at a specific location as a
function of both flood intensity and probability. Flood intensity is defined by flow
depth and velocity. Flood probability is inversely related to flood magnitude. Flood
hazard level is then defined as a discrete combined function of the event intensity
(severity of the event) and return period (frequency). In this study, the floodmodelling
is performed by considering a 6-h and 100-yr return event design rainfall time series
(Sherly et al. 2016), along with other relevant details such as river channel geometry,
high-resolution Digital Elevation Model, river, lakes, buildings, and LULC (Fig. 9).
The limits between the probability regions are defined for return periods of 10, 100,
and 300 years, considering that the event of 10 years is highly probable, the event of
100 has an intermediate probability of occurrence, and the event of 300 years has a
low probability of occurrence.

4 Flood Vulnerability

The word ‘Vulnerability’ is derived from its Latin root ‘vulnerable’, which means
‘to wound’, therefore vulnerability is the capacity to be wounded (Kates 1985; Dow
1992; Turner et al. 2003). Its assessment explores the social, economic, and political
conditions that are likely to affect the capacity of individuals or communities to cope
with or adapt to hazards (Cutter 1996). It is a powerful analysis that describes states
of susceptibility to harm and for guiding the analysis of actions to enhance well-
being through reduction of risk (Adger 2006). As per O’Brien et al. (2004), Adger
(2006), and Füssel (2007), vulnerability (in the context of climate change) may
be expressed as the combination of 3 components: Adaptive Capacity, Sensitivity,
and Exposure. Adaptive capacity is the ability of a system to adjust to actual or
expected climate stresses. Sensitivity is the degree to which a system will respond
to a change in climate, either positively or negatively, and Exposure is the degree
to which people are exposed to hazards. It has four dimensions: System refers to
a population group, an economic sector, a geographical area, or a natural system.
Attribute is the valued attributes of the vulnerable system that is threatened by its
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Fig. 9 Flood hazard map
generated for Mithi
catchment in Mumbai, India,
using 6-h and 100-yr return
event design rainfall in
FLO-2D flood model

exposure to an extreme event, Hazard is a potentially damaging influence on a system,
and Temporal Reference is the time period of interest.

Vulnerability is one of those terms that seems to defy consensus usage showing
many different connotations, depending on the research orientation and perspec-
tive. There is no consensus about the precise meaning of the term vulnerability in
the scientific literature, and it seems to be open to interpretation. In general terms,
all definitions relate vulnerability to the consequences of hazard impacts, are able
to cause damage and losses to a given element or set of elements at risk, and are
expressed as the percentage of loss. Among social scientists, there is a quite conver-
gence of opinion that vulnerability can be expressed in terms of variation in people’s
(system’s) capacity to cope with hazards (Few 2003).

To sum up, the definitions of vulnerability tend to fall into two broad categories
in terms of

• (potential) damage caused to a system by a particular hazard or climate-related
event (hazards and impacts approach), or

• state that exists within a system before it encounters an external hazardous event.
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In the former perspective, the role of the system in mediating the outcomes of
hazards is downplayed or neglected. In the latter formulation, vulnerability is a prop-
erty of a system (‘inherent vulnerability’ or, in the case of people, ‘social vulnera-
bility’ (Adger et al. 2004) and it is the interaction of hazard with system vulnerability
that produces an outcome/disaster (Brooks 2003).

4.1 Frameworks of Vulnerability

Vulnerability lies not only among individuals or groups but also inherent in social
relations and processes. The technology should aim at the overall progress of the
society in a sustainable fashion. There are various frameworks of vulnerability
depending on the contextual goals to be achieved, namelyDouble structure of vulner-
ability (Bohle 2001), Sustainable livelihood framework (Chambers and Conway
1992; DFID 1999), Framework of hazard and risk (Davidson and Shah 1997; Bollin
et al. 2003), ISDR framework for disaster risk reduction (UN/ISDR 2004), Vulner-
ability in the global environmental change community (Turner et al. 2003), Onion
framework (Bogardi and Birkmann 2005), Pressure and release model (PAR model)
(Blaikie et al. 1994; Wisner et al. 2004), Holistic approach to risk and vulnerability
assessment (Cardona 1999), BBC conceptual framework (Bogardi and Birkmann
2005; Cardona 1999), Vulnerability to access relative eco-system vulnerability to
climate change (Lee et al. 2018), Conceptual framework for vulnerability study
of socio-ecosystem (Berrouet et al. 2018), and Vulnerability to climate change (Li
et al. 2019a, b). The various conceptual frameworks mentioned above differ in scope
and thematic focus. Different vulnerability frameworks serve different disciplinary
groups and consequently there is no generally applicable model that can satisfy all
specific needs. The heterogeneous views on vulnerability are reflected in various
analytical concepts and models of how to systematize it. These conceptual models
are an essential step towards the development of methods to assess vulnerability and
systematic identification of relevant indicators. Once the final set of vulnerability
indicators are chosen from a set of potential indicators, the next step is to perform
mathematical operations for quantification of vulnerability.

4.2 Classification of Vulnerability

Vulnerability is broadly classified into natural and human vulnerability (Dibben and
Chester 1999; Alcántara-Ayala 2002). Natural vulnerability depends on the threat-
ening natural hazards, related to geographical location, such as volcanic vulnerability,
flooding vulnerability, land sliding vulnerability, tsunamis vulnerability, hurricane
vulnerability, and so on. Human vulnerability is based on social, economic, polit-
ical, and cultural systems of human activities. Peck et al. (2007) and Karmakar et al.
(2010) classify human vulnerability into four non-intersecting classes, i.e., Social,
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Economic, Infrastructure, and Physical. Social vulnerability refers to individual char-
acteristics of people that relate to their differential incapability to deal with hazards
(Blaikie et al. 1994; Ebert and Kerle 2008; Adger 2000). It emphasizes on reaction,
response, and resistance of a population to a disastrous event. The various influ-
encing factors include initial well-being, livelihood and resilience, self- and social
protection, lack of access to resources, certain beliefs and customs, weak individuals,
and lack of public awareness (Cutter et al. 2003; Alcántara-Ayala 2002; Ebert and
Kerle 2008). These social factors shape the susceptibility of various communities
to damage and govern their ability to respond. Barroca et al. (2006) identify that
understanding the role of societies in causing, reacting to, and remediating the effect
of flood hazards is inevitable in effective flood risk reduction plans.

Economic vulnerability is defined by damage indicators expressed in monetary
terms. Commercial structures play an important role as their damages define the loss
of revenue (Aroca-Jiménez et al. 2018). Moreover, economic centres are the areas
where hazards can have adverse impacts on local economy. An economic centre may
get affected by the loss of income associated with business interruptions and the loss
of jobs associated with business closures at the occurrence of a devastating disaster
(Noy and Yonson 2018). Age of a building is an indicator of economic vulnerability,
because all buildings get affected due to damages but certain buildings and their
structural characteristics are susceptible to greater damages than others (Flax et al.
2002).

Infrastructure vulnerability can be expressed in terms of facilities, resources, or
lifelines in a community (Seppänen et al. 2018; Ouyang et al. 2019). The critical
facilities include schools, emergency shelters, hospitals, public buildings, nursing
homes, and facilities for fire and rescue, police, utilities, communications, etc., and
transportation facilities such as road networks, road bridges, and railways (Dong
et al. 2020). Infrastructure components are important for themovement of population,
communications, and public safety. The inundation of such facilities interrupts traffic
and hampers communications, resulting in higher stress in the exposed population.
Inundationmayalsohinder important emergency routes anddamage the roads (Zhang
and Alipour 2019).

The physical or biophysical vulnerability usually considers biologically suscep-
tible indicators such as wetlands. Wetlands are the most productive ecosystem on
earth (Mustow et al. 2005; Campbell et al. 2020). The concept of biophysical vulner-
ability has been evolved fromglobal environmental change research, which describes
the extent to which a system is vulnerable to adverse effects of climate change and
its ability to adapt to such impacts. There is one more term adaptive capacity that
may be defined as the capacity of a community or an individual to resist or cope
with hazards. The indicators that relate to adaptive capacity may include literacy,
employment, evacuation camps, transportation, emergency help, and so on.
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4.3 Flood Vulnerability Assessment

The IPCC’s third Assessment Report (AR3) described vulnerability as ‘function of
the character, magnitude, and rate of climate variation to which a system is exposed,
its sensitivity, and its adaptive capacity (IPCC 2001). The report defines vulnerability
as ‘the degree to which a system is susceptible to or unable to cope with, adverse
effects of climate change, including climate variability and extremes’. This definition
is analogous to the one reported in the latest report of IPCC’s AR5 (IPCC 2014).
Vulnerability to impacts is essentially a multi-dimensional concept, encompassing
social, infrastructure, economic, and physical factors. Flood vulnerability assessment
starts with the goals or the objectives to be achieved. The various themes of vulner-
ability are chosen based on the goals defined. The indicators for each vulnerability
theme are selected based on the criteria. Once the geospatial data collection for the
indicators is completed, statistical operations are performed to obtain a vulnerability
index. Figure 10 illustrates a framework for generating a flood vulnerability map.
Vulnerability is usually considered to be a function of a system’s ability to cope
with stress and shock. The construction of a vulnerability index requires a method of

Fig. 10 Framework of disaster vulnerability mapping (after Karmakar et al. (2010))
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aggregation. These aggregation operations calculate, display, and validate the indi-
cators of vulnerability, finally obtaining a composite vulnerability index. Prior to
aggregation, normalization (standardization) of indicators is performed as the units
of different vulnerability indicators vary.

It is necessary to transform all indicators into a single unit. Normalizing means
adjusting the values measured on different scales to a notionally common scale,
often prior to aggregation. It helps to bring all units of indicators into a single
alignment. Normalized values allow the comparison of different indicators in a way
that eliminates anomalies. The traditional mathematical expression of standardizing
vulnerability index considers only the maximum value as follows:

V I i = Vi

Vmax
(9)

where Vmax is the maximum value or count of the indicator for all units and V I i is
the value or count of the indicator for the ith unit. The vulnerability index may also
be calculated by standardizing the counts of indicators as follows:

Vulstdi = Vuli − Vulmin
i

V ulmax
i − Vulmin

i

(10)

where Vulstdi is the standardized vulnerability index of the ith unit; Vulmax
i and

Vulmin
i are the maximum and minimum counts of a vulnerability indicator; Vuli is

the count pertaining to the ith unit.
The above equation offers an improvement over the traditional standardization

(Cutter et al. 2000; Wu et al. 2002; Chakraborty et al. 2005; Collins et al. 2009),
as it considers both maximum and minimum values in the expression and ensures
that the vulnerability values are within [0, 1] interval and are always non-negative.
Differentmethods of aggregation include averaging (Rygel et al. 2006;Chandel 2010;
Karmakar et al. 2010), maximization (Chandel 2010), Analytic Hierarchy Process
(AHP) (Wei et al. 2004; Dewan 2013), Data Envelopment Analysis (DEA) (Wei et al.
2004; Huang et al. 2011; Saein and Saen 2012; Sherly et al. 2015; Mohanty et al.
2020b), and so on. The different methods of forming classes in vulnerability index
are cluster analysis, equal interval, quantile division, standard deviation, subjective
division based on empirical experience (Brooks et al. 2005; Zhou and Wu 2009),
Pareto ranking (Rygel et al. 2006), and so on.

5 Flood Risk Mapping

Flood risk is a function of three components, namely hazard, exposure, and vulnera-
bility (Koks et al. 2015). The essential elements of a flood risk map are hazard map
(exposure integrated in terms of land use and soil type) and vulnerability map (Peck
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Fig. 11 Levels of flood risk modelling chain (Conceptualized from Marchand 2019)

et al. 2007; Barredo and Engelen 2010; Karmakar et al. 2010; Hallegatte et al. 2010;
Ranger et al. 2011; Müller 2012; Dewan 2013; Mohanty et al. 2020a). Flood risk
maps indicate potential adverse consequences associated with floods under several
probabilities, expressed in terms of the indicative number of inhabitants potentially
affected, type of economic activity of the area potentially affected, installations that
might cause accidental pollution in case of flooding, and other information which the
region considers useful (Prinos et al. 2008). The process of flood risk modelling inte-
grates many disciplines depending on the level of the details to be modelled starting
from a simple flood probability modelling to a full-fledged flood risk modelling
(Sherly 2016). The hierarchical levels of flood risk modelling along with the disci-
plines involved are shown in Fig. 11. Figure 12 shows representative past efforts on
flood risk mapping in urban regions.

6 Conclusions

Major coastal megacities in the world have been facing elevated degrees of flood
damage annually.Recurrent floodinghas been causing tangible and intangible effects.
The tangible effects like damage to population and assets can be quantified, while
the intangible effects like psychological impacts are not amenable to quantification.
In the context of the increasing trend of urban floods mainly due to climate change
and urbanization, urban flood risk mapping is the first step of flood risk assessment
for an urban region. A flood risk map paves the path to a comprehensive flood risk
management strategy, as it divides a region into various risk zones based on the



146 S. Karmakar et al.

Fig. 12 Representative past efforts on urban flood risk mapping

results of flood risk analysis. Such a map acts as a tool for the public, experts, and
administration for decision-making in tandem with flood risk management agencies.

The climate change is likely to alter rainfall patterns, which would affect the
characteristics of flood hazard maps. Urban flooding becomes more severe in coastal
urban areas as the simultaneous occurrence of heavy rainfall and high tidal waves
can be detrimental, besides, it may further worsen with sea-level rise and land subsi-
dence due to climate change. Hence, hydrological modelling must incorporate the
effect of climate change for a realistic future projection of flood risk (i.e., non-
stationarity/trend). For effective management of flood risk, it is equally important to
give due consideration to information flow on various aspects of flood disaster to the
ground level. The knowledge on regions affected by different levels of flood hazard,
vulnerability, and risk is vital not only for the citizens but also to various govern-
mental agencies, disaster managers, and policy makers. This information system
will allow a wide range of users gain relevant knowledge on flood risk, directing
improvements in the existing flood management strategies.
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Chapter 6
A Survey on Disaster: Understanding
the After-Effects of Super-Cyclone
Amphan, the Helping Hand of Social
Media

Soham Poddar, Mainack Mondal, Saptarshi Ghosh, and Arnab Jana

1 Introduction

Super-cyclonic storm “Amphan” hit Eastern India, specifically the state of West
Bengal, Odisha and parts of Bangladesh in May 2020. Amphan was a very powerful
tropical cyclone—technically, a super cyclone (CAT5) (Balasubramanian andChala-
malla 2020)—that causedwidespread damage.1 In fact, CNN2 reported thatAmphan-
caused damages amount to around US $13 billion, which makes it the costliest
cyclone ever recorded in the North Indian Ocean. The cyclone made landfall in West
Bengal on May 20, 2020.

The meteorological offices in India gave early warning of the development of
Amphan. Consequently, state as well as central governments made an effort prior,
during and after this natural disaster to contain the devastation. However, it is not
well understood how, from a collective societal point of view Amphan affected
the lives of normal citizens, and if novel digital mediums like online social media
platforms (e.g., Facebook,WhatsApp, Twitter) helped the citizens to cope better with
this disaster. Note that cyclone Amphan happened at a time when the state of West
Bengal (and the whole of India) was under strict lockdown restrictions due to the
COVID-19 pandemic. Since physical movement of people was severely restricted,
digital platforms such as online social media are likely to have played an especially
important role in coordinating relief efforts.

1 https://www.bbc.com/news/world-asia-52734259
2 https://tinyurl.com/CNN-amphan
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Thus, in this work, we attempted to understand this collective view via self-
reported data from a sample of Amphan-affected population who resides in West
Bengal, one of the worst affected states due to Amphan. Specifically, we conducted
an online survey to get an estimate of the damages and impact of the cyclone on
people. In this report, we will present our insights gained from the survey.

Some of the key takeaways from the survey are listed below. Details can be found
in later sections.

• People were most affected due to disruption of services such as electricity, phone
and internet than due to physical damages like uprooting of trees (this observation
might have been affected by (i) the COVID19-induced lockdown which meant
most people were indoors and (ii) the bias in our survey participants towards
students and academicians residing in urban areas).

• Among the two most popular electric suppliers in West Bengal, it seems that
CESC managed to restore a significantly higher fraction of connections (over
60%) within a day after the cyclone, as compared to WBSEDCL. However, for
both suppliers, there were a comparable fraction of hard-to-repair connections
whose restoration took more than 4 days.

• Among the popular phone service providers, Jio seems to have performed the best,
with about 52% of the connections being disrupted, compared to almost 89% of
Vodafone connections and 79% of Airtel connections being disrupted.

• The districts of Howrah and South 24 Parganas seem to have been the most
affected,with very high fractions of participants saying theywere severely affected
by multiple factors associated with the cyclone. Though, it is to be noted that our
sample sizes from these two districts are relatively small.

• It is seen that Online SocialMedia (OSM) is being used by the affected population
in several important ways, including inquiring about safety of others, informing
others of one’s own safety, organizing donation campaigns, and so on. However,
the authorities are not using OSM sufficiently to connect to people, which should
be considered by the authorities for the future. There will always be the risk of
fake news/biased opinions spreading through OSM (as also observed to some
extent after Amphan), but the benefits of mass communication through social
media clearly outweigh the downsides.

• Participants have given mixed ratings to the preparedness of the authorities in
dealing with the disaster—the number of people who opined that the authorities
were highly prepared to deal with the disaster almost equals the number of people
who felt that the authorities were poorly prepared. We observed that people tend
to give higher ratings to the authorities if they received helpful responses from
the authorities, and if their services were restored earlier.

The insights obtained from this study can help the authorities to better understand
the evolving information needs of people and to improve how they connect with
people during disaster situations in future.

Organization of the Chapter: The rest of this chapter is organized as follows.
We discuss some related work in Sect. 2, followed by the description of our survey
methodology in Sect. 3. We then analyze the responses to the survey in subsequent
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sections, starting with the demographics of the participants in Sect. 4. We then get
an estimate of the damages caused by the cyclone to various localities and districts
(Sect. 5), followed by how much the damages affected the people (Sect. 6). Then we
discuss the use of OSM platforms by the people affected by the cyclone (Sect. 7). We
also analyze how well the authorities were prepared to deal with the crisis (Sect. 8).
Further, we discuss some implications/takeaways from the survey that can help better
handling of disasters in future (Sect. 9). We conclude the study in Sect. 10.

2 Related Work

Studies on Similar Disasters: The frequency of super-cyclones has been predicted
to have increased in recent past due to climate change and other man-made interven-
tions, and this phenomenon has been studied across the globe (Nott and Hayne 2001;
McCabe et al. 2001). These events pose serious threat to public health, livelihood
and civil infrastructure in general (Majra and Gur 2009; Iwasaki et al. 2009). In this
context, researches have pointed towards the growing needs of the adaptive capabil-
ities of developing nations towards these extreme events especially with the surge
in frequency and intensity (Mirza 2003). Several studies have also been conducted
accessing the vulnerabilities in the process of disastermanagement in India (Kawyitri
and Shekhar 2020; Mazumdar and Paul 2016; Yadav and Barve 2017).

Importance of Participation of Population During Disasters: The public
opinion towards authorities during a disaster has been studied previously
in O’Sullivan et al. (2012), OECD (2013), Eiser et al. 2012). Such studies have
shown that proper communication in both directions (authorities and the public) is
important in helping to prepare the population before a disaster (Grothmann and
Reusswig 2006), which can greatly reduce the damages caused (Mahdavian et al.
2020; Ardaya et al. 2017). How the authorities choose to communicate can also affect
the co-operation of the people with them (Coombs 1995). This brings forward the
importance of participation of the local population on matters related to disaster risk
mitigation, and the importance of authorities to communicate effectively with them.
Especially in the context of developing nations like India, the importance of public
participation in disaster management and planning for short-term crisis manage-
ment and long-term risk management has been ascertained (Bhattacharyya 2015;
Kala 2014; Raju and Becker 2013). Studies have shown that public communication
during disaster plays a crucial role in mitigation of the effects of disasters (Diwanji
et al. 2020; Doyle et al. 2019). This can be done in several ways, ranging from
traditional television/radio broadcasts to the emerging use of online social media.

Use of SocialMedia in DisasterMitigation: Online social media has been found
to be an effective method of communication with the population during disasters
over one-way communication channels (Saroj and Pal 2020; Houston et al. 2015;
Alexander 2014; Gao et al. 2011). Firstly, social media can be used to raise disaster
awareness for increasing preparedness of the population (Anson et al. 2017; Rogsta-
dius et al. 2013). Social media can also be used in estimating the demand and supply
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scenarios of infrastructure, emergency supply of food, water and medicine (Reuter
and Kaufhold 2018a; Kryvasheyeu et al. 2016; Imran et al. 2013; Cameron et al.
2012). Quite a few studies focus on mitigation of the after-effects in post-disaster
phases (Kankanamge et al. 2020; Kim and Hastak 2018; Basu et al. 2017), while
some studies are based on monitoring and assessment of the crisis as a whole (Shan
et al. 2019). Research has been done to use social media as a platform to connect
people to help each other during disasters (Li et al. 2019; Purohit et al. 2014). Some
progress has been made in integrating the data from authorities with that from social
media to better help disaster management (Schempp et al. 2019). Social media such
as Whatsapp are also known to be used by responding authorities for coordinating
relief efforts (Resource Mapping During a Natural Disaster: A Case Study on the
2015 Nepal Earthquake 2017).

A surge of posts on socialmedia occur during anymajor events including disasters,
which cover a variety of topics such as reporting of first-hand information or seeking
of help/information from officials (Stowe et al. 2016). However, people often make
posts relating the event which are not relevant to the process of disaster mitigation.
The challenge lies in extracting useful information from the huge amount of social
media posts beingmade and several researches have been conducted in this regard (De
Albuquerque et al. 2015; Middleton et al. 2013; Kumar et al. 2011). Another major
challenge in the process of utilizing social media is the spread ofmisinformation/fake
news, which causes panic among the population and deters authorities from effective
disaster mitigation (Kwanda and Lin 2020; Krishnan and Chen 2018).

3 Survey Methodology

We deployed the survey onMay 30, 2020, i.e., 10 days after the cyclone.We chose to
wait for 10 days after the cyclone due to several reasons—(i) the internet connectivity
of many people was disrupted by the cyclone for several days (as will be evident
from the results of the survey discussed in later sections). Since our survey would be
conducted online, we wanted to ensure that internet connectivity would be restored
for most people and (ii) to allow people time to recuperate from the effects of the
cyclone.

The survey was disseminated through mailing lists of a few educational institutes
in and around Kolkata, West Bengal, and through social media posts by the authors.
Consequently, as can be seen in Sect. 4, most of the participants of the survey were
students and faculty members of educational institutes in and around Kolkata. We
collected data using our survey over a duration of 2 weeks, i.e., between May 30 and
June 16, 2020. In total, 201 participants responded to the survey.

As part of the survey, a participant was mostly asked about the effects of the
cyclone in his/her “locality”, whichwas described as the region approximatelywithin
500 meters in all directions from the participant’s home.3 Among the participants,

3 The exact questions asked during the survey are listed in the Appendix.
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Table 1 Gender distribution
of survey participants and
people in West Bengal. The
gender ratio of the
participants is slightly biased
towards males

Male (%) Female (%)

Survey participants 58.2 41.8

Population of West Bengal (WB) 51.3 48.7

90.6% said theywere themselves in the locality forwhich theywere answering during
the cyclone, while the rest were responding on behalf of others who were in affected
localities.

Note that cyclone Amphan occurred during the COVID-19 pandemic, when West
Bengal (and the whole of India) was under strict lockdown protocols. This excep-
tional situation might have affected some of the observations in the survey. For
instance, our survey indicates that people were much more adversely affected by
factors such as disruption to phone and Internet services, than by physical damages
such as uprooting of trees and waterlogging in their locality (as detailed in later
sections)—the difference between the effects may have been larger due to the fact
that the lockdown forced a lot of people to work from home, without venturing out
into streets. However, it is also possible that the authorities required more time to
repair the damages (e.g., remove uprooted trees, repair damaged electricity cables)
due to the ongoing pandemic (and resultant lockdown), than they would have under
normal circumstances. Also note that our online mode of survey deployment was
the only feasible option during a nation-wide lockdown (as opposed to approaching
citizens’ offline).

4 Demographics of Participants

In this section, we study the demographics of the 201 participants who responded
to the survey, in terms of their gender distribution, age distribution and occupation
distribution. We also compare the distribution of the participants with the overall
population distribution of the state of West Bengal, to check how representative our
set of participants is of the overall population of the state.

Gender Distribution: Table 1 shows the distribution of gender of the survey
participants.4 Wealso compare it to the distribution of gender in the overall population
of the state ofWest Bengal according to 2011 census 2011.5 Aswe can see, the gender
ratio of the survey participants is slightly biased towardsmales, withmales consisting
of 58% of the participants compared to 51% in overall population of West Bengal.

4 We also had “Others” as an option (apart from “Male” and “Female”) in our survey. However, no
participant selected it.
5 www.census2011.co.in/census/state/west+bengal.html

http://www.census2011.co.in/census/state/west+bengal.html
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Fig. 1 Age distribution of
survey participants and the
overall population of West
Bengal (WB). Our sample is
heavily biased towards the
age group between 21 and 40

Age distribution: Fig. 1 presents the age distribution of our participants. We
again compare the age distribution to that of the overall population of West Bengal
according to the 2011 census.6

Evidently, the age distribution of our participants is heavily biased towards people
aged between 21 and 30 years (69% among survey participants, compared to 18%
in WB population). In fact, 85% of the survey participants are aged between 21
and 40 years (compared to 35% in WB). This bias towards younger participants
is mainly a result of our methodology of distributing the survey via mailing lists of
educational institutions, whereby the surveywasmostly taken by university students.
However, this might even be beneficial for our study since people in this age group
are generally well aware of the situation in the localities and their families. In fact,
90% of the participants in this age-group were themselves in the localities for which
they reported the damages.

Occupation distribution: The distribution of occupation of the participants is
given in Fig. 2. Our sample is biased towards more students, teachers and engineers,
with students making up about 53% of our sample. As in the case of age distribution,
this bias stemmed from our recruitment procedure that relied heavily on the students
and faculty members of educational institutes, and users of social media, who are
more likely to use the internet (and take our survey).

Geographical distribution: During the survey, participants were asked to state
the pin code of their locality. Responses were obtained from a total of 124 distinct
pin codes. We mapped the pin codes to the various districts of West Bengal. The
distribution of the pin codes among the districts of West Bengal is shown in Fig. 3a.
According to the Wikipedia,7 and the newspaper “Hindustan Times”,8 the districts
North 24 Paraganas (N24P), South 24 Parganas (S24P), Kolkata (KOL), Hooghly
(HGLY) and Howrah (HWH) were the ones mostly affected by cyclone Amphan.
These are also the five districts from where most of the responses were received.

6 http://statisticstimes.com/demographics/population-of-west-bengal.php
7 https://en.wikipedia.org/wiki/Cyclone_Amphan
8 https://tinyurl.com/HT-amphan

http://statisticstimes.com/demographics/population-of-west-bengal.php
https://en.wikipedia.org/wiki/Cyclone_Amphan
https://tinyurl.com/HT-amphan
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Fig. 2 Occupation
distribution of survey
participants. The participants
are mostly students

We have considered these top five districts individually and grouped the rest as
“Others”, as in Fig. 3b. It can be noted that, although the majority of the survey
participants were from urban areas, some of them were from semi-urban areas.

Summary of Section

We found that our sample population is biased towards a younger population (age
group of 21–40), and towards students. This bias is inherent in our recruitment
procedure (via email list of educational institutions, social media).

However, we note that this biased population is still suitable for our study due
to two reasons: First, our sample covers a wide range of cyclone-affected localities
and provides a wide coverage over age groups as well as gender. Moreover, this
bias might even facilitate parts of our exploration—one of the aims of this study is
to understand the perceptions about digital media usage during disasters; since our
survey respondents are well versed with digital media usage, it is possible to gain
valuable insights about this aspect from the survey (see Sect. 7).

5 Measuring Extent of Damages

In this section, we study the damages caused by the cyclone to the various localities
of the participants. We first analyze the physical damages caused to the localities
(for example, damages to trees and buildings) in Sect. 5.1, followed by an analysis
of how services like electricity supply were disrupted in Sect. 5.2.
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Fig. 3 Geographical
distribution of survey
participants. Most of the
participants were from N24P
and KOL. a: Distribution of
participants among all
districts in WB. b:
Considering the top five
districts and grouped rest as
“Others”

5.1 Physical Damages to Localities

We asked participants to give an estimate of the damages caused by Amphan to their
localities in terms of (i) number of trees uprooted, (ii) number of buildings damaged,
(iii) number of days for which one’s locality was waterlogged. We had specified that
“locality” refers to the region approximately within 500 m in all directions from
the participant’s home. The distribution of responses by the participants is shown
in Fig. 4. We have also calculated the district-wise distribution of heavily damaged
localities, and tabulated them in Table 2.

Trees uprooted: The number of trees that were uprooted or seriously damaged by
the cyclone is shown in Fig. 4a. Uprooting of trees was prevalent in a large majority
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Fig. 4 Measuring the extent
of damages in the localities
of the survey participants. A
lot of trees were damaged in
many localities, but there
was not much damage to
buildings in the localities of
the participants (mostly
urban). Waterlogging and
disruption to drinking water
supply have also been
relatively less. a: Number of
trees uprooted in
participants’ locality. b:
Number of Buildings
damaged in participants’
locality. c: Number of days
for which participants’
locality was waterlogged. d:
Number of days for which
participants’ locality faced
disruption of supply of
drinking water



166 S. Poddar et al.

Table 2 Distribution of heavy damages to different districts, where “heavy damage” is as described
in the first column

Participants
who said their
locality was
damaged
heavily in
terms of:

N24P (60)
(%)

KOL (59)
(%)

S24P (22)
(%)

HGLY (18)
(%)

HWH (14)
(%)

Others (28)
(%)

Trees
uprooted
(More than
five trees)

65.0 66.1 86.4 88.9 85.7 28.6

Buildings
damaged
(More than
five buildings)

10.0 13.6 18.2 27.8 21.4 14.3

Waterlogging
(More than
1 day)

21.7 27.1 18.2 5.6 35.7 10.7

Drinking
water supply
disrupted
(More than
1 day)

35.0 22.0 27.0 44.4 42.9 21.4

Electricity
supply
disrupted
(More than
1 day)

56.7 25.4 81.8 61.1 64.3 28.6

Phone service
disrupted
(More than
1 day)

61.7 72.9 81.8 61.1 64.3 25

Internet
service
disrupted
(More than
1 day)

68.3 88.1 81.8 83.3 100 25

The percentages represent the fraction of participants from that district who said their localities were
damaged heavily. The numbers in brackets below each of the district names represent the count of
participants from that district. The highest percentage in each row is highlighted in boldface. Note
that “Others” refer to all the districts that were not affected much by cyclone Amphan.

of localities. In 66.2% of the localities, more than five trees were uprooted. In 49.3%
localities, more than 10 trees were uprooted.

The district-wise distribution of heavy damage to trees is given in the first row of
Table 2. As expected, damages to trees affected the other districts (“Others”) quite
less (28.6% participants reported more than five trees uprooted), whereas for each
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of the five districts that were most affected by the cyclone, over 65% of participants
reported more than five trees uprooted. The fractions are especially high in South 24
Paraganas, Hooghly and Howrah, where more than 85% of participants from these
districts reported more than five trees uprooted in their locality.

Buildings damaged: The number of buildings damaged in Fig. 4b. Damages to
buildings were relatively less in the localities of our survey participants. Only in 15%
of the localities, more than five buildings were damaged. From Table 2, we see that
the fraction of participants who reported more than five buildings damaged is 10%
in North 24 Paraganas, 13.6% in Kolkata, slightly more (27.8%) in Hooghly. These
low fractions are somewhat expected due to these being urban areas.

Waterlogging: The distribution of the duration forwhich the localitieswerewater-
logged is shown in Fig. 4c. About 21% of all localities of the participants faced
waterlogging issues for more than 1 day. As seen in Table 2, waterlogging affected
Howrah the most (35.7% of participants reported waterlogging for more than one
day) and Hooghly the least (5.6% participants reported waterlogging for more than
one day).

The relatively low severity of waterlogging in some localities indicates good
drainage facilities in those localities. The areas where waterlogging was more severe
could have improper drainage that tends to flood even with normal rains. In fact,
31.2% of the survey participants said that their locality was waterlogged due to
cyclone Amphan but is not usually waterlogged during normal rainfall. Whereas,
23.8% of participants said that their locality gets regularly flooded every time there
is heavy rainfall. The authorities should attempt to improve the drainage facilities in
these localities.

5.2 Disruption of Services

We asked the participants if their drinking water, electricity, phone and internet
services had been disrupted due to the cyclone Amphan, and if so, how long it took
for these services to be restored back. We now analyze the disruption of various
services.

Disruption of drinking water supply: The duration for which the supply of
drinkingwaterwas disrupted is given inFig. 4d.About 30.3%of the participants faced
problems with drinking water supply beyond one day. The district-wise distribution
is given in Table 2. Drinking water problems were faced by all districts more or less
evenly, with Hooghly and Howrah facing the most problems, with 44.4% and 42.9%
of the participants from these districts saying they faced irregular drinking water
supply beyond one day.

It can be noted that disruption of drinking water supply may be correlated with
electricity services being hampered for a long time (as discussed below), which
rendered electric water pumps inoperable.

Disruption of electricity supply: There are two primary electricity supply
providers in West Bengal—(i) CESC that primarily supplies Kolkata and parts
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of Howrah and other districts neighboring Kolkata and (ii) WBSEB/WBSEDCL
that supplies the other regions. In total 91 of our survey participants reported
they were supplied by CESC, and 106 participants reported they were supplied by
WBSEDCL/WBSEB (while only 4 reported some other supplier).

In total, as many as 89.1% of our survey participants reported disruption of elec-
tricity in their locality. Specifically, 82.4% out of the 91 participants supplied by
CESC and 95.3% out of the 106 participants supplied by WBSEDCL/WBSEB
faced disruption of electricity supply. Thus, it seems that people supplied by
WBSEDCL/WBSEB were disrupted more than those by CESC (95.3% versus
82.4%).

The distribution of time taken for restoration of electricity supply is given in
Fig. 5. The overall trends are given in Fig. 5a whereas Fig. 5b gives a comparison
between the two major electricity suppliers CESC andWBSEDCL/WBSEB. In case
of CESC, the majority of the connections were restored within a day (61%), whereas
WBSEDCL/WBSEB took longer to restore supplies. However, for both providers,
a considerable fraction of connections took longer than 3 days to restore (21.4% for
CESC, and 27.6% for WBSEDCL/WBSEB).

Fig. 5 Time taken (in days)
for restoration of electricity
supply. We present
(a) overall results, and (b) a
comparison between the two
major electricity
suppliers—CESC and
WBSEB/WBSEDCL. The
percentages in the bar charts
are calculated based on the
number of participants for
whom services were
disrupted (91 participants
supplied by CESC, and 106
by WBSEDCL/WBSEB;
82.4% and 95.3%
participants respectively
faced disruption for them). a:
Number of days taken for
restoration of electricity (for
all 201 participants). b:
Comparison of electricity
restoration time between
CESC and
WBSEDCL/WBSEB
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The district-wise distribution of disruption of electric supply is given in Table 2.
Aswe can see, a significantly less number of participants fromKolkata (25.4%) faced
disruption beyond 1 day. The “Others” were not affected too much by the cyclone,
hence most of the participants from these regions had electricity restored in under a
day. However, the districts of North 24 Parganas, South 24 Parganas, Hooghly and
Howrah saw heavy disruption of electricity services.

It can be noted that a large majority of electricity connections of Kolkata and
Howrah are supplied by CESC. There is a huge difference in the fraction of connec-
tions in these twodistricts thatwere disrupted formore than aday—25.4%forKolkata
and 64.3% for Howrah. This difference indicates that CESC may have prioritized
fixing connections in Kolkata since it is a major city.

We had also asked the participants (who said they faced disruption of electricity
supply) if their locality had some public utility whose operation could have been
disrupted due to lack of electricity. About 11.7% of participants answered there were
hospitals/nursing homes in their localities, 26.1% said there were water pumping
stations, and as many as 67.8% of participants said there were mobile towers in their
locality. Themobile towers not getting electricity supply for long could have depleted
their backup power source, which led to further disruption of phone and internet
services (as discussed below). The same goes for the water pumping stations, whose
disruption could have led to unavailability of drinking water in certain localities for
a long duration.

Disruption of phone and Internet Services: Next we asked about the disrup-
tions to phone and internet services. For the phone connections, we asked survey
participants to mark which service providers they used, and which of them were
disrupted, and how long it took for at least one service to be restored. For internet
connections, we asked which media they used to access the internet (like mobile
internet or broadband), and if they faced disruption of internet services.

It can be noted that there are four primary mobile service providers in the state of
West Bengal—Vodafone, Airtel, BSNL and Jio. Out of the 201 survey participants,
114, 103, 53, and 132, respectively, reported using these services. Note that many
participants reported to be using more than one mobile service providers simulta-
neously. For internet connectivity, there are two popular choices—mobile internet
(used by 168 participants) and broadband internet (used by 111 participants). Again,
several participants reported to be using both.

Table 3 Number of
participants who avail
different network providers
for phone and percentage of
participants who experienced
disrupted phone services

Network Provider Total Disrupted (%)

Overall 201 85.1

Vodafone 114 88.6

Airtel 103 78.6

BSNL 53 66.0

Jio 132 52.2
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Table 4 Number of
participants who avail internet
via different technologies,
and percentage of participants
who experienced disrupted
internet services

Internet technology Total Disrupted (%)

Overall 201 88.6

Mobile 168 89.9

Broadband 111 90.1

Fig. 6 Time taken for phone
services to be restored

Table 3 shows the fraction of mobile connections that were disrupted. Overall, a
huge number (85%) of phone connections seem to have been disrupted, with even
more (88.6%) internet connections being disrupted. Among phone service providers,
Vodafone seems to have been disrupted the most (88%), followed by Airtel (78.6%),
while Jio connections were disrupted quite less relatively (52%). These observa-
tions in our survey corroborate with reports in the news media. For instance, The
Indian Express reported9 on May 22, 2020 (i.e., 2 days after the cyclone)—“indian-
express.com reached out to some people in Kolkata, and most of them told us that
only Jio and BSNL services are working somewhat decently, whereas, Vodafone and
Airtel services are not working at all”.

Table 4 shows the fraction of disrupted internet connections. Internet connections
were also heavily disrupted, where close to 90% of both mobile internet connections
as well as Broadband Internet connections were disrupted.

The distribution of restoration times of the phone services is given in Fig. 6 where
it is seen that a large fraction of phone connections (42.1%) took more than 3 days to
be restored. The distribution of restoration time of internet services is given is Fig. 7,
and a significant fraction of them (57.8%) took more than 3 days to be restored.

The district-wise distributions of phone and internet connections that were
disrupted for more than a day are shown in Table 2. It seems the phone and internet
services were disrupted for over a day for a large majority of participants in all the
five districts that were mostly affected by Amphan. The districts of Kolkata, South
24 Parganas and Howrah (especially for internet service disruption) seem to have

9 https://tinyurl.com/IE-amphan

https://tinyurl.com/IE-amphan
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Fig. 7 Time taken for
internet services to be
restored. Note that
restoration of internet
services took more time than
restoration of phone
services, for a substantial
fraction of participants

been severely affected (though our sample size from Howrah and South 24 Parganas
is quite small).

It can be noted that phone connections were disrupted slightly less than internet
connections. Several participants indicated that, even though they could not access
the internet through their mobile connections, they could use their phones for calling
(especially the ones using the service provider Jio).

Summary of Section

The major physical damage (in the localities covered by our survey participants)
was uprooting of trees, whereas the damage to buildings seemed less (since most
of the participants were from urban areas). There was not too much damage in
terms of waterlogging and disruption of supply of drinking water, even though some
participants faced disruption of drinking water supply beyond 3 days. The district of
Hooghly seems to have faced the most damage; however, the number of participants
from here is quite less.

Importantly, a huge fraction of participants faced disruption of electricity, phone
and internet services; even worse, a huge fraction of these services took more than
3 days to be restored (this delay in restoration could have been higher due to the
ongoing COVID19-induced lockdown). Among the two most popular electricity
suppliers, it seems that CESC managed to restore a significantly higher fraction of
connections within a day after the cyclone, as compared to WBSEDCL. Among the
popular phone service providers, Jio seems to have faced relatively less disruption.

6 Effect of These Damages on the Population

In this section, we attempt to study how severely the population was affected by
the damages caused to their localities. We considered the seven factors discussed in
Sect. 5 and tried to find to what extent the participants were affected by each factor.
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To this end, for each of the seven factors, we asked participants to rate the extent
to which they/their family were affected, on a Likert scale of 1–5, where level “1”
indicates “not affected at all”, and level “5” indicates “extremely severely affected”.
The distributions of the responses for all seven factors are shown in Fig. 8a–g.

We consider a participant to be “severely affected” if he/she selected levels 4 or
5 on the Likert scale. We have sorted the factors based on the decreasing order of
number of people saying that they were severely affected by a certain factor. We also
calculated which factors affected people severely (participants who selected levels 4
and 5) from each of the districts, and have tabulated the district-wise distributions in
Table 5.

Electricity, phone, internet and drinking water services: A staggering 72.8%
of the participants were severely affected (i.e., selected levels 4 or 5 on the Likert
scale) by disruption of internet services (see Fig. 8a). As many as 67.3% of the
participants were severely affected by disruption in phone services (Fig. 8b), while
48.5% of the participants were severely affected by disruption of electricity supply
(Fig. 8c).

There can be two potential factors leading to such high fractions of people getting
severely affected by disruptions of these services. First, as stated earlier, the cyclone
occurred during the COVID19-induced lockdown which forced a lot of people to
work fromhome. Second, our sample populationmostly consisted of students, faculty
and engineers (as given in Sect. 4). These services were particularly crucial for our
sample population while working from home. These two factors might explain why
the disruption severely affected so many of the survey participants.

The district-wise distribution of these participants is given in the first three rows
of Table 5. It seems that people from Howrah and South 24 Parganas were most
severely affected overall (though the number of participants from these districts is
only 14 and 22, respectively).

Also 24.7% of the participants were severely affected by drinking water shortage
(Fig. 4d), with the highest fraction being from Howrah.

Physical damages to localities: For the three physical damage factors (uprooting
of trees, damage to buildings, and waterlogging), the number of people severely
affected follows the same pattern as the amount of damages caused. Figure 8d
shows that 30.3% of the participants were severely affected due to uprooting of
trees. Figure 8f shows that not too many (16.3%) were affected severely by water-
logging and even fewer (10%) by damages to buildings as shown in Fig. 8g. The
probable reason for these low fractions is that the participants were from urban areas
mostly.

The district-wise distribution of these participants is given in Table 5. Uprooting
of trees seems to have affected people more or less equally from all the districts,
except for South 24 paraganas where a lot more people (50%) seem to have been
affected,which is expected because of the huge amount of trees present in this district.
Waterlogging seems to have been a problem mostly in Kolkata, North 24 Paraganas
and Howrah. North 24 Paraganas seems to be most affected by damage to buildings,
but still only a few participants (10) said they were affected severely.
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Fig. 8 Severity of
participants affected by
disruption of various factors
on a scale of 1 (least severe)
to 5 (most severe).
Participants were affected
much more by disruption of
services than physical
damages to their localities. a:
Self-reported severity for
disruption of internet
services. b: Self-reported
severity for disruption of
phone services. c:
Self-reported severity for
disruption of electricity
supply. d: Self-reported
severity for uprooting of
trees. e: Self-reported
severity for disruption of
supply of drinking water. f:
Self-reported severity for to
waterlogging. g:
Self-reported severity for
damages to buildings
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Fig. 8 (continued) e

f

g

Summary of Section

The population was affected much more by disruption of electricity, phone and
internet services than by physical damages such as uprooting of trees and water-
logging (which may be because of the COVID19-induced lockdown and the bias in
our survey population). All districts seem to have been more or less equally affected
due to disruption of internet and phone services (except for “Others” which were
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Table 5 Distribution of participants who were severely affected (i.e., selected one of the highest
two levels 4 or 5 on Likert scale of being affected) by various factors, across the different districts

Participants who said
they were heavily
affected (levels 4 and
5) due to

Overall
(201) (%)

N24P
(60) (%)

KOL
(59) (%)

S24P
(22) (%)

HGLY
(18) (%)

HWH
(14)(%)

Others
(28) (%)

Disruption of internet
connectivity

72.8 81.7 69.5 86.4 77.8 100 32.1

Disruption of phone
connectivity

67.3 73.3 67.8 86.4 72.2 78.6 28.6

Disruption of
electricity supply

48.5 60.6 27.1 77.3 50.0 78.6 28.6

Uprooting of trees 30.0 33.3 23.7 50.0 33.3 35.7 17.9

Disruption of drinking
water supply

24.7 30.0 20.3 31.8 22.2 42.9 10.7

Waterlogging/flooding 16.3 20.0 22.0 9.1 11.1 21.4 3.6

Damage to buildings 9.9 16.7 6.8 9.1 5.6 7.1 7.1

The percentages represent the fraction of participants who were severely affected from that district.
The numbers in brackets below each of the headers represent the count of participants from that
district. The highest percentage in each row is highlighted in boldface. The seven factors (rows)
are arranged in decreasing order of the overall fraction of participants who said they were severely
affected by a certain factor (second column).

anyway affected less by the cyclone). South 24 Paraganas and Howrah seem to have
been affected more by disruption of electricity supply. Participants from South 24
Paraganas seem to have been affected significantly more due to uprooting of trees,
whereas Kolkata and North 24 Paraganas seem to have been affected more due to
waterlogging.

7 Impact of Social Media

Online Social Media (OSM) is being increasingly used in post-disaster times both
within India and abroad (Nazer et al. 2017; Imran et al. 2015; Niles et al. 2019; Reuter
andKaufhold 2018b). In this section,we analyze the impact ofOSMonpeople during
the days immediately after the Amphan cyclone.We also try to analyze how effective
the authorities were in utilizing social media to reach people during the disaster.

OSMusage of participants in general: Out of the total of 201 survey participants,
198 said that they use social media, and the frequency of usage is as given in Fig. 9.
Our survey participants mostly consist of people who frequently use social media,
with 90.5% participants using social media every day. This high social media usage is
expected as our survey population is biased towards people who frequently use social
media and are thus more likely to respond to our survey (as discussed in Sect. 4).
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Fig. 9 Frequency of social
media usage of our
participants

Table 6 Different social
media used by participants

Twitter (%) Instagram (%) Facebook (%) Whatsapp (%)

22.9 46.8 85.1 95.5

We also asked the participants that social media apps/sites they use, with a lot of
them using Facebook and Whatsapp as shown in Table 6.

OSM usage of participants within 7 days after Amphan: We asked three
primary questions to the survey participants to find out the impact of social media
during and after the disaster—(i) whether they posted any information related to
cyclone Amphan on OSM, (ii) whether they received any useful information related
toAmphan fromOSMand (iii) whether they observed any undesirable/harmful infor-
mation related to Amphan on OSM. All these questions specified that the partici-
pants should consider a time window of 7 days after the cyclone while answering
these questions (e.g., whether they had posted/received any information relevant to
Amphan from OSM within 7 days after the cyclone).

In each of the three questions described previously, we had also kept an option
stating “I did not use social media within 7 days after Amphan”. A total of 22
participants selected this option for all three questions. We tried to find the reasons
for these people not using social media. Two potential reasons could be (i) they
are generally infrequent users of OSM, or (ii) their internet/electricity services were
disrupted after the cyclone, thus preventing them from using OSM. It is interesting
to see that, out of the 22 participants who did not use OSM in 7 days after Amphan,
most of them (81.8%) are frequent users of OSM. Among them, about 72.7% faced
internet connection problems and 63.6% faced electricity problems beyond 2 days
after the cyclone, which might have been the reason for them not being able to use
social media. It is difficult to guess why the rest did not use OSM for those few days.
It is possible that they were recuperating from the effects of the cyclone and/or the
COVID pandemic.
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The rest 179 (89%) of our survey participants used OSM during the period of 7
days after Amphan. We refer to these participants as “active users”. In the rest of this
section, we analyze the information posted/received by these active users on OSM
over the 7 days immediately after cyclone Amphan.

Information posted on social media: We first asked if the participants them-
selves had posted information related to Amphan on social media during the 7 days
immediately after the cyclone. The responses have been tabulated in Table 7. Quite a
lot of the participants (46.4% of the active users) used social media but did not post
anything related to Amphan. However, the rest actually posted various information
related to Amphan on OSM, e.g., described the situation in their locality (14% of
active users), or posted images of damages in their locality (20.1%), posted their
opinion on issues related to Amphan (13.4%), and so on. An important usage of
OSM seems to be that a sizable fraction of people are using OSM to inquire about
safety of others (27.9%of the active users) and to informothers about their own safety
(26.8%). The use of OSM for inquiring about safety of others and informing others of
one’s own safety has been observed during other disaster events as well (Reuter and
Kaufhold 2018b). Around 15.6% people also posted information to help others. A
small fraction of participants (5.6%) specifically connected to social media accounts
of the Government agencies or service providers and asked for help.

Useful information received from social media: We then asked what kind of
useful information they received from OSM related to Amphan. The responses are
summarized in Table 8. Among the participants who used social media within 7
days after Amphan, 18.4% did not get any useful information related to Amphan.
The rest 81% of participants received various useful information, including 33% of
them receiving useful updates from government and/or service providers. As many
as 43% of active participants received information about safety of others, 31.3%
received important updates from their own locality, and 49.2% received important
updates from other regions. We also asked the participants to briefly describe some
social media posts which they felt contained important information on Amphan.
Some of the responses by the participants are shown in Table 10. From this table, we
observe another important usage of OSM in organizing online donation campaigns.

These numbers show that OSM is more popularly used to consume information
than produce information. Also, it can be noted that the engagement by the authorities
is quite low after the cyclone, as compared to before the cyclone—while 62.7% of
all the survey participants received advance warning before the cyclone via OSM,
only 29.4% received useful updates from authorities in the 1-week period after the
cyclone. This big difference between the two fractions shows that Government and
other authorities can use social media to reach out to more people after a disaster, as
shown also shown in studies (Nazer et al. 2017; Imran et al. 2015). Especially, online
social media is even more beneficial since the authorities can do both—broadcast
information to everyone, and engage with personal user accounts individually—
which is not possible with traditional media like television or newspapers.

Harmful/undesirable information received from socialmedia: Finally, we also
asked if the participants observed any undesirable/harmful content on social media,
which are known to often circulate on social media after a crisis (Zubiaga et al.
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Table 7 Experience of posting information on online social media (OSM), as reported by the
survey participants

Experience with posting information on OSM by participants # % % active

Connected to Government accounts/NGOs/service providers and asked for
help

10 5.0 5.6

Posted my opinion on issues related to Amphan 24 11.9 13.4

Generally described the situation in my locality 25 12.4 14.0

Posted information that can help others (e.g., helpline numbers) 28 13.9 15.6

Posted images of the damages in my locality 36 17.9 20.1

Informed others about safety of myself/my family 48 23.9 26.8

Inquired about safety of others 50 24.9 27.9

I used social media, but did not post any information related to Amphan 83 41.3 46.4

“#” (%) represents the number (percentage) of participants. “% active” is the fraction of participants
who said theywere active on socialmediawithin the 7 days followingAmphan. The rows are ordered
in increasing number of participants.

Table 8 Information received by the participants from social media

Experience with information received by our participants from OSM # % % active

I used social media, but did not receive any useful information related to
Amphan

33 16.4 18.4

Received important updates from my own locality 56 27.9 31.3

Received useful updates from Government accounts/NGOs/service
providers

59 29.4 33.0

Received information about safety of others 77 38.3 43.0

Received important updates from other regions 88 43.8 49.2

Received advance warning about the cyclone (from social media) 126 62.7 70.4

The columns are same as that in Table 7. The rows are ordered in increasing number of participants.

2018; Rajdev et al. 2015). The responses to our question are summarized in Table 9.
Among the participants who used social media within 7 days after Amphan, 48%
said they observed some undesirable/harmful posts—19.6% said they observed fake
news/rumors, 21.2% said they saw toomuch useless posts, 34.1% observed toomuch
of political arguments, and 7.8% saw too much of superstitious/religious posts. We
also asked the participants to briefly describe some social media posts that they
thought had a negative impact on the situation. Some of their responses are shown
in Table 11.

Summary of Section

As discussed earlier, our sample of survey participants is biased towards frequent
social media users; but this bias actually makes the analysis in this section more
credible.We found that people useOSMinmanydifferentways in the aftermath of the
disaster. Importantly, out of the “active” surveyparticipantswhousedOSMduring the
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Table 9 Undesirable/harmful content observed by participants on social media

Experience of undesirable/harmful information on OSM # % % active

Observed too much of religious/superstitious posts 14 7.0% 7.8%

Observed many posts about other regions, but not enough coverage of
my locality

30 14.9% 16.8%

Observed fake news/rumours 35 17.4% 19.6%

Observed too much useless posts 38 18.9% 21.2%

Observed too much of political arguments 61 30.3% 34.1%

I used social media, but did not observe any negative effect of social
media

86 42.8% 48.0%

The columns are same as that of Table 7. The rows are ordered in increasing number of participants.

7 days immediately after Amphan, 81.6% said they received some useful information
related to Amphan from OSM, while 52% said they observed undesirable/harmful
content on OSM. Hence, a much larger fraction of users (who actively use social
media) seem to find useful information via OSM, than the fraction of users who find
OSM propagating harmful content.

Also, our study indicates that Government agencies and service providers should
engagemorewith people viaOSMin the aftermathof a disaster, to give them localized
and personalized updates on the situation.

8 Preparedness of Authorities

In this section, we study how vigilant the authorities (including government and
private service providers) were to mitigate the damages caused by the cyclone.

Warning people about the cyclone in advance: We asked the participants if
they had received advance warning about the cyclone, and if so, via which medium.
The responses are given in Table 12. The authorities were effective in informing a
large majority of people via news media (94.5%), but relatively less through direct
communication (31.3%). A large fraction (62.7%) also received warning from social
media.

In fact, one of our participants from a remote region ofWest Bengal commented—
“The Govt. of West Bengal warned us through SMS that those who were not staying
in pukka houses should find some place safe and stay there for the next few days.
It also specifically warned residents near coastal areas”. Hence, the authorities were
very much effective in warning people about the cyclone.

Responses received from authorities after the cyclone: We asked the partici-
pants if they had tried to contact any of the authorities for assistance immediately after
the cyclone. About half of the participants said that they did not attempt to contact
any authority. To the other half of the participants (who tried to contact authorities
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Table 10 Sample responses (excerpts) by participants when asked to describe “social media posts
that you found to contain important information on Amphan”

Category Responses

Situational information – Updates on the speed and movement of the cyclone

– Updates on the measures taken by the State and
Central Government

Useful contacts – Essential phone numbers for connecting CESC,
Water Department, Government of WB Facebook
Page, etc

– Instagram and WhatsApp stories with helpline nos
and CM relief fund donation details

– I came across phone numbers where I could address
my problems regarding the disruption of electricity,
and NGOs helping the needy

Attempts to collect donations and relief – I could see many relief activities going in social
media and people posting activity pictures and
asking for donation to help more. This is a very
positive thing I have seen

– Social media prompted to help bring in donation
drives from people much faster than other media in
these conditions

Inquiring about safety of others/self – Social media gave more important updates since TV
was not working, and even with less internet
connectivity, at least text communication was to
some extent helped to assure about relatives

– On Facebook there appeared a button after the
cyclone to mark whether I was safe during the
cyclone which helps my friends to know about my
situation after the cyclone

Other benefits of social media – The hashtags (#PrayForBengal, #FightBackbengal,
etc.) expressing togetherness of Bengal were
influencing enough

– I feel that the posts, stating the devastating condition
of worst-hit area Sundarban due to Amphan are
helpful in reality. Many can contribute to the funds
that are shared through social media (generally
Facebook)

Table 11 Sample responses (excerpts) by participants when asked to describe “social media posts
that you think hindered/worsened the situation”

Responses

– Posts vilifying little efforts of people trying to donate from selling artwork, trolling
unnecessarily for difference of opinions, fake news about politics around relief work, etc. But
overall negative effect was less than positive

– Fake news and propaganda by political parties

– The posts that tried to add a political angle even to a natural disaster like Amphan

– Negativity spreading regarding Electricity disruption
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Table 12 Communication
medium through which our
participants received warning
about the cyclone

Medium of communication %

Did not receive any warning 2.0

Via communication from Government
(SMS/phone/email)

31.3

Via announcements on news media (TV,
newspaper)

94.5

Via word of mouth from friends and relatives 36.8

Via social media (Facebook/Twitter/Whatsapp) 62.7

for help), we asked whether they received helpful responses from the authorities.
This is the distribution of their responses:

• Could not contact authorities (or no response): 53%
• Could contact but did not receive helpful response: 12%
• Could contact and received helpful response: 35%

It is alarming that as much as 65% of the participants who tried to contact author-
ities could not actually contact them or did not get any helpful response. This high
fraction may be because (i) the cyclone damaged the helplines as well and (ii) due
to the ongoing lockdown situation, the authorities could deploy a reduced number
of personnel (compared to non-pandemic situations). Overall, these statistics show
that authorities should improve their responsiveness after a disaster.

Rating the preparedness of authorities: Finally, we asked the participants to
rate the preparedness of the authorities serving their localities on a Likert scale of
1–10, where level “1” means “authorities were not prepared at all” and level “10”
means “authorities were excellently prepared”.

The distribution of the ratings by our survey participants is shown in Fig. 10. The
mean preparedness rating (averaged across all participants) is 5.25, while the median
preparedness rating (across all participants) is 5.0.

Fig. 10 Preparedness of
authorities as perceived by
our participants
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Table 13 Rating given to authorities (eg, government, service providers) on their preparedness

Participants who said authorities
were

N24P
(60) (%)

KOL
(59) (%)

S24P
(22) (%)

HGLY
(18) (%)

HWH
(14) (%)

Others
(28)

Highly Prepared (Rating ≥ 8) 40.0 20.3 18.2 11.1 21.4 35.7

Poorly Prepared (Rating ≤ 3) 23.3 37.3 27.3 27.8 28.6 17.9

The numbers in brackets below each of the headers represent the actual count of participants from
that district.

We consider the authorities to be highly prepared (from the point of view of
a participant) if they were rated greater than or equal to 8. On the other hand, we
consider the authorities to be poorly prepared (from the point of view of a participant)
if they were rated less than or equal to 3. Out of the 201 participants, almost an equal
number said authorities were highly prepared (55 participants) and authorities were
poorly prepared (56 participants).

Table 13 shows the district-wise fractions of participants (i) who said authori-
ties were highly prepared and (ii) who said authorities were poorly prepared. Inter-
estingly, across all districts, there are both participants who said authorities were
highly prepared, as well as participants who said authorities were poorly prepared.
The authorities seem to have been best prepared in North 24 Paraganas—40% of
the participants from this district said authorities were highly prepared, and much
fewer participants (23.3%) said authorities were poorly prepared. On the contrary, in
Kolkata, only 20.3% said authorities were highly prepared but 37.3% said authorities
were poorly prepared. Apart from North 24 Paraganas and “Others” (districts that
were not affected much by the cyclone), in all other districts, a larger fraction of
participants felt the authorities were poorly prepared (as compared to the fraction
who felt authorities were highly prepared).

Note that the preparedness of the authorities was most probably hampered by the
ongoing COVID19-induced lockdown, which made it difficult for the authorities to
deploy sufficient manpower in many regions.

Reasons for good and bad ratings: We wanted to identify some probable factors
that could have affected the preparedness ratings given by participants. Obviously,
the actual reason behind a participant’s rating can only be found through personal
interaction. Since such interaction was not feasible, we checked if some specific
factors are correlated with the ratings given by participants.

Our hypothesis is that a person’s rating of the preparedness of authorities can
be affected by factors such as whether he/she received helpful responses from the
authorities, how long he/she had to tolerate disruptions in electricity/phone/internet
services, and so on. We now investigate these hypotheses.

Table 14 shows the correlation between the preparedness rating given by a partic-
ipant, and whether the said participant received helpful responses from the author-
ities. We see that 72% of the participants who received helpful responses said that
the authorities were highly prepared, while 88.9% of those who did not receive any
helpful response said that the authorities were poorly prepared. These figures seem to
corroborate our hypothesis that participants who received helpful responses would
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Table 14 Response received from authorities versus rating given to preparedness of authorities

Among those who tried to contact authorities People saying authorities were

Highly prepared Poorly prepared

Total count 25 36

Received helpful response 72.0% 11.1%

Received no/unhelpful response 28% 88.9%

Total count consists of only the participants who tried to contact the authorities.

tend to say authorities were highly prepared, whereas those who did not receive
helpful responses, would tend to say that the authorities were poorly prepared.

Similarly, Tables 15, 16 and 17, respectively, show the correlation between the
preparedness ratings given by participants, and the time taken for restoration of
electricity supply, phone services, and internet services for those participants. All
the three tables showed a common trend (that agrees to our hypothesis)—people
who faced disruption of these services for less than 1 day mostly opined that the
authorities were highly prepared (fractions shown in blue-colored text). Whereas,
people facing disruption of these services for more than 2 days have mostly said
authorities were poorly prepared (fractions shown in red-colored text).

Table 15 Time for restoration of electricity supply versus rating given to preparedness of authorities

Among those facing disruption, electricity supply was
restored in

People saying authorities were

Highly prepared Poorly prepared

Total count 49 51

Less than 1 day 57.2% 45.1%

Between 1 and 2 days 16.3% 5.9%

More than 2 days 26.5% 49.0%

Total count consists of only the participants who faced disruption in electricity supply.

Table 16 Time for restoration of phone connection versus rating given to preparedness of
authorities

Among those facing disruption, phone connection was
restored in

People saying authorities were

Highly prepared Poorly prepared

Total count 44 49

Less than 1 day 45.5% 20.4%

Between 1 and 2 days 29.5% 8.2%

More than 2 days 25.0% 71.4%

Total count consists of only the participants who faced disruption in phone services.
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Table 17 Time for restoration of internet connection versus rating given to preparedness of
authorities

Among those facing disruption, internet connection was
restored in

People saying authorities were

Highly prepared Poorly prepared

Total count 46 50

Less than 1 day 30.4% 8.0%

Between 1 and 2 days 17.4% 4.0%

More than 2 days 52.2% 88.0%

Total count consists of only the participants who faced disruption in internet services.

Summary of Section

While the authorities did a very creditable job of warning people of the cyclone
in advance, the performance of the authorities after the cyclone was not equally
impressive. A large majority of people who tried to contact authorities for help after
the cyclone either could not contact the authorities or did not get helpful responses
from the authorities. Regarding preparedness of authorities, an equal number of
participants rated the authorities to be highly prepared and poorly prepared to deal
with the effects of the cyclone. Notably, in four out of the five districts that were
majorly affected by cycloneAmphan,more people judged the authorities to be poorly
prepared. These overall poor preparedness ratings of authorities seem to be correlated
with factors such as whether participants received helpful responses, or how long it
took for restoration of essential services.

9 Implications

Finally, in this section, we present our synthesis on how, taking lessons from this
disaster, the authorities can better handle future disasters. Specifically, we present our
insights across two fronts. First, as part of the survey, we asked the participants—“If
you have any suggestions that will help to better prepare for future disaster events,
please list them here”; we will present our findings from the participant’s responses
to this question. Second, we will discuss how our survey results strongly indicate
the efficacy (as well as pitfalls) of using social media to help people in the times of
disaster.

9.1 Suggestions to Better Prepare for Future Disasters

We identify a few key themes from the general responses of the participants when
asked to give suggestions that will help to better prepare for future disaster events.
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We present those themes as well as a few verbatim user responses in Table 18.
Specifically, the participants expressed ideas to better handle future disasters in terms
of the after-effects.

Continuous maintenance: Our participants pointed out ways to minimize
damage due to uprooting of trees via continuous maintenance (e.g., cutting and
trimming the trees regularly).

Advanceplanning to employmore resources: The participants opined that, since
a major disaster like Amphan can be expected to disrupt services such as electricity,
mobile and internet, the authorities need to have a better “preparedness planning”
so that more manpower and backup infrastructures can be quickly called upon to
ensure functioning of these services. For instance, power back generators can be
kept ready, and army personnel can be kept prepared to help with cleaning uprooted
trees. In fact, similar suggestions also came up while solving the problem with lack
of drinking water and food in certain areas (e.g., “water should be kept in store from
beforehand in adequate amount”).

Improving co-ordination: An important point that was mentioned was the
improvement of co-ordination among various authorities (e.g., betweenmunicipality
and electricity supplier), e.g., “Need to have synchronized effort all the related depart-
ments and Govt Agencies”. It seems that lack of such co-ordination really hindered
the efforts of the authorities. For example one participant mentioned that “Before
restoring electricity supply, it should be checked whether the locality is still water-
logged. The waterlogging resulted in “electric fires” on several electricity poles
when power supply was restored.” So, more information sharing between different
authorities (e.g., those who are helping with solving water-logging and those who
are fixing affected electrical lines) in crucial for a swifter response.

We note that most of the suggestions discussed abovewere a direct response (from
the participants) to the situation at hand and aimed at addressing the specific problems
faced by them in-spite of the best efforts of authorities. Additionally, we further
analyzed communication between the authorities and citizens via novel mediums
like social media—an avenue that helped some people to avert the worst in this
disaster and could be further improved by developing more systematic mechanisms
for communication.

9.2 Utility of Social Media in Post-disaster Scenario

We note in Table 18 that some participants pointed out the value of communication
between authorities and affected populace. One participant mentioned that “A toll
free number should be given prior to such natural calamity and a quick response team
must be on standby in every locality”. However, given the huge spread of the affected
area and the rarity of such disaster events, such a centralized approach might be too
costly to build for authorities. To that end, our data, however, point out a few very
interesting observations on how to improve the efficacy of two-way communication
between authorities and affected citizens.
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Table 18 Sample responses (excerpts) by participants when asked to give “suggestions that will
help to better prepare for future disaster events”

Themes Responses from participants

Uprooting of trees – Army must be kept ready to take care of the cleaning of
uprooted trees.

– The trees in localities could be trimmed before so that
uprooting can be avoided.

– Trees are not regularly cut and maintained. No pruning
is done even before the monsoons. If regularly cut and
pruned they would, even if uprooted, caused less
damage.

Electricity, mobile, Internet supplies – Electricity dept should be more adequate and engage
more people when the workload is so huge.

– Have power backup generators ready.

– Using underground cables for power distribution in
clustered places like here in Kolkata. Using
underground optical fibre for data transmission.

– Targeting electricity to mobile towers and
communication mediums so that news can travel and
authorities can be contacted and people can be helped
out.

– Before restoring electricity supply, it should be checked
whether the locality is still waterlogged. The
waterlogging resulted in ”electric fires” on several
electricity poles when power supply was restored.

– If main line electric supply wire take down from
electric post before storm came then electric supply
does not damage that much.

Drinking water and food – I think proper drinking water should be kept in store
from beforehand in adequate amount, so that it can be
supplied to people lacking drinking water, later in a
systematic manner.

– Those who are severely affected by the cyclone need to
be served with food for at least a few days.

– Drinking water tankers should be ready to supply after
disaster.

General disaster response – Frequent mock drills within the disaster response teams
and frequent maintenance of the tools/machines used
by them.

– Need to have synchronised effort all the related
departments and Govt Agencies

– The Corporation, electric supply and other authorities
should be well prepared before with lots of manpower
and equipment for disaster.

(continued)
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Table 18 (continued)

Themes Responses from participants

– It’ll be better that if we can provide an idea to those
people who are staying in village about the severeness
of the storm on the basis of the estimated speed, so that
they can take preparation in a much better way. Not
only do’s. Tell the reason why to do..

– Improve drainage system, increase forest more
specifically Sundarban, make concrete structures in
safe distance from the sea.

– When is such natural calamity is forecasted, I feel the
roadside dwellers or homeless people and animals must
be shifted to nearby schools, colleges, or any vacant
and safe buildings so that they don’t face the nature’s
wrath and be safe.

– A toll free number should be given prior to such natural
calamity and a quick response team must be on standby
in every locality

The increasing reach of social media: Recall that Table 12 identified that tradi-
tional broadcast mediums such as newspaper and television fared the best in warning
people of the impending disaster—94%of our participants received advancewarning
through these mass communication mediums. However, these mediums have two
problems—they are costly, and they provide one-way communication (i.e., they do
not provide any simple way for the common people to reach the authorities with their
questions or concerns). On the other hand, online social media (OSM) can reach the
populace at a minimal fraction of the cost, and also provides a simple way for citizens
to reach authorities (i.e., two-way communication). One key finding from Table 12 is
that, asmany as 62.7%of the participants receivedwarning viaOSM,which is second
only to the mass communication mediums. Additionally, even though Amphan led to
severe disruption of Internet connectivity, more than 80% of our survey participants
received useful information about Amphan via social media in the 7 days after the
cyclone (as seen from Table 8). In fact, a major utility of social media seems to be
in inquiring about safety of friends/relatives and informing others about one’s own
safety (as reported by 30%–40% of the participants). These numbers underline the
increasing outreach of this medium, at least among the urban population who are
conversant with use of such novel mediums.

Lowering the cost of disseminating and receiving information: OSM provides
a low-cost and real-time medium for the authorities to reach the citizens, as well as
for the citizens to express their worries to the right people. Furthermore, OSM can
often help (due to the low cost and ubiquity of mobile Internet) to receive information
about the affected remote places which are often not covered by traditional mediums.
For instance, one participant mentioned that “I feel that the (social media) posts,
stating the devastating condition of worst-hit area Sundarban (a remote region in
West Bengal) due to Amphan are helpful in reality. Many can contribute to the funds
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which are shared through social media”. So, our results identify that developing
mechanisms to timely disseminate information on easily-accessible social media
can tremendously help the affected populace to cope up with their loss.

It can be noted that recent research works have developed mechanisms for using
digital media in spite of disruptions in internet connectivity (Paul et al. 2020, 2019).
Such mechanisms can be set up during major disasters to ensure connectivity among
the people, which will increase the access to social media and other digital media in
post-disaster scenarios.

Enabling citizens to get responses from authorities: We note from Table 14
that the event of receiving responses to Amphan-related queries is highly positively
correlated with the favorable perception of people about preparedness of authorities.
However, it is very hard for people to receive responses to their queries via tradi-
tional mechanisms like phone. To that end, our survey results demonstrate a need
for authorities to be more proactive in reaching out and answering queries to help
the affected populace via digital media (including social media). To this end, novel
Artificial Intelligence (AI)-driven chatbots may provide a scalable and automated
way to pave this two-way communication during or after future disasters.

Facilitating trustworthy and useful news on OSMs: OSM have a severe pitfall
today—often, they are not a reliable medium to connect with general populace due to
misinformation, abuse and in general, lack of trustworthy information (Rajdev et al.
2015). Additionally, there is often lot of “conversational chatter” on OSM (such as
political propaganda) which does not help post-disaster relief operations, and in fact,
obscures the critical information. Table 11 identified some types of misinformation
thatworsen the situation.Often suchmisinformation (e.g., rumors) is just a side-effect
of lack of good, authentic information. Thus, we strongly prescribe the authorities
to disseminate more useful information from trustworthy official accounts to drown
such misinformation. Additionally, recent AI-based techniques can be employed
to extract critical information from social media that would help post-disaster relief
operations (Basu et al. 2019; Dutt et al. 2019; Rudra et al. 2015), as well as to identify
and counter rumors and other misinformation (Rajdev et al. 2015; Rudra et al. 2018).
Thus, creating AI-based automated systems to aggregate useful information from
OSM and disseminate trustworthy information on OSM will quite possibly help
people to better cope with natural disasters in future.

10 Conclusion

In this report, we analyzed the responses to an online survey (by 201 participants)
to get insights about the damages caused by the super-cyclone Amphan, and its
impact on people. We saw that our participants were severely affected by disruption
of internet, phone and electric services. In fact, more than 40% of our participants
responded that these services took more than 4 days to be restored. We also found
that people have rated the authorities highly if they were responsive and vigilant
enough to repair the damages caused within a day. Furthermore, our exploration
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revealed that communication (or lack there-of) between the authorities and affected
citizens strongly influenced public perceptions about preparedness of the authorities.
Then we synthesized our findings into policy implications for better handling future
disasters. The survey results strongly suggest that authorities can better handle such
situations using social media and AI-driven techniques over digital mediums that are
low-cost, personalized alternatives of traditional communication media.

This study points towards the current extent of damages such as uprooting of trees
and consequent disruption of electricity and telecommunication services, damage of
buildings and needless tomention,waterlogging.While preparedness of the authority
post-disaster is important, the extent of damage mapping that could be assessed
through the OSM data especially in cases of developing nations could be valuable
for building resilience through adaptivemeasures. Studies pointed out that there could
be relationships between trees, cyclones and house damage (Van der Sommen et al.
2018). The future studies could look into the scenarios and sensitivity of planning and
design of resilient urbanscapes.Additionally this study points towards the importance
of the ability of people to reach out to the authority during and post-disaster; which
instills confidence among the people at large. The current analysis of the perception
of the people would aid the local disaster management teams to prepare for warning
modules together with aid responses as well.

As stated earlier, some of the observations from the survey can be affected by
the ongoing COVID19-induced lockdown situation, as well as by the bias of our
survey participants towards students residing in urban areas. As a result, some of
the micro-level findings might not generalize in another sample and another time.
However, we believe that the broad findings (e.g., communication from authorities
is a necessary aspect, how people use social media during a disaster, what affects
people the most) should generalize across various disaster events.

We believe that this work will pave the way forward in better understanding of
the impact of disasters like Amphan on the general populace, and also help to build
novel mechanisms for authorities to cope with the after-effects of such disasters.
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Survey Questionnaire

We state below the exact questions asked in the survey.
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Some details about you and your locality

In this survey, you will be asked questions about the effect of cyclone Amphan on
your LOCALITY. For purpose of this survey, consider your “locality” to be the region
within approx. 500 m from your home in all directions.

PIN code of your locality: ___.
A more specific identifier for your locality (e.g., street name, specific name of

area): ___.
Were you yourself in the said locality during the cyclone, or are you filling in

the survey on behalf of someone else who was in that locality (e.g., your family or
relatives)? I was myself in the said locality during cyclone Amphan ◦ I am filling in
the survey on behalf of someone else who was in that locality ◦ Other ___.

What is your age group? < 20 years ◦ 21–30 years ◦ 31–40 years ◦ 41–50 years
◦ > 50 years ◦ Would prefer not to say ◦

What is your gender? Male ◦ Female ◦ Other ◦ Would prefer not to say ◦
What is your occupation? (E.g., student, teacher, businessman, doctor, engineer,

software professional, …) ___.

Before the cyclone

How did you receive advance warning about cyclone Amphan? You can select one
or more options. Did not receive any advance warning ◦Via announcements on news
media (TV/newspaper/radio) ◦Via social media (e.g., Facebook/Twitter/WhatsApp)
◦ Via word of mouth from friends/relatives ◦ Via specific communication from
Government (SMS/WhatsApp/phone/email, etc.) ◦ Others ◦

Were any services disrupted evenBEFORE cycloneAmphan struck your locality?
You can select one or more options. No service was disrupted before the cyclone ◦
Electricity was disrupted ◦ Mobile connectivity was disrupted ◦

Were you asked to evacuate your locality before the cyclone struck? Yes ◦ No ◦
Cannot say ◦
Damage in your locality due to Amphan

Approximately how many trees were uprooted/seriously damaged in your locality
due toAmphan?Cannot say ◦No treewas uprooted/seriously damaged inmy locality
◦ Between 1 and 5 trees ◦ Between 6 and 10 trees ◦ More than 10 trees ◦

Approximately how many buildings were damaged in your locality due to
Amphan? Assume “damaged” means anything more severe than breaking of glass
windows. Cannot say ◦ No building was damaged in my locality ◦ Between 1 and 5
buildings ◦ Between 6 and 10 buildings ◦ More than 10 buildings ◦

Approximately for how long was your locality waterlogged/flooded due to
Amphan? My locality was not waterlogged ◦ Less than 6 h ◦ Between 6 and 12
h ◦ Between 12 h and 1 day ◦ Between 1 and 2 days ◦ Between 2 and 3 days ◦
Between 3 and 4 days ◦ More than 4 days ◦ My locality is still waterlogged ◦

Approximately for how long was drinking water supply irregular in your locality?
Drinking water supply was not affected in my locality ◦ Less than 6 h ◦ Between 6
and 12 h ◦ Between 12 h and 1 day ◦ Between 1 and 2 days ◦ Between 2 and 3 days
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◦ Between 3 and 4 days ◦ More than 4 days ◦ Drinking water supply not regular till
now ◦
Disruption of Electricity

Which electricity supplier are you served by? CESC ◦ WBSEDCL/WBSEB ◦ Other
◦

Was electricity disrupted in your locality due to cyclone Amphan? Yes ◦ No ◦
Cannot say ◦

Approximately how long after the cyclone did normal electricity service resume
in your locality? Within 6 h ◦ Between 6 and 12 h ◦ Between 12 h and 1 day ◦
Between 1 and 2 days ◦ Between 2 and 3 days ◦ Between 3 and 4 days ◦ More than
4 days ◦ Normal electricity service not resumed till now ◦

Were electric poles/cables/transformers damaged in your locality due to the
cyclone? Yes ◦ No ◦ Cannot say ◦

Are there any PUBLIC UTILITIES in your locality, whose operations were
hampered due to disruption in electricity? You can choose one or more options.
No public utility in my locality ◦ Hospital/nursing home ◦ Water pumping station ◦
Mobile tower ◦ Other ◦
Disruption in phone connectivity

Which phone service provider do you use? You can select more than one option,
e.g., if you or your family members use multiple service providers. Airtel mobile ◦
BSNL mobile ◦ Jio mobile ◦ Vodafone mobile ◦ Landline phone ◦ Other ◦

Was phone connectivity disrupted in your locality due to Amphan? Yes ◦ No ◦
Cannot say ◦

Which of these phone serviceswere disrupted?You can select one ormore options.
Airtel mobile ◦ BSNL mobile ◦ Jio mobile ◦ Vodafone mobile ◦ Landline phone ◦
Other ◦

Approximately how long after the cyclone did normal phone connectivity resume
in your locality? [In case different services resumed at different times, please specify
for that phone service which resumed the earliest] Within 6 h ◦Between 6 and 12 h ◦
Between 12 h and 1 day ◦ Between 1 and 2 days ◦ Between 2 and 3 days ◦ Between
3 and 4 days ◦ More than 4 days ◦ Normal phone connectivity not resumed till now
◦
Disruption in internet connectivity

How do you connect to the internet? You can select one or more options. Through
mobile phone ◦ Through landline ◦ Cable internet ◦ Other ◦

Was internet connectivity disrupted in your locality due to Amphan? Yes ◦ No ◦
Cannot say ◦

Approximately how long after the cyclonedid normal internet connectivity resume
in your location?Within 6 h◦Between6 and12h◦Between12h and1day◦Between
1 and 2 days ◦ Between 2 and 3 days ◦ Between 3 and 4 days ◦ More than 4 days ◦
Normal internet connectivity not resumed till now ◦
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How much were YOU/YOUR FAMILY affected by the cyclone?

We are stating below some possible aspects of damage. In the context of each aspect,
please rate how much you or your family were affected in the scale of 1–5. Here,
1 indicates "I/my family was not affected at all” and 5 indicates "I/my family was
extremely severely affected”.

Uprooting of trees: 1 ◦ 2 ◦ 3 ◦ 4 ◦ 5 ◦
Damage to buildings: 1 ◦ 2 ◦ 3 ◦ 4 ◦ 5 ◦
Waterlogging/flooding: 1 ◦ 2 ◦ 3 ◦ 4 ◦ 5 ◦
Disruption of electric supply: 1 ◦ 2 ◦ 3 ◦ 4 ◦ 5 ◦
Disruption of phone connectivity: 1 ◦ 2 ◦ 3 ◦ 4 ◦ 5 ◦
Disruption of internet connectivity: 1 ◦ 2 ◦ 3 ◦ 4 ◦ 5 ◦
Unavailability of drinking water: 1 ◦ 2 ◦ 3 ◦ 4 ◦ 5 ◦

Other questions about your locality

Was there any agitation in or around your locality after the Amphan cyclone, to
protest against non-availability of essential supplies (e.g., electricity, water)? Yes ◦
No ◦ Cannot say ◦

Which of the following is true regarding waterlogging/flooding in your locality?
◦ My locality gets regularly flooded during heavy rains and was also flooded due

to Amphan.
◦ My locality does NOT usually get flooded but was flooded due to Amphan.
◦ My locality did not get flooded due to Amphan.
If you or your locality faced any other problems due to the cyclone Amphan,

please list them here. ___.

Use of social media

NORMALLY, how frequently do you use social media (i.e., visit sites like Facebook,
Twitter, WhatsApp, Instagram, etc.)? Almost always online ◦ A few times a day ◦ A
few times a week ◦ A few times a month ◦ I do not use social media ◦

In general, which social media sites do you use? You can select one or more
options. Twitter ◦ WhatsApp ◦ Facebook ◦ Instagram ◦ Other ___.

Have you POSTED any information related to Amphan on social media, within
7 days after the cyclone? You can select one or more options.

◦ I did not use social media within 7 days after Amphan.
◦ I used social media, but did not post any information related to Amphan.
◦ Generally described the situation in my locality.
◦ Posted images of the damages in my locality.
◦Connected toGovernment accounts/NGOs/service providers and asked for help.
◦ Inquired about safety of others.
◦ Posted information that can help others (e.g., helpline numbers, assured safety

of others in my region).
◦ Informed others about safety of myself/my family.
◦ Posted my opinion on issues related to Amphan.
◦ Other ___.
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Have you RECEIVED any useful information related to Amphan from social
media, within 7 days after the cyclone? You can select one or more options.

◦ I did not use social media within 7 days after Amphan.
◦ I used social media, but did not receive any useful information related to

Amphan.
◦ Received important updates from my own locality.
◦ Received important updates from other regions.
◦ Received useful updates from Government accounts/NGOs/service providers.
◦ Received information about safety of others.
◦ Other ___.
Please describe (in a few sentences) some social media posts that you found to

contain important information on Amphan. You can also mention some keywords
indicating the type of important posts, or give examples of important posts. ___.

Did social media hinder/worsen the situation related to Amphan in any way? You
can select one or more options.

◦ I did not use social media within 7 days after Amphan.
◦ I used social media, but did not observe any negative effect of social media.
◦ Observed fake news/rumors.
◦ Observed too much useless posts.
◦ Observed too much of political arguments.
◦ Observed too much of religious/superstitious posts.
◦ Observed many posts about other regions, but not enough coverage of my

locality.
◦ Other ___.
Please describe (in a few sentences) some social media posts that you think

hindered/worsened the situation. ___.

Preparedness of authorities

Were the authorities in your locality (e.g., municipality, electric suppliers,
mobile/internet suppliers) prepared to deal with such a disaster situation? Please
rate their preparedness in the scale of 1–10, where 1 indicates "Not prepared at all”
and 10 indicates "Excellently prepared”.

1 ◦ 2 ◦ 3 ◦ 4 ◦ 5 ◦ 6 ◦ 7 ◦ 8 ◦ 9 ◦ 10 ◦
When authorities in your locality/helpline numbers were contacted for reporting

problems, were the responses helpful?
◦ We did not try to contact any local authority/helpline number.
◦We tried to contact authorities, but could not reach them/did not get any response.
◦ We could contact the authorities, but their responses were NOT helpful.
◦ We could contact the authorities and received helpful responses.
◦ Other ___.
If you have any suggestions that will help to better prepare for future disaster

events, please list them here. Your suggestions can be general, or specific to your
locality. ___.
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Any other information

Please let us know in the text box below if you wish to share any other informa-
tion about your experiences of cyclone Amphan. E.g., If you wish to give more
details about some of your responses in this survey. Or, if you would like to inform
about specific social media accounts whose posts you found important or harmful,
etc. Specifically, we aim to understand the problems faced after a natural disaster
and how digital platforms like social media can help/hinder coping with such disas-
ters. PLEASE CLICK THE "SUBMIT” BUTTON BELOW TO COMPLETE THE
SURVEY. _______________.
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Chapter 7
Challenges of Data-Driven Decision
Models: Implications for Developers and
for Public Policy Decision-Makers

Sónia Teixeira, José Coelho Rodrigues, Bruno Veloso, and João Gama

1 Introduction

Data-driven decision systems have led to social change and disruptive changes to
public administration (Citron 2007). These adaptive systems, due to their learn-
ing capability, reduce the intervention of humans, being a support in Public Policy
decision-making or even being the decision-maker, depending on the context. The
use of such systems has benefits for society, for example bringing comfort or allowing
faster problem solving, in many cases with better decisions than humans (Bellamy
et al. 2019). However, this technology does not always decide correctly or without
inaccuracies (Bellamy et al. 2019). Data-driven decision systems can reproduce Bias,
eventually generating injustices and discrimination. These problems achieve higher
relevance and discomfort in areas such as health or justice (Lecher 2018). Presently,
research about Bias has made considerable progress, such as, in mitigating algorithm

S. Teixeira · J. C. Rodrigues · B. Veloso · J. Gama (B)
INESC TEC, Porto, Portugal
e-mail: jgama@fep.up.pt

S. Teixeira · J. C. Rodrigues
Faculty of Engineering, University of Porto, Porto, Portugal

J. Gama
Faculty of Economics, University of Porto, Porto, Portugal

B. Veloso
Portucalense University, Porto, Portugal

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
P. Banerji andA. Jana (eds.),Advances inUrbanDesign and Engineering, Design Science
and Innovation, https://doi.org/10.1007/978-981-19-0412-7_7

199

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-0412-7_7&domain=pdf
mailto:jgama@fep.up.pt
https://doi.org/10.1007/978-981-19-0412-7_7


200 S. Teixeira et al.

biases1 at specific levels of algorithms, or in creating tools for providing Bias detec-
tion in the data introduced at the system2, general frameworks for helping to explore
ethical issues (Aydemir and Dalpiaz 2018), some of which considering the disparity
of impact (Lipton et al. 2017). On the other hand, as the decisions of these algorithms
are not always correct, trying to understand and sometimes demonstrate (for example,
in court) how a problem occurs, such as the existence of Bias and its consequences,
such as injustice, reinforces the need for being able to explain (Explainability) what
happens in the system, namely the decisions made by the algorithms (Brauneis and
Goodman 2017). The lack of transparency of systems does not always result from
companies deliberately avoiding transparency, but rather from the complexity of the
algorithm (Chouldechova 2017). Transparency raises yet another issue, namely data-
driven decision systems used by organizations providing services of public interest
(such as in Public Administration), which are mostly created by private entities,
which leads to further challenges. Another dimension is the Accuracy of the system.
One of the phases of the data mining process is model evaluation, which does not
always really reveal how trustable the model is. With this background, and consid-
ering the importance of this topic to society, as well as its complexity, the purpose
of this work is to understand the position of Bias, Explainability and Accuracy in
the Cross-Industry Standard Process for Data Mining (CRISP-DM) and the Public
Policy (PP) processes (how are they addressed in CRISP-DM and PP processes),
particularly looking to identify at which stages of these processes are each of the
three dimensions addressed. Furthermore, this work intends to make a comparison
between these processes and identify whether a parallel might be possible to consider
between them. In order to do that, documents listed in the “Law and Policy Read-
ing” list, published by the AI Now Research Institute from New York University,
and related to these topics are analyzed. We used methods of different qualitative
approaches (Content Analysis, Coding and Cross-Case Analysis).

This paper aims to contribute (i) to the identification of the three risk dimensions in
Artificial Intelligence (AI)—Bias, Explainability, and Accuracy—from which Eth-
ical issues may emerge, throughout the Data Mining process and the Public Policy
process; (ii) to the comparison of both processes regarding to these three dimensions;
(iii) to Public Policymakers and developers in their decision-making processes that
involve the evaluation of AI tools.

Overall, this document is structured as follows. Section 2 presents themost impor-
tant characteristics for Public Policy and their importance on ethical problems which
arise from data-driven decision models and the Public Policy process. Data Min-
ing process and the risks of data-driven decision models related to our study are
also presented in this section. Section 3 presents the data source selected. Section 4
presents an overview of the path and approaches followed to reach our goals. Section
5 presents the analysis for understanding the data selected, the position of the Bias,
Explainability, and Accuracy through the CRISP-DM and PP processes, a compar-

1 https://aif360.mybluemix.net/?cm_mc_uid=42643015043715552375663&
cm_mc_sid_50200000=24341351557649842548.
2 https://dsapp.uchicago.edu/home/resources/opensource/.

https://aif360.mybluemix.net/?cm_mc_uid=42643015043715552375663&cm_mc_sid_50200000=24341351557649842548
https://aif360.mybluemix.net/?cm_mc_uid=42643015043715552375663&cm_mc_sid_50200000=24341351557649842548
https://dsapp.uchicago.edu/home/resources/opensource/
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ative study between the phases of the different processes, and the discussion of the
results. In Sect. 6, some final remarks are presented.

2 Background

This section provides the conceptual background to the work performed. It starts
by presenting the policy-making process and the most important characteristics of a
Public Policy, with special focus on the importance of ethical issues that arise from
data-driven decision models. Then, the processes of Data Mining are presented,
followed by the risks of data-driven decision models.

2.1 Public Policy and Policy-Making Process

Policy is defined as designating the behavior of a particular actor or group of actors,
it is developed by the government or other official entity, and its purpose is ori-
ented toward a social problem or matter of concern (Anderson 2003). Public policies
affect and are affected by several factors, which also influence the policy-making pro-
cess. These factors include: experience, expertise and judgment, available resources,
values, habit, and traditions that are affected by the policy, pressure groups and con-
sultants, and other contingencies (DeMarchi et al. 2016). In the case of problems that
raise ethical issues (such as the three dimensions under consideration in this work),
the judgments, the values, and the pragmatics and contingencies are the three factors
that most influence the need for Public Policy in this field. The Public Policy process
consists of five phases: (i) Problem Identification and Agenda Setting, (ii) Proposal
Formulation, (iii) Selection/Adoption of proposal to implement, (iv) Implementa-
tion of the proposal, and (v) Evaluation of the implementation (Anderson 2003). The
Public Policy Process is presented in Fig. 1.

Fig. 1 Public policy process
(considering the description
at Anderson (2003))
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The phases of the process consist of:

– Problem Identification/Agenda Setting is the first phase of the process and consists
of identifying and defining the problems to be considered for the formulation of
Public Policies (Anderson 2003).

– The following phase, Formulation, is the elaboration of proposals, options or alter-
natives to solve or improve the problem identified in the first phase (Anderson
2003).

– Once the proposal has been formulated, it is necessary to decide which of the
proposed alternatives should be implemented, who is eligible to implement it,
and what are the requirements, Selection/Adoption phase. There is always the
alternative of not taking any action (Anderson 2003).

– The Implementation phase focus on implementing or applying the adopted Poli-
cies, taking into account the course of Policy Administration (Anderson 2003).

– The final phase, Evaluation, determine whether the Policy being implemented
is achieving its stated goals and its consequences are identified (for exam-
ple, whether someone is favored or is in disadvantaged by any action taken)
(Anderson 2003).

At Helping researchers become policy entrepreneurs by Young and Mendizabel
(2009), the authors consider the existence of six phases in the PP process. This is
due to a subdivision of the first phase. TheMulti Streams Framework from Kingdon
presents not-so-linear processes (Perry and Kingdon 1985), where it is included in
the Public Policy process the three aspects that lead to windows of opportunity, for
later Public Policy-makers to act. As our focus relies on understanding where are
the three risk dimensions (Bias, Explainability, and Accuracy) addressed in the PP
process, and what are the contributions of addressing those risks to the development
of Public Policies, the Public Policy process considered in the analysis is the process
proposed by Anderson (2003). In order to do that, it is subdividing the first phase,
since with more phases it will be possible to make a more thorough identification
of where, along the process, each risk is addressed. The phases of the Public Policy
Process and their relationship with the three dimensions are presented in Table 1.

2.2 Data Mining Process

With the growth of Data Mining, it became necessary to find patterns that could rep-
resent the process used to extract knowledge from the data. The three processes most
commonly referred to in the literature that describe the steps of Data Mining appli-
cations are KDD (Knowledge Discovery in Databases), SEMMA (Sample, Explore,
Modify,Model, Assess), andCRISP-DM (CRoss-Industry Standard Process for Data
Mining) (Azevedo and Santos 2008).

The Data Mining process used as reference for comparison with the Public Policy
process was the CRISP-DM process, as it was found to be the most relevant process
used in the literature, and the specificity of its phases allows for an almost direct
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Fig. 2 CRISP-DM overview
process (Chapman et al.
2000)

comparison with the Public Policy process previously mentioned (at Sect. 2.1). The
CRISP-DM process comprises six steps in its process (Chapman et al. 2000). The
CRISP-DM process is presented in Fig. 2.

The phases of CRISP-DM process consist of:

– In the first phase, it is necessary to understand the business perspective and goals in
order to define theDataMining problem, this step is calledBusinessUnderstanding
(Wirth and Hipp 2000).

– Then, Data Understanding step, it is necessary to collect the data, identify its
quality problems, as well as explore the data to develop a new hypothesis (Wirth
and Hipp 2000).

– Next, in the Data Preparation step, the data is processed, and all the activities of
the following steps will be performed (Wirth and Hipp 2000).

– The Modeling phase consists of selecting the techniques to be applied and cali-
brating the optimal values (Wirth and Hipp 2000).

– Next, the evaluation of the model(s) is performed, as well as steps that allow
reaching the goal identified in the first stage, in a phase called Evaluation (Wirth
and Hipp 2000).

– Finally, theDeployment phase is necessary to organize the knowledge obtained so
that it has value for the client (Wirth and Hipp 2000).

The CRISP-DMBusiness Understanding stage is not considered by us as specific
from business, once any problem needs to understand its context and goals, also
with Public Policy this is necessary. For that reason it was decided to maintain the
Business Understanding phase in the analysis, since it will be important for the
processes comparison.
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2.3 Risks of Data-Driven Decision Models

In the field of Artificial Intelligence, the biggest challenges are the issue of dis-
crimination and the need for explanation about which leads to a decision by the
machine. These problems are complex to solve and achieve particular relevance for
Public Policy. Artificial Intelligence, namely data-driven decision models, increas-
ingly incorporate learning mechanisms. Different types of algorithms applied to
the most varied areas, in particular in the public domain, bring several concerns.
They have characteristics that make them increasingly adaptable, without the need
for human intervention. The development, application and use of these algorithms
to support decision-making can have negative consequences, such as injustice and
social discrimination replicated by the algorithm or inaccurate or incorrect results, in
which identification might be hampered by the lack of transparency of the procedure
performed. The report refers to Bias, Explainability and Accuracy as “risks around
the underlying methodology”. Advances in algorithmic capabilities are only a small
part of data-driven decision model development, the other larger and more impor-
tant part is the quality of data so that the full potential of the model can be revealed.
Attention to risks around inaccuracies is important because accuracy is compromised
in the presence of Bias and may even lead to incorrect decisions. This means that
the risk of Bias is another dimension to be taken into account. The report states that
Bias can occur “in different points and aspects”, for example, in the data itself, in
the way that data is processed and optimized, and in the form of interpretation Bias.
As a manifestation of these types of Bias, social discrimination may occur. Another
risk, highlighted by the entry into force of the General Data Protection Regulation
(GDPR) was Explainability, due to the right to the explanation stipulated at GDPR.
Terms such as Accountability, Transparency, and Opacity are linked to Explainabil-
ity, although with distinct particularities. Explainability is intended, in a way, to
reduce the risk that decisions are unknown and increase the possibility of correcting
the decision if an incorrect decision occurs. This facilitates introducing a change of
established practices3. Hence, people should know the provenance of the decision
that has consequences for their lives.

3 Data Source

In order to understandwhen and how the dimensions (Bias, Explainability, andAccu-
racy) are addressed in each process, and whether any of the dimensions is a priority
in order to contribute to goals of algorithm governance strategy, the documents at
the “Law and Policy Readings” list4 from the AI Now Institute is analyzed. AI Now

3 https://irgc.epfl.ch/issues/projects-cybersecurity/the-governance-of-decision-making-
algorithms/.
4 https://docs.google.com/spreadsheets/d/1qtNGMB46GOwbkJUdVV9RPUNHbNkK9XW8rln48lAeEks/
edit#gid=0.

https://irgc.epfl.ch/issues/projects-cybersecurity/the-governance-of-decision-making-algorithms/
https://irgc.epfl.ch/issues/projects-cybersecurity/the-governance-of-decision-making-algorithms/
https://docs.google.com/spreadsheets/d/1qtNGMB46GOwbkJUdVV9RPUNHbNkK9XW8rln48lAeEks/edit#gid=0
https://docs.google.com/spreadsheets/d/1qtNGMB46GOwbkJUdVV9RPUNHbNkK9XW8rln48lAeEks/edit#gid=0
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Institute is an interdisciplinary research institute, founded in 2017, that studies the
social implications of Artificial Intelligence. The research focus of the AI Now Insti-
tute is distributed in four areas: Rights and Liberties, Labor and Automation, Bias
and Inclusion, and Safety and Critical Infrastructure. Most of the documents con-
sidered for this study are centered in the lines Bias and Inclusion (responsible for
“researches issues of fairness, looking at how Bias is defined and by whom, and the
different impacts of AI and related technologies on diverse populations”), and Safety
and Critical Infrastructure responsible for study “ways in which AI and related tech-
nologies are being applied within” health, infrastructures, power grid, risk posed by
errors “domains and aims to understand possibilities for safe and responsible AI inte-
gration”5. Policy-makers, advocates, academics, litigators, and other experts, have
contributed with suggestions of readings that they found most useful in their work6.
The reading list, accessed on 10th of August 2019, includes documents labeled in
six types of readings: news and magazine articles (8), paper journals (73), books
(15), papers from centers (12), cases (24), and statutes (36). Each type of reading has
categories for a specific article or document. For example, papers classified in data
source as from “centers” are distributed among General/Background subject, Crimi-
nal Justice, Public Health, and Public Benefits. The documents classified as news and
magazine articles, journal papers, papers from centers and documents involve court
cases were considered for our document selection, and used in our analysis. Consid-
ering the four types of labels, mentioned in the previous sentence, 44 are classified
as Criminal Justice subject, 29 as General/Background, 15 as Other, 11 as Public
health, 8 as Finance, 4 as Education and 4 as Public Benefits, and 2 as Employment.
Among the journal papers, only 24 out of 73 are not published in Law Journals. The
analysis also has three articles which are not in the AI Now Law and Policy Reading
list, although they have been recently suggested to be part of the list. The papers
are Algorithmic Bias in Autonomous Systems (Danks et al. 2017), and applications
of Machine Learning to Administrative Government and support Policy Decision-
Making as Cyber Hate Speech on Twitter: An Application of Machine Classification
and Statistical Modeling for Policy and Decision-Making (Burnap and Williams
2015) and Trade-offs in Accuracy and Efficiency in Supervised Learning Methods
(Collingwood and Wilkerson 2012). The selection of relevant documents from this
data source is the source for the several analyzes, for which we have proposed to
contribute.

4 Methodology

To achieve our research purpose, we started by identifying the existing Public Pol-
icy (PP) and Data Mining (DM) reference processes, adopted for this study (at
Sect. 2). Then, through online searches, the data source that best fits the analysis

5 https://ainowinstitute.org/.
6 https://medium.com/@AINowInstitute/ai-now-law-and-policy-reading-list-641368f09228.

https://ainowinstitute.org/
https://medium.com/@AINowInstitute/ai-now-law-and-policy-reading-list-641368f09228
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of the three risk dimensions from which social and ethical problems may emerge (at
Sect. 3) is selected. After this, by reading the documents presented in the data source,
the relevant documents for the analysis were selected. The criteria for selection were
to have an AI background, to address a topic of public interest, and to be aligned
with the three risk dimensions considered in this work. The next step is focused
on understanding the representativeness of the topics under study in the documents
selected for analysis. For that, an analysis of the content (Flick et al. 2004) of these
selected documents was made. In the first analysis, the abstracts of these documents
were considered using the word frequency count approach (Word Cloud), making it
possible to understand their representativeness (at Sect. 5.1). After that, in order to
deepen the content analysis, we applied an unsupervised machine learning pipeline,
for topic modeling (Zou and Hou 2014), to all the content of the selected documents
in order to confirm if the three risk dimensions under analysis were represented in the
distribution of the topics. The result visualization of this application is also presented
in the form of a Word Cloud. As mentioned earlier, we start this study to analyze
three dimensions of risk in the data-driven decision models (at Sect. 2.3), which are
concepts and ideas that we look for in the text of the selected documents (Saldana
2009). Considering this, the three dimensions were identified along the process of
CRISP-DM and PP with the Coding approach. Once the Bias, Explainability, and
Accuracy dimensions were located along the DM and PP processes, it was possible
to compare both processes, cases, looking for similarities and differences between
the positions of the three risk dimensions, considering the order of the phases of the
processes. This is performed using Cross-Case Analysis (Mathison 2005). After this
will be presented the position, considering our approach of the analyzed papers, for
Bias, Explainability, and Accuracy along the CRISP-DM and PP processes (Fig. 3).

Fig. 3 Methodology overview
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5 Results and Discussion

This section presents the analysis for understanding the data selected, for situating
the Bias, Explainability, and Accuracy at CRISP-DM and PP processes, for the
comparative study, and the discussion of the results.

5.1 Representativeness of the Documents Selected

This subsection addresses, in some way, the representativeness of the selected docu-
ments, considering the number ofwords from their abstracts. The documents selected
for analysis of the positioning of Bias, Explainability, and Accuracy, in the CRISP-
DM and PP processes, were analyzed by detecting the most relevant words, in order
to understand if their representativeness was in accordance with the goal of the
study. The representativeness study was performed through the visualization tool
Jason Davies World Cloud Generator (Davies 2012). The abstracts of all selected
articles were introduced into the tool. The word count options were also selected, as
the option 100 for the number of words. After this procedure, the result presented
in Fig. 4 was obtained. The words: Biases, Bias, Explanation, Predictive, AI, Algo-
rithms, Decisions, Intelligence, Artificial, Society, Risk, Policy, Fairness, Accuracy,
Decision-making, Accountability, and Social are the representatives of the selected
papers, however, the most highlighted are Systems and Data.

In order to deepen the representativeness of the selected documents, we applied
an unsupervised machine learning pipeline to extract the topics from the selected

Fig. 4 Most frequent words in the abstract of the documents selected
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(a) Topic 1 (b) Topic 2

(c) Topic 3

Fig. 5 Topic modeling

documents. The goal is to prove that the expert’s opinion about the representativeness
of documents with three dimensions risk under analysis is coincident with the result
of a probabilistic model that extracts the topics and own words automatically in a
reproducible way. For this analysis, we use R and all the document’s content was
considered. The pipeline has four steps: (i) load the data, i.e., we download all the pdfs
and store them in a folder; (ii) data pre-processing, i.e., we remove the punctuation,
remove stop words, form bigrams, trigrams, and lemmatization; (iii) use the Latent
Dirichlet Allocation (LDA) to model the documents (Zou and Hou 2014); and (iv)
data visualization using a word cloud. The LDAmodel has the following parameters:
(num_topics = 3, random_state = 100, update_every = 1, chunksize = 1, passes = 1,
alpha = ’symmetric’, iterations = 500, per_word_topics = True). In order to perform
this, the Prabhakaran (2018) was followed. The results in Fig. 5 clearly show the
formation of three Topics which include the words: Bias, Explanation, and Accuracy.
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5.2 Position of Dimensions in Processes

As mentioned previously, in Sect. 2, more specifically at Public Policy and Policy-
Making Process and Data Mining Process subsections, the Public Policy and Data
Mining processes, respectively, comprise an orderly sequence of steps inherent in
each process, steps with specific activities whose purpose is to achieve the initially
defined goal, either in the form of software or system (in the case of CRISP-DM)
or in the form of Public Policy (in the case of the PP process). This subsection sit-
uates the position of the three risk dimensions: Bias, Explainability, and Accuracy,
along CRISP-DM and PP processes, which are presented in Table 1. The dimensions
were allocated to a specific stage of the process, either CRISP-DM or PP, whenever
the dimension was addressed in the document under analysis. This occurs always,
even whether or not it was approached slightly, as in the case of news and magazine
articles or papers in which the focus was not technical but with a social and infor-
mative perspective. On the documents analyzed, the report of examples of situations
where Bias occurred, Opacity, Explainability, and Transparency of the algorithms
was predominant. Thus, as noted in Table 1, from a Public Policy perspective, these
studies are centered on the first two phases, comprising a window of opportunity.
That is, it corresponds to the identification of the goals for the formulation of Public
Policies. The only case considered as Policy Formulation is an paper that presents
alternative suggestions in the form of laws. At the Implementation stage, the two
Artificial Intelligence application documents are included which intend to solve any
detected public interest problem or that intended to be automated.With the exception
of Accuracy, the remaining risk dimensions such as Bias and Explainability are in the
first stage of the PP process. The presence of the metrics used for model evaluation,
such as Accuracy, in the Artificial Intelligence process, highlights the application
character of the articles allocated in the implementation stage of the Public Policy
process. It is relevant to mention that in the Agenda Setting phase, we considered
the documents which presented suggestions or alternatives to a problem. However,
they were not considered in the Formulation step because they did not present a well-
defined action. In theCRISP-DMprocess, the position of the Bias, Explainability and
Accuracy dimensions is distributed. The description of discrimination considering
the risk of Bias essentially addresses the source of data. In the Data Understanding
phase, the most allocated dimension is Bias, with four of these articles also reporting
Accuracy problems and two referring to all dimensions. In these cases, their allo-
cation was made in the Data Understanding phase. The Data Understanding phase
includes approaches that refer to Bias due to variable elimination. Cases allocated
in the Data Preparation phase include Bias from, for example, features construction.
The documents allocated to the Modeling phase raise issues of Opacity, Explainabil-
ity, and Transparency, their focus are the models used. When the focus of document
is given to the impact of Opacity, Explainability the document is also allocated to the
Deployment phase. In the Evaluation stage, documents were allocated that somehow
express concern in the evaluation of the models and their interpretation. For its part
in the Evaluation phase, the most allocated dimension is that of Accuracy. There are
no dimensions allocated to the Business Understanding phase.
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Table 1 Bias, explainability and accuracy at CRISP-DM and PP processes
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E How the Machine ‘Thinks’: Understanding Opacity in Machine

Learning Algorithms
x x

AB Algorithmic Transparency for the Smart City x x x x
B Building a Better HAL 9000: Algorithms, the Market, and the

Need to Prevent the Engraining of Bias
x x

B Artificial Intelligence Policy: A Primer and Roadmap x x x
B How Algorithms Discriminate Based on Data They Lack: Chal-

lenges, Solutions, and Policy Implications
x x

ABE Machine Learning for Policymakers What It Is and Why It Matters x x x x x
EB Algorithmic Accountability: A Primer x x x x
B Unfairness By Algorithm: Distilling the Harms of Automated

Decision-Making
x x

B Public Scrutiny of Automated Decisions: Early Lessons and
Emerging Methods
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B Stuck in a Pattern: Early Evidence on ”Predictive Policing” and
Civil Right

x x x

ABE A case study of Algorithm-assisted Decision Making in child Mal-
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B To Predict and Serve? x x x
B Governmental Data Mining and its Alternatives x x
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5.3 CRISP-DM and PP Processes Comparison

This subsection covers the comparison of CRISP-DM and PP processes. The com-
parison is made at the level of the process phases and the position of the dimensions
within each of the processes. The CRISP-DM and PP process has different tasks or
activities between its steps. However, its principle is similar. In both the cases, the
starting point is problem identification, then a selection is made of what is relevant
to its resolution or what can be considered and the diagnosis of the situation (Busi-
ness Understanding at CRISP-DM and Agenda Setting at PP). Once this situation is
diagnosed, it becomes relevant to give consistency to the problem alternatives, Data
Understanding (CRISP-DM) and Formulation (PP) phase. In the next step, having
this sequence, the decision for one of the proposed alternatives for resolution comes
naturally in order to adopt the best strategy (PP), the same happens in the Data Prepa-
ration phase where techniques are used to use the data or features which represent
well the problemwith reduced information loss (CRISP-DM). Also, the next step has
parallelism between both processes, because what is intended with the Implementa-
tion (PP) orModeling (CRISP-DM) is to carry out/applywhat has an effect on solving
the problem, and according to their specificity’s and goals, previously defined. Also
the last phase presents a parallelism between processes, even more evident than in
some of the previous phases. That happens because the aim of Evaluation (CRISP-
DM) and Evaluation (PP) phase is to evaluate the measures and strategies adopted
according to the goals and context. Table 2 compares the two processes phases.
Table 3 presents the position of the dimensions along the CRISP-DM process and
the Public Policy process. Concerns about Bias throughout the CRISP-DM process
are not the same type, for that reason their resolution needs are different. Explain-
ability issues focus on the Data Preparation and Modeling phases, that is, the data
transformation and modeling part. The Accuracy dimension focuses on the model
evaluation stage. The early stages of the Public Policy process are those that include
the Bias and Explainability dimensions. The phase Identify the Goal/Agenda Setting
was split in our analysis, considering the level of detail presented in the documents.
The Accuracy dimension arises in the Evaluation.

Table 2 Processes phases comparison
CRISP-DM process Public Policy process
Business understanding Identify the goal
Business understanding Agenda setting
Data understanding Formulation
Data preparation Adoption
Modeling Implementation
Evaluation Policy evaluation
Deployment
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Table 3 Dimensions in CRISP-DM and PP

Dimensions CRISP-DM
Business understanding

Bias Data understanding
Data preparation

Explainability and bias
Modeling

Accuracy and bias Evaluation
Bias Deployment

Dimensions Public Policy process
Identify the goal

Bias and explainability
Agenda setting

Bias Formulation
Adoption

Implementation
Accuracy Evaluation

6 Conclusion

In the analysis performed, regardless of whether the articles focus on Public Pol-
icy, technology, application or overview, they relate to the process of Public Policy
essentially in the first two steps, Identify the Goal/Agenda Setting and Formula-
tion. At the intersection of the dimensions under study (Bias, Explainability, and
Accuracy) with the steps of the CRISP-DM process to situate their position through
the processes (Table 1), it was possible to observe that the documents analyzed on
Bias are the ones that cover more phases of the Data Mining (DM) process. This is
essentially due to a paper proposing a taxonomy for Bias (Danks et al. 2017). Bias
has a higher incidence in the Data Understanding phase, i.e., problems with data
Bias are a concern in the phase. In the case of Explainability, the Modeling phase
is relevant, nine of the documents that address Explainability (in a broader sense
including relations with Opacity and Transparency) focus on this DM process stage.
However, two papers also mention the way features were constructed as a concern
for Transparency, which is represented at the Data Preparation phase of CRISP-DM,
understandably, because the model selected is the focus of development to lead to
Explainability. Accuracy is more present in the Evaluation phase. The documents
considered in the Evaluation stage are related to technology, with technology that
can be useful to evaluate the measures adopted in the field of Public Administra-
tion. In a comparison perspective, the CRISP-DM and PP processes have different
tasks or activities between their steps. However, their principles are quite similar.
Although there is a proximity between the processes, evidenced in the analysis, the
same does not occur in the positioning of the study of the three dimensions (Table
2 and 3). This reveals that there are different current stages of development of the
two processes. However, on the one hand, the emergence of Public Policies in this
area arises, at this moment, from necessity and future prevention. The identification
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and positioning of the three dimensions along the Data Mining process (AI domain)
and the Public Policy process allows us to contribute to the development of Artificial
Intelligence algorithms and the Public Policies, as the positioning of the risks within
the phases of those processes allows for more attention to those risk dimensions in
the appropriate stage of development. In the case of Artificial Intelligence, this allo-
cation of risks to development phases will allow developers and analysts to quickly
identify where the problem occurs, what occurs, and what type of problem it is. The
same happens for the Public Policy process, the contribution of risk allocation to
its process phases facilitates decision-making for policy-makers involving decision-
making about using AI tools. Moreover, there is an interaction between both areas,
in the sense that when developing an AI algorithm, developers might be informed
about the most relevant risks for the PP that might define the context of the use of
that algorithm, and when developing PPs. The decision-maker might also be better
informed of the risks that emerge during AI development and the difficulties that
might be faced during that process. This is, our analysis bring relevant information
to consider when is defined the context of use of an algorithm or of a technology
in general, what might be useful for public-policy decison makers and developers.
Artificial Intelligence aims at decisions of interest to society (use of the algorithm
for PP) and that Public Policies contribute to overcoming risks and social challenges
arising from Artificial Intelligence (context defined by PP). For future work, we
intend to understand, if any, what is the relationship between the dimensions Bias,
Explainability, and Accuracy.
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Chapter 8
Evolution of Electricity Sector in India:
Toward Smart Metering and Sustainable
Development

G. S. Krishna Priya, Gobind G. Pillai, Arnab Jana, Ahana Sarkar,
Neenu Thomas, Tracey Crosbie, Dana Abi Ghanem, Gillian Waller,
Andrew Divers, Dorothy Newbury-Birch, and Santanu Bandyopadhyay

1 Introduction

Access to electricity is a crucial indicator of human development and has been linked
togreater life expectancy at birth, higher per capitaGDP, andhigher urbanization rates
(Niu et al. 2013). Increased electricity consumption has also been linked to better
economic growth (Salahuddin et al. 2015), lower unemployment rates (Afolayan
et al. 2019), and lower infant mortality rates (Shobande 2020), among other socio-
economic indicators. Availability of electricity at the household level, irrespective
of it being in urban or rural areas, is one of the significant indicators of the well-
being of any society (Ahmad et al. 2014). Access to electricity is often considered
a human right (Tully 2006), and providing universal access to the same is a key
sustainable development goal (Colglazier 2015). It has also been linked to multiple
other Sustainable Development Goals (SDGs) (Brecha 2019). Therefore, providing
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affordable access to electricity to each household is critical for achieving the Sustain-
able Development Goals (SDGs), the most referred SDG set being the one promoted
by the United Nations (UN).

As a developing country with a large urban population, the story of access to
electricity in India has been tumultuous. Even four decades after independence, the
percentage of rural population with access to electricity was less than 40%, while
slightly over 80% of the urban population had access to the same. Although rural
electrification rates rose to 85% in 2007, less than 60% of the households had access
to electricity (Kemmler 2007). However, a consistent focus on providing electricity
access by various planning commissions has resulted in significant improvement in
this area. As of 2018, over 95% of India’s rural population and nearly 100% of the
urban population have access to electricity, as shown in Fig. 1. Rural electrification
has continued to improve since then. As of 2019, the government has reported 100%
rural electrification and nearly 100% rural household electrification (Singh 2019).

Electricity access is linked to multiple SDGs ranging from those related to good
health and well-being to the targets related to climate action. It has been argued that
changes in the power sector such as last mile access, renewable-based generation,
and smart energy infrastructure can play a key role in achieving multiple SDGs in
addition to SDG7, which is directly linked to affordable and clean energy access
(IISD 2017).

However, the Indian power sector is yet to face multiple challenges such as
the poor financial health of distribution companies (or DISCOMS), high Aggre-
gate Technical & Commercial (AT&C) losses (Dsouza 2019). These include losses
due to poor infrastructure and improper instrumentation, commercial losses due to
improper billing, ineffective bill collection, theft, and meter tampering (KiranKumar
et al. 2013). This work, therefore, studies the impact of legislative and policy inter-
ventions on the power sector and metering technology with a focus on sustainable
development. The potential consequences of smart metering policy on electricity
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access and SDG are explored. An essential intervention in this regard is the intro-
duction of smart metering. While there are studies on the evolution of legislature
and policy related to the Indian power sector (Saini 2018; Kumar and Chatterjee
2012), an analysis focusing on metering and the impact of policies on sustainable
development goals is yet to be carried out. Since smart metering is in its infancy in
India, this study explores the impact of smart metering on sustainable development
by comparing it to other countries that have advanced further in this regard.

Major contributions of this work are:

• Discusses the evolution of the impact of energy policy and legislation on the
Indian power sector.

• Analyzing the impact of various policy changes on sustainable development of
power sector.

• Impact of policy changes on SDGs
• Compares the metering policy in India to those of its global counterparts and

identifies potential challenges and solution methods.

This chapter is organized as follows. After a brief introduction to the Indian power
sector, the various policies related to the Indian power sector are discussed. As five-
year plans have formed the basis of developmental planning in India, the discussion
traces the progress of the power sector through these plans. The gradual focus on
metering and smart metering technology in planning is also highlighted.

The next sections explore how previous policy changes have impacted sustainable
development and SDGs. The need for smart metering to further sustainable devel-
opment is discussed and the experience of various countries, both developed and
developing, are presented. The conclusion presents the summary of the evolution
and current scenario of the electricity sector in India, followed by the challenges and
opportunities of different interventions in this sector.

2 The Indian Power Sector

The Indian Power sector consists of central and state level bodies functioning in
tandem in electricity provision, policy-making, and regulation. In terms of legisla-
tion, the power sector falls in the “concurrent list,” governed jointly by central and
state governments (Shahi 2006). TheMinistry of Power,Government of India, has the
Central Electricity Authority (CEA), the Bureau of Energy Efficiency (BEE), and
the Central Electricity Regulatory Commission (CERC) as administrative bodies.
These work on policy formulation, energy efficiency, and determine tariff policies.
Besides, various Public Sector Undertakings (PSU) function in the generation, trans-
mission, and distribution. These include the likes of National Thermal Power Corpo-
ration (NTPC), National Hydroelectric Power Corporation (NHPC), and Nuclear
Power Corporation of India Limited (NPCIL). At the state level, the ministry of
power is advised by the policies set by CEA, while the CERC advises the State
Electricity Regulatory Commissions (SERCs) on tariff and pricing-related matters.
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The state ministry also controls companies working on Power generation (Genco),
Transmission (Transco), and distribution (DISCOM).

Various five-year plans guided the evolution of the Indian power sector since
independence; legislations brought into effect have provided a framework for the
growth. India had an installed generation capacity of 1362 MW in 1947. As of 2019,
at 336 GW, it is the world’s third-largest producer of electricity (Central Electricity
Authority 2019). As a developing economy, India’s electricity consumption is likely
to increase, growing at 6.2% per annum till 2030 (Ali 2018).

Figure 2 shows the variation of GDP growth with per capita electricity consump-
tion. A strong positive correlation is observed. In fact, a linear trendline shows an
R2 of 0.99, indicating a significant linear correlation between the two. In essence,
the country’s economic development is dependent on its ability to provide electricity
access to its citizens.

Despite its significant growth and relevance, the Indian Electricity sector faces
some critical challenges. For example, the financial performances of distribution
companies across India have been unsatisfactory over the years. The sector is also
plagued by high AT&C losses, ineffective tariff structures and subsidies, challenges
associated with adherence to power purchase agreements, and lack of credible infor-
mation for decisionmaking (Varghese and Eapen 2016). In addition, the power sector
is heavily reliant on fossil fuels, with over 75% of electricity generation coming from
conventional power plants (IEA 2019). Over time, various legislative and policy
measures have been carried out in the sector to enhance the performance of the
sector. The evolution of the Indian power sector through policy is discussed in the
next section.
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3 Policy-Making and Five-Year Plans

The first planning commission report for the period 1951–1956 discusses elec-
tricity on a systemic level. The report presents a review of existing electricity gener-
ation systems, mostly in urban areas, catering to industries or urban populations.
At the time, electricity generation was from steam (coal-based), hydro, and a small
fraction of oil (Planning Commission 1951).

The second plan (1956–61) first assessed the progress made and finds that an
800 MW addition has been made. The larger projects were still in progress. Another
achievement noted was the installation of 19,000 miles of sub-transmission and
transmission lines of 11 kV and above, effectively doubling the nation’s transmission
network. By the third five-year plan (1961–66), there was a greater focus on rural
electrification. Many of the projects started at the time of the first five-year plan had
become operational, and at the beginning of this five-year plan, the installed capacity
reached 5700 MW (Planning Commission 1962).

The fourth plan (1969–74) showed a significant lag in installed capacity addition
owing to 1962 and 1965 aggression. However, considerable progress was made in
interconnecting state grids. Regarding electricity tariff, the plan suggested SEBs to
aim at revenues, sufficient to cover operational and maintenance charges, contribu-
tion to the general, and depreciation reserves and interest charges on the capital base
(Planning Commission 1970). In the second phase of the plan, SEBs were to aim
for an overall return of 11%. This was a significant departure from the views of the
first five-year plan and in accordance with the observations made by the third five-
year plan (Planning Commission 1970). The fifth five-year plan (1974–78) did not
containmuch information on the economics of power generation (Planning Commis-
sion 1976). However, the sixth plan (1980–85) noted that the SEBs are often at a
loss due to improper tariff planning, and the center should take appropriate steps to
improve the financial condition of SEBs (Planning Commission 1980). The seventh
commission (1985–90) report mentioned the need for rural household electrifica-
tion (as opposed to rural electrification), though there was no mention of electricity
pricing or metering (Planning Commission 1985). The eighth commission took a
similar approach. In both these reports, energy (including traditional heating fuels,
oil, natural gas) was treated as a single vertical (Planning Commission 1992). The
Ninth planning commission (1997–2002) was the first to directly discuss the lack
of metering and its side effects on electricity distribution. It also acknowledged that
without adequate metering, any measure of T&D loss was at best an estimate, and
the effect of theft cannot be adequately understood. This report also suggests priva-
tization of distribution as an option to reduce such losses (Planning Commission
1997).

More significant discussions on metering only started with the tenth planning
commission (2002–07). This is primarily due to the introduction of the electricity
bill in 2001 (Ministry of Power 2003), which necessitated a national energy policy
and mandated the states to set up state electricity regulatory commissions (SERCs).
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The commission also mandated 100% metering for all connections and acknowl-
edged that agriculture connections need special focus as most were unmetered
(Planning Commission 2002). The eleventh planning commission recommended a
3% reduction in technical and commercial losses annually from all distributors and
suggested setting up automatedmetering at all distribution transformers andmapping
all consumers geographically. By that stage, the importance of metering for effec-
tive distribution was well acknowledged (Planning Commission 2002, 2007). The
twelfth and final five-year plan (2012–17) noted that the electricity act has failed in
many respects as states were reluctant to comply and that state DISCOMSoften oper-
ated at large losses that couldn’t be sustained for long. Various government schemes
for aiding state DISCOMS were discussed, including the national electricity fund
and the Restructured Accelerated Power Development &Reforms Programme. Also,
Time of Day (TOD) metering, load management, energy efficiency, etc., were also
discussed (Planning Commission 2012). While the Planning Commissions and NITI
Aayog lay out policy directives related to each sector, the implementation of the same
happens through appropriate legislation. The focus on smart metering is relatively
new, starting with an amendment in 2019.

This legislation is new, and the transition to smart meters is still in its infancy.
However, the intent to implement smart metering across the country is clear. It is also
likely that prepaidmeterswill be preferred to improve transparency, billing efficiency,
and reduce AT&C losses. The evolution of smart metering in India through various
policies and legislative interventions is represented in Fig. 3. An explicit focus on
metering is evident from the tenth planning commission period.

Fig. 3 Evolution of metering in India
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Energy Efficiency Services Limited (EESL), a government-owned energy service
company, is tasked with the Smart Meter National Programme (Energy Efficiency
ServicesLimited 2020a),whichplans to replace over 250million conventionalmeters
with smart meters. The proposal includes meters that allow for two-way communica-
tion (between the utility and meter), software for data acquisition, and management
facilities for a remote meter reading. As of 2020, EESL has installed a total of 1.3
million smart meters, primarily in Delhi, Uttar Pradesh, Bihar, and Haryana. The
AT& C loss in India at present is close to 20%. This scheme hopes to reduce the
losses to below 12% by 2022 and below 10% by 2027 (Zaheeruddin 2014). This is in
line with the Electricity (Amendment) Bill 2020; it was suggested that a commis-
sion be set up to find an electricity tariff reflective of the total cost of generation while
establishing contract enforcement authorities and increasing penalties for violations
(Ministry of Power 2020).

3.1 The Evolution of the National Grid

Another key change implemented through the planning commission is related to the
evolution of the national electricity grid. As generation increased, the grid expanded
to facilitate power transmission, and the second planning commission report (Plan-
ningCommission 1956) noted a 100% increase in grid coverage during the termof the
first five-year plan. The target set by the second planning commission was to double
the grid length during its term. The commission also suggested interconnections grids
across state lines wherever beneficial, thus effectively introducing the possibility of a
grid spanning states.The third commission further built on this concept, suggesting
a super-grid in the Southern region, linking upAndhra Pradesh,Mysore,Madras, and
Kerala power systems along with interconnecting grids in various other states, with
the aim of eventually forming super grids (Planning Commission 1962). By the end
of the third plan, the national power sector was effectively constituted of five major
grids, namely the Northern, Eastern, Southern, Western, and North-Eastern grids
(Planning Commission 1970). Therefore, the fourth plan recommended setting up
central load dispatching stations in each region, thereby allowing for effective inte-
gration of these regional grids into a national grid (Planning Commission 1970).
Eventually, the National Power Transmission Company (POWERGRID) was estab-
lished in 1989, and large-scale national grid integration commenced. By 1991, the
eastern and north-eastern grids were connected. The ninth five-year plan (1997–
2002) focused on integrating various regional grids into a national grid (Planning
Commission 1997). In 2003, the western grid was synchronized with the eastern and
north-eastern grid system. During the term of the ninth Plan, the Indian Electricity
Grid Code (IEGC) was established by the CERC to facilitate smooth operations of a
national grid (Power Grid Corporation of India 2006). By 2006, all but the southern
grid was integrated and synchronized. During the term of the twelfth five-year
plan (2012–2017), a national synchronized grid was achieved as per the One nation
One Grid policy when the southern grid was integrated into the rest of the grids in
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2014. The twelfth plan also introduced the idea of smart grids and smart metering,
which would address the problem of losses to a great extent. NITI Aayog, which
has since replaced the Planning Commission, has highlighted the need for smart
metering, smart grids, and privatizing distribution. The widespread deployment of
smart meters would be an exciting phase in India’s metering policy when viewed in
relation to the smart grid initiative.

4 Analyzing the Impact of Various Policies on Sustainable
Development

The major policy interventions related to the Indian power sector have already been
discussed. The next step is to understand the impact of these interventions in the
power sector. Since the focus of this work is on sustainability and SDGs, various
characteristics such as renewable generation, efficient energy utilization, etc., are
discussed. These measurable parameters are then linked to sustainable development
goals to assess the implication of policy changes on SDGs.

4.1 Effect on Generation, Access to Electricity, and Losses

The policy interventions and legislation discussed have had corresponding effects
on the Indian power sector. One key advantage of appropriate metering is the reduc-
tion in Transmission and Distribution (T&D) losses as it reduces the non-technical
component of T&D losses due to unethical billing practices and theft (Khazaee et al.
2017). The data on T&D losses in India is shown in Fig. 4. There is a sudden increase
in T&D losses reported from 1997 to 2002. This has been attributed to the success of
the regulatory process, including the setting up of the SERCs and CERC during the
term of the 9th five-year plan, supported by the 1998 amendment of the electricity
act (Garg et al. 2003). The losses peaked in 2002 immediately after the introduction
of the 2001 Electricity Bill, which made electricity metering compulsory and has
declined henceforth. During the term of the 10th five-year plan (2002–2007), which
tried to implement mandatory metering, the T&D losses continued to decline sharply
and continued to do so through the terms of the 11th and 12th five-year plans. A clear
correlation between the metering policy and the reduction in T&D losses can be seen
here.

However, with the data available, it is not possible to fully establish causation
as multiple other regulatory processes such as a nationwide grid interconnection
(leading to more high-tension transmission, and hence loss reduction) (Power Grid
Corporation of India 2021) as well as various tariff and technology modifications
implemented by the SERCs and SEBs were carried out during the same timeframe
(Shukla et al. 2004; Hasan and Gaba 2008).
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In addition to making metering compulsory, the Electricity Act of 2003 also
allowed for private sector participation in electricity generation through delicencing
and encouraged renewable generation by insisting that at least 10% of the power
supplied by suppliers and distributors to the consumers has to be generated using
renewable and non-conventional sources of energy. The effects of the same can be
observed in Fig. 5. It has also been shown that unbundling electricity utilities can
improve the overall technical efficiency of the sector (Malik et al. 2011; Bobde and
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Tanaka 2020). This factor may also, in some part, contribute to the reduction of T&D
losses as the Electricity Act of 2003 also initiated the unbundling process.

The rise in private generation and renewable-based generation is evident after
2003. These figures illustrate that the policies of the planning commission and
supporting legislation have reduced T&D losses, improve renewable generation,
and increased private participation in the power sector.

4.2 Impact on AT&C Losses

Policy interventions have largely been unsuccessful in improving the health of
DISCOMS in India. Figure 6 illustrates the AT&C losses measured in a few selected
states over time, and there is a minor reduction in the losses over the same timeframe.
This could, at least in part, be attributed to the improvement in T&D losses illustrated
in Fig 4.

The data presented above is at a state level for selected states. However, overall,
there is an existing need to better the financial performance of DISCOMS across the
country, as discussed by planning bodies (Niti Aayog 2019). Multiple interventions
such as modifying tariff structures, metering, and payment methods can be employed
to make the DISCOM operations more cost-effective. This again highlights a need
to focus on better metering for billing efficiency.

4.3 Impact on Sustainable Development Goals

The relationship of these changes to the sustainable development goals is of relevance.
The SDG indicator linked to electricity is SDG7, which aims at providing affordable
and clean energy to all. This goal is measured by five targets, namely universal access
to modern energy, increased global percentage of renewable energy, doubling the
improvement in energy efficiency, promoting access, technology, and investments in
clean energy, and expanding and upgrading energy services for developing countries.
These are measured through six indicators. One indicator measuring universal access
to modern energy is access to electricity. The near 100% electricity access achieved
by India contributes to this indicator. In addition, providing access to electricity has
been linked to a reduction in poverty, as indicated bySDG1 (Endpoverty in all forms).
It improves access to information, which contributes to SDG 9 (Industrial innovation
and infrastructure). It has also been linked to reducing violence, contributing to SDG
16 (Peace, justice, and strong institutions).

The focus on renewable energy also contributes to an increased global percentage
of renewable energy. India has welcomed financial and technical aid for the develop-
ment of its renewable sector. Investments in this sector have risen from 500million in
2000 to over 2 billion in 2016 (SDG Tracker, n.d.). This is primarily due to the deli-
cencing of the power sector as carried out by the ElectricityAct of 2003 (Sinha 2011).
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Besides, theminimum renewable purchase obligation of 10% imposed by the act also
factors in. This reliance on renewable energy also improves air quality and reduces
the number of deaths associated with pollution, thereby indirectly contributing to
SGG 11 (sustainable cities and communities) and SDG 3 (Good health and well-
being). Improved water quality due to reduction in pollution caused by generation
aids in achieving SDG 6 (Clean water and sanitation).

The reduction in T&D losses brought about by effective metering and other
measures has contributed to a reduction in energy intensity measured in terms of
primary energy and GDP. The energy per unit GDP has fallen from 2.3kWh/$ to
1.31 kWh/$ between 1990 and 2015, further contributing to achieving SDG 7 (SDG
Tracker, n.d.). Further improvements such as smart metering, especially in urban
settings, are likely to contribute to SDG11, aiming to build sustainable cities and
communities. More efficient utilization of energy has also been linked to better
economic productivity, thereby influencing SDG 8 (Decent work and economic
growth) and also contributes to higher agriculture productivity, which is linked to
SDG 2 (Zero hunger).

Access to reliable and clean electricity is an integral part of the many sustainable
development goals. The 2019 amendment to the Electricity Act necessitates smart
metering for all consumers. This is aimed again at reducing the non-technical T&D
losses, including theft, meter tampering, and non-payment. Also, smart metering
has been linked to greater energy efficiency (Corbett et al. 2018), thus contributing
further to SDG 7 (Fonseca et al. 2020). The linkages between SGDs discussed s
not extensive, and SDG 7 likely contributes to multiple other SDGs (Fonseca et al.
2020). Smart metering and the energy efficiency associated with it can help achieve
the development goals by 2030.

5 Incorporation of Smart Metering

Smart metering has been made compulsory in India in 2019 with the aim of reducing
AT&C losses to 10% by 2027. As of now, 1.32 million smart meters have been
installed across the country, primarily in Uttar Pradesh, Haryana, Bihar, and New
Delhi Municipal Council, Delhi. The states of Andhra Pradesh, Telangana, and
Haryana are also in the process of shifting to smartmeters (EnergyEfficiencyServices
Limited 2020b). The reports by Energy Efficiency Services Limited show a higher
billing efficiency and lower AT&C losses (PTI, The Economic Times 2020). As of
2020, DISCOMS employing smart meters show a billing efficiency of 95%, and the
tariff collected per customer has on average increased by 15–20% per month owing
to a reduction in theft and improper billing, especially with the implementation of
prepaid metering. (The Economic Times 2020).

It is expected that by removing theft and other illegal practices, especially from
billing, an ecosystem providing better electricity access to disadvantaged sections
of the population can be established (FE Bureau 2019). However, the implementa-
tion of smart meters requires significant capital investment, and many DISCOMS,
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specifically thosewith little non-payment problems, are reluctant to invest in the same
(Pillay and Jai 2019). Furthermore, the full effect of smart meters can be best realized
when the infrastructure associated with them is upgraded to the same standard.

5.1 Discussions and Comparative Assessment
of International Initiatives

The chapter so far discusses policy developments in India regarding the power sector.
The impact of these policies on the power sector is also discussed. This section
explores how these policies correlate with changes in other countries, at various
stages of development. Broadly, the changes carried out in the electricity sector can be
classified as regulatory changes (establishment of CERC and SERCs), restructuring
of electricity boards into smaller entities, and allowing for private participation in
the sector.

Regarding regulatory changes in India, establishing regulatory bodies at the
central and state level resulted in more accurate metering of AT&C losses. However,
no significant sector changes have occurred as most utilities continue to run at a loss
(Pargal and Ghosh Banerjee 2014; Niti Aayog 2019). Pargal and Ghosh Banerjee
(2014) noted that while regulatory bodies existed on central and state level, these
were not independent of the respective governments, lacked autonomy, and there-
fore, had limited effect on transparency and accountability. Similar observationswere
made by Vivien and Briceño-Garmendia (2010) on Sub-Saharan African countries.
The study noted that the performance of state-owned entities in the electricity sector
did not perform any better with regulatory agencies unless independent audits were
part of the framework. Similarly, (Hanretty and Koop 2013) observed that regu-
latory independence had a positive effect on the effectiveness of regulatory prac-
tices in western European economies. Therefore, it is likely that measures aimed at
improving the autonomy of regulatory authorities will enhance their positive impact
on the electricity sector.

Restructuring the power sector primarily involved unbundling the state-owned
electricity boards. This process has largely been carried out in India. Studies show
that unbundling has increased the technical efficiency of generation, transmission,
and distribution, especially in smaller states (Bobde and Tanaka 2020). Regarding
transmission, there is an overall reduction in technical losses after the implementation
of the 2003 Electricity Act, as illustrated in Fig. 4. However, it has also been argued
that unbundling does not improve the overall performance of the sector as unbundling
brings about regulatory and operational challenges of its own (Pollitt 2008). In India,
while an improvement in technical performance can be noted, the economic health
of utilities has not improved due to unbundling. The effects of privatization are yet
to be felt on a national level as private players are largely limited to cities such as
Mumbai, New Delhi, and Kolkata.
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With the compulsory metering implemented since the Electricity Act, a decrease
in overall T&D losses has been observed. There are several developing and under-
developed countries with significantly high T&D losses than India. For example,
Nepal has reported T&D losses of over 32%, while Libya has over 69%. The poli-
cies adopted by India at various stages of development can be of use in these coun-
tries (IEA Statistics 2018). Nepal has, in 2017, established an electricity regulatory
commission and shifted toward implementing a smart metering policy nationwide.
Similarly,most SouthAmerican countries are shifting toward smartmetering policies
and developing the necessary infrastructure (Nhede 2018).

The implementation of smart metering in India and similar developing countries
is a cost-intensive exercise, and it is useful to look at lessons from more devel-
oped economies regarding the effects of smart metering on their electricity sector.
Smart metering has been implemented successfully in many countries. For example,
Sweden has had 100% smartmetering since 2009, Italy records 95%penetration as of
2011, and Finland has over 97% smart metering as of 2013 (Zhou and Brown 2017).
Similarly, many EU members are at various stages of metering implementation.
Studies on countries with high smart metering penetration show that implementation
of smart metering will face institutional barriers, financial barriers, and challenges
related to social acceptance.However, these canbeovercomebyappropriate interven-
tions (Zhou and Brown 2017). The institutional barrier is best overcome by making
smart metering compulsory and setting short-term and long-term targets for deploy-
ment completion. Similarly, allowing the distribution companies to recover the cost
of metering from consumers will help mitigate the financial cost of metering. In
cases where the cost was not passed on to consumers (such as Germany), the imple-
mentation was less successful. Regarding data privacy, it is observed that while it
became a concern in some countries, there has been little public discussion on the
topic in others. In most cases (such as with Germany and Finland), governments
have implemented the necessary legislation or regulatory measures for data privacy
(Zhou and Brown 2017), and in the case of the Netherlands, allowed users a greater
degree of control over meter use (Cuijpers and Koops 2013).

Studies have also noted that governments can incentivize private companies
through subsidies to develop the technology for smart metering. This, along with
providing coherent regulatory frameworks, can help private players implement smart
metering technology effectively (Giest 2020). Among smart meters, prepaid meters
are of great relevance to India, given that they can reduce theft and avoid the need for
meter readings from remote locations. Such meters have been successfully piloted in
various parts of the country (Deloitte Touche Tohmatsu India Private Limited 2011).
The United Kingdom is the only European country to employ prepaid meters on a
significant scale, accounting for 18% of electricity meters in the country. Studies in
the UK show that nearly 90% of consumers are happy with their prepaid meters, as
it allows them to see their in-home display, use multiple tools to top up the balance,
and even avail emergency credit if needed (Dept. of Business, Energy, and Industrial
Strategy 2019). Such features may also make prepaid meters more acceptable in
India, especially among economically weaker sections of society.
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Comparable economies that have implemented prepaid metering include South
Africa and Bangladesh. The 4 million prepaid meters installed in South Africa
allowed for less billing infrastructure and manpower, thereby reducing the meter
reading cost and achieving better revenue recovery. It is reported that prepaid meters
helped reduce the profitability gap between richer and poorer customers (Jack and
Smith 2016). South Africa also implemented large-scale educational advertisement
programs related to smart meters to make customers aware of how to use the tech-
nology and regarding problem rectification mechanisms. Customers reported being
able to better regulate their energy use once prepaid metering was implemented.
Pilot studies on domestic consumers in Bangladesh also produce a similar response
(Deloitte Touche Tohmatsu India Private Limited 2011), highlighting the viability of
smart metering in developing economies.

6 Conclusion and Policy Implications

This chapter presents an overview of the Indian power sector, analyzing the policy
and legislation that shaped this sector. The effects of various interventions have
also been discussed in detail. It is seen that there are positive reflections to specific
interventions such as the reduction in T&D losses of increased renewable-based
generation. However, given the need for efficient energy usage and better billing
efficiency, further advancements are necessary.

Recent interventions in terms of compulsory smart metering is a step in this
direction. The 2019 amendment to the Electricity Act necessitates smart metering
for all consumers. This is aimed again at reducing the non-technical T&D losses,
including theft, meter tampering, and non-payment. In addition to the improvement
in billing efficiency, smart metering interventions can contribute to energy efficiency
and affordability.

As discussed, any improvement in the power sector also influences other sustain-
able development goals. While the implementation of smart metering can be chal-
lenging, it can bemitigated through legislative, policy, and educational interventions,
as evidenced by the experiences of countries that have already implemented smart
metering. The linkages of SDG 7 to various development goals have already been
discussed in this chapter. A summary of interventions and their impact on the power
sector and various indicators of SDG 7 is illustrated in Table 1.

There is general agreement that smart metering has been associated with energy
savings, better customer experience, and financial gains (EnergyWatch 2018).While
the implementation is likely to face challenges related to institutional frameworks, the
financial cost of installing meters, and the social acceptability of new technology,
literature shows that with adequate regulatory interventions such as compulsory
metering and time-specific targets, the institutional barriers can be overcome.
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Table 1 Impact of interventions

Focus on
improved
generation and
electrification
(1951–1966)

Electricity
Regulatory
Commission Act
(1998)

Electricity Act
(2003)

Electricity Act
Amendment
(2019)

Access to
electricity

Yes

Privatization of
DISCOMS

Yes

Attempt to
improve
DISCOM health

Yes Yes Yes

Private generation Yes

Metering Yes Yes Yes

Smart meters Yes

SDG Indicator
7.1.1 (Access to
electricity)

Yes

SDG Indicator
7.2.1
Renewable energy

Yes

SDG Indicator
7.3.1
Energy efficiency

Yes Yes Yes
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Chapter 9
Data-Driven Urban Energy Modeling:
Global Trends and India

Chirag Deb

1 Introduction

The rate of urbanism foreseen in the next few decades far supersedes any seen in
the known history. By 2050, an additional 2.5 billion people will be living in cities
with a majority of this growth taking place in Asia and Africa (Burdett and Rode
2018). Moreover, 80% of the urban infrastructure that will exist in 2050 has yet to
be built. The current pathways to urban development are a significant contributor
to global emissions. According to the International Energy Agency’s Energy Tech-
nology Perspectives 2020, the worst consequences of climate change can only be
avoided if the global energy system rapidly reduces its emissions (“Energy Tech-
nology Perspectives 2020” 2020). Cities are one of the largest energy consumer
groups and emitters of greenhouse gases, and therefore, urban areas offer a large
potential for reducing energy consumption and emissions (Sola et al. 2020). Cities
consume about 75% of global primary energy and emit between 50 and 60% of
the world’s total greenhouse gases (“Energy|UN-Habitat” 2021). Considering the
indirect emissions generated by urban inhabitants, this figure rises to approximately
80%. With increasing electrification and decentralization of urban energy systems
involving sectors such as buildings, mobility, and renewable energy sources, there
is an immediate need to develop processes and methodologies that are flexible in
capturing the complex interactions between these evolving sectors. In this regard,
the field of data-driven analytics and modeling has shown extensive promise (Deb
and Schlueter 2021). The research in the field of data-driven urban energy modeling
is still growing with current publications limited to specific case studies and model
development on case-specific datasets. Although generalizing these models is chal-
lenging, there is every hope that advancement in urban data collection technologies,
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availability of open data sources and progress in data-drivenmodelingmethodologies
will pave way for energy-neutral urban development in the coming decades.

1.1 Research in UBEM and Data-Driven UBEM

Urban Building Energy Modeling or (UBEM) are bottom-up energy models that
are used to model entire neighborhoods and cities to understand what future effects
comprehensive energy retrofitting programs and energy supply infrastructure may
have (Reinhart and Cerezo Davila 2016). UBEM is part of the larger field of explo-
ration called the “urban micro-simulation” which comprises of performance assess-
ment of other urban-related factors such as daylight availability and walkability
(Robinson 2011; Perez and Robinson 2012). Recent literature has witnessed a surge
in publications related to UBEM when compared to individual building energy
modeling. Due to its versatility, UBEM is expected to become a key planning tool
for utilities, municipalities, and urban planners. Conventionally, UBEM is based on
physics-based thermal modeling of individual buildings wherein heat-balance equa-
tions model the thermal behavior and energy consumption. This requires information
and data on several aspects such as climate, building type and geometry, construction
type and occupancy, and usage schedules. In their review on urban building energy
modeling (UBEM) approaches, Ali et al. have broadly categorized the approaches
as Top-down and Bottom-up modeling approaches (Ali et al. 2021). According to
Kavgic et al., top-down modeling primarily focuses on statistical energy use and
historical data (Kavgic et al. 2010). Whereas, the bottom-up approaches provide
useful insights to policy makers and are also known as the engineering or simulation
methods. These apply simulation techniques using building characteristics, climatic,
and system data to calculate the end-use energy consumption. Current research has
also witnessed the increased use of measured data to calibrate and even develop
data-driven energy models for buildings (Deb et al. 2021; Sigrist et al. 2019). The
development in sensing technologies is enabling the increased use of measured data
of building factors in modeling approaches (Frei et al. 2020, 2021). At the same time,
a number of open source data sets for past and future climate are also becoming avail-
able (Crawley et al. 1999). Information on the building geometry and construction
is usually obtained by referring to engineering drawings and building plans. This is
often a tedious and time-consuming process. In addition, the changes in the building’s
physical and operational characteristics are seldom captured in building drawings.
This has often led to the performance gap, which is the difference between expected
(or estimated) and actual (or measured) energy consumption. There are many studies
that have documented the performance gap and looked into the contributing factors
(Cozza et al. 2020; Mutani and Todeschi 2021). In view of these factors, data-driven
UBEM has gained momentum in recent years.

Data-driven UBEM is based on machine learning methods for modeling the
energy behavior of neighborhoods and cities using streams of measured data sets.
Although UBEM is always based on some form of input data, data-driven UBEM



9 Data-Driven Urban Energy Modeling: Global Trends and India 239

makes use of measured, time series data of building factors such as energy consump-
tion, occupancy-presence, renewable energy generation, etc. These help in reducing
the input assumptions and provide an accurate representation of the urban energy
systems. The modeling methodologies include Artificial Neural Networks, Deep
Neural Networks, Support Vector Regression, Decision Trees, etc. However, these
models are infamous for being governed by the training data sets and are, therefore,
limited to specific cases. An important point to note is that UBEM is increasingly
being combined with optimization models to derive the best case scenarios (Dias
et al. 2019; On theModelling and Optimization of Urban Energy Fluxes 2009). Such
fruitful integration is expected to play a greater role in planning and operating cities
in the coming decades. Additionally, the increasing penetration of renewable energy
into the urban context opens up opportunities for greater energy integration. At the
same time, this introduces new dynamics into the energy systems. To meet these
challenges, some researchers have introduced the “Energy Hub” concept wherein
an efficient matching of supply and demand of different energy streams using opti-
mization approaches are performed (Bollinger et al. 2018; Wu et al. 2017). The
next section presents the existing data-driven urban energy modeling approaches
and discusses three case studies in detail.

2 Data-Driven UBEM Approaches

Data-driven modeling approaches are models based on either simulated or measured
data from buildings and urban systems. They can be divided into statistical and
artificial intelligence methods (Fig. 1). These models can be used for a number of
useful purposes including benchmarking, energy demand prediction, forecasting,
benchmarking, and classifying buildings (Ahmad et al. 2018; Deb and Lee 2018;
Deb et al. 2016, 2018). The two important aspects for data-driven UBEM modeling
are:

• the availability (Quality and Quantity) of data, and
• Modeling techniques.

The data requirements vary based on the target of the model. For example, if a
model is required to forecast the future energy demand of an entire city without any

Fig. 1 Data-driven modeling techniques for modeling building energy at urban scale (Ali et al.
2021)
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input data on the geometry of the buildings, then themodelwould need to rely onother
data sources, such as the past energy consumption data of the city. The model thus
developed could be a univariate time series forecasting model or can be combined
with the available climate data to develop a bivariate model, wherein the effect of
the climate on energy consumption can be studied. Kazmi et al. have reviewed the
existing, open source data sets for residential and commercial buildings (Kazmi
et al. 2021). They have noted that detailed data from space conditioning (heating,
cooling, ventilation) is limited when compared with electricity data. Additionally,
detailed temperature values inside the space are seldom recorded, thereby limiting
the usefulness of the data set. The availability of climate data is rather robust and
comprises of various open data sources and local weather stations. Since the depen-
dency of the energy demand in buildings on climatic conditions is indispensable, the
availability of climate data to develop data-driven models is highly advantageous.

In recent urban energy studies,machine learning algorithmshavebeenwidely used
compared to traditional statistical techniques. Machine learning models provide the
most accurate predictions possiblewithout necessarily establishing the physical basis
for the predictions. Nonetheless, these have been found to be extremely beneficial
in the prediction and classification of urban energy demand and consumption. There
is the widespread application of machine learning in UBEM and some of the main
case studies and models have been collated by Ali et al. as seen in the table (Table
1).

However, we take a look into three case studies in detail. The first is a city-
scale energy model which has been developed using a relatively smaller sample
size. Such data sets are usually obtained or made available by city authorities. Much
research has been published that looks into the most relevant features and models
using these data sets have been published. The second case study proposed a hybrid
approach wherein simulated energy consumption data is combined with measured
data and data-driven models are developed using this integration. The third case
study proposes an automatic framework to optimize urban design with an UBEM.
This study too combines the strengths of simulation and machine learning, wherein
themachine learningmodels are trained on data sets that are results of an optimization
algorithm.

2.1 Case Study 1: City-Scale Prediction Model

This research work is published by Kontokosta and Tull (2017). In this study, the
authors attempted to develop a data-driven generalmodel that is applicable to analyze
the building stock of an entire city. They employ data-driven statistical models to
predict the energy use of 1.1 million buildings in New York City using the physical,
spatial, and energy use attributes of a subset derived from 23,000 buildings.

The dataset, which is obtained from the NewYork CityMayor’s Office of Sustain-
ability includes detailed information on time series data on energy use by fuel type
and source and building occupancy, use, and physical descriptors from 2010 to 2015.
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Table 1 Summary of data-driven bottom-up urban building energy modeling studies (Ali et al.
2021)

Projects/paper Model Application Target users Developer References

UrbanFootprint Statistics Mapping Urban
planners,
policy makers

LBNL The Ultimate
Technical
Guide to
UrbanFootprint
(2021)

DUE-B Classification
and
Regression
Tree

Benchmarking Policy makers Urban
Informatics
Lab

Yang et al.
(2018)

CoBAM Statistics Energy
analysis

Policy makers,
practitioners
and local
communities

EPFL Zhao et al.
(2011)

DUE-S Residual
network
model

Energy
Analysis

Policy makers Urban
Informatics
Lab

Nutkiewicz
et al. (2018)

UEUM k-NN, and
ANNs

Energy
analysis

Designers,
planners, and
policy makers

Illinois
Institute of
Technology

Abbasabadi
et al. (2019)

GREEN
grading system

XGBoost Benchmarking Policy makers New York
University

Papadopoulos
and Kontokosta
(2019)

Dall’O’ et al Regression Classification Local
administrators

BEST
Politecnico
di Milano

Dall’O’ et al.
(2012)

Pedersen et al Regression Load
prediction

Urban
planners

Norway,
NTNU

Pedersen et al.
(2008)

Mastrucci et al Multiple
linear
regression

Urban
planning

Urban
planners

CRTE Mastrucci et al.
(2014)

CRECM Statistical
method

Energy
Analysis

City policy
makers

SCUT Wang et al.
(2020)

Rahman et al Recurrent
neural
network

Forecasting Planning SSESLab,
University
of Utah

Rahman et al.
(2018)

Robinson et al Gradient
boosting
model,
Linear
regression,
SVM

Energy
analysis

City planners
and policy
makers

Georgia
Tech

Robinson et al.
(2017)

(continued)
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Table 1 (continued)

Projects/paper Model Application Target users Developer References

Kontokosta
et al

Linear
regression,
random
forest, and
support
vector
regression

Energy
analysis

Policy makers New York
University

Kontokosta and
Tull (2017)

Williams et al Linear
regression,
regression
trees, and
MARS

Energy
analysis

Policy makers TSERI Williams and
Gomez (2016)

Ali et al Deep
Learning

Retrofit
analysis

Urban
planners and
energy policy
makers

University
College
Dublin

Ali et al. (2020)

The energy use is reported by total consumption and by energy use intensities for
both site and source energy, while also being normalized for the weather. The data-
driven models including Linear regression (OLS), random forest, and support vector
regression (SVM) algorithms are first trained on the city’s energy benchmarking data
and then used to predict electricity and natural gas use for every property in the city.
Data for the calendar year 2014 were used in this study.

The results show that the general model produced from the data sample can
produce reasonably accurate predictions of energy use across the city at the building
scale (Fig. 2). The map of New York City with the predicted electric energy use
intensity for each property (Kontokosta and Tull 2017). The easily interpretable OLS
model performed best overall, when considering both in-sample and out-of-sample
prediction results. The authors also found that building use, size, and morphology
emerge as robust predictors of energy use. Additionally, the building type, whether
office, retail, or other, impacts electric and natural gas energy use intensity (EUI).
They also found that larger buildings are less energy intensive, while taller buildings
have higher EUI. The findings create opportunities for data-driven energy policy
evaluation in cities. Such models can be used to predict retrofitting and energy
savings opportunities at scale and estimate future energydemandbased on anticipated
changes to future urban development.

2.2 Case Study 2: DUB-S

The Data-driven Urban Energy Simulation (DUE-S) models urban energy use on
multiple spatial and temporal scales (Nutkiewicz et al. 2018). DUB-S is a result of
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Fig. 2 The map of NewYork City with the predicted electric energy use intensity for each property
(Kontokosta and Tull 2017)

accounting for the inter-building energy dynamics and urban microclimate factors
that can have a substantial impact on building energy use. DUB-S integrates a
network-basedmachine learning algorithm (ResNet)with building engineering simu-
lation. Its developers have realized that pure data-driven approaches lack the ability
to accurately estimate the energy implications of early-stage design or new retrofits to
buildings that are not included in the training dataset. Therefore, the authors present a
hybrid model that utilizes simulated time series energy demand data and combines it
withmeasured energy consumption data to train a ResNet model. Here, the inputs are
the time series structured data and the output are the measured metered data. These
inputs are simulated by using available data sets on building geometry, weather data
building physical data. The entire methodological process can be seen in Fig. 3.

This process is applied to a case study consisting of 22 university buildings located
in California, USA. The results show that the spring and fall months show a trend in
underestimating electricity use while winter and summer ones tend to overestimate.
It is also observed that during spring and fall, the variance of the Mean Absolute
Percentage Error (MAPE) is smaller than in other months. This indicates that the
model performs better when providing a conservative estimation of electricity use.

This study is a fine example of combining simulated andmeasured data to train and
build a machine learning model. Although the researchers have highlighted several
limitations, the proposed methodology is a step forward in accounting for the energy
dynamics and interdependencies of buildings in an urban context, thereby providing
a significant opportunity to create more accurate multi-scale urban energy models.
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Fig. 3 The DUE-S modeling framework, wherein step 1 uses information from existing data
sources to create individual building energy simulations, and step 2 employs a residual network
model (ResNet) to predict the metered energy use by learning the uncertainties of the building
energy simulations and their surrounding urban environment (Nutkiewicz et al. 2018)

2.3 Case Study 3: From Simulation to Data-Driven Approach

This case study is extracted from the research work of Wang et al. (2021). The
study proposes an automatic framework to optimize urban design using an urban
building energy model. Like the previous case study, this study too combines the
strengths of both simulation tools andmachine learningmodels, wherein themachine
learning models are trained on simulated data sets. This study not just trains the
machine learning models on simulated data, but also the outputs of an optimization
algorithm. Three optimization goals were defined, which are, the maximum solar
energy utilization, the solar lighting of the first floor, and the minimum building
energy demand. Real urban morphology was integrated into the modeling process
by generating 3D building blocks in Rhino. The energy calculations were performed
using the Ladybug module and the optimization was done using theWallace module.
The machine learning training was done using the Long short-termmemory network
(LSTM) approach. LSTM was adopted for the time series data sets as it contains
the cell state to memorize long-term dependencies. All the steps included in the
methodology can be seen in Fig. 4.

The results of the optimization show that the annual solar PV power genera-
tion of the block is mainly concentrated in the interval above 2.1 × 10e6 kWh/yr,
showing a good PVpower generation. The total EUI of buildings is evenly distributed
around 70.4 kWh/m2*yr, while the value of solar hours is concentrated around 7.14 h.
According to the optimization process, to increase the power generation of the block,
multi-story buildings or low-rise buildings with a larger roof area were selected.
However, these two types of buildings often require higher energy demand. The
optimization algorithm also tried to reduce the scattered degree of the buildings to
increase the PV power generation. This too reduced the inter-building shading and
increased building energy use. After several iterations, the optimized solutions were
captured and were divided into five clusters (Fig. 5).
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Fig. 4 Low-energy urban design framework for integrating urban morphology to urban design
from simulation to a data-driven approach (Wang et al. 2021)

The LSTM model was then applied to learn the energy performance of 41 actual
urban blocks through urban morphology. It is found that LSTMs can achieve good
accuracy in all predictions, although the results indicate that in most urban blocks,
the predicted or designed energy demand is higher than actual energy use. The
authors mention that this is because the operative energy of buildings is influenced
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Fig. 5 Results of energy generation of PV, total EUI of buildings, and solar hours in five urban
design clusters (Wang et al. 2021)

by many factors, such as the occupant’s behavior. Such a study can facilitate the
real application of this framework to provide different reference scenarios in urban
design. It can also be used to provide technical support for new urban design or urban
renewal projects by developing models on existing urban morphological and energy
data sets.

3 Urbanization and Energy in India

The International Energy Agency (IEA) recognizes urbanization and industrializa-
tion as the key drivers for India’s current and future energy sector (IEA 2021). It
also foresees that an estimated 270 million people will be added to India’s urban
population by 2040. This increase in urban population is the equivalent of adding 13
cities the size ofMumbai by 2040. For India, the definition of the urban area is a place
having a minimum population of 5,000 and a minimum density of 400 persons per
square kilometer, and 75% plus of the male working population employed in non-
agricultural activities (Census of India 2011 (2012)). Additionally, places adminis-
tered by a municipal corporation, cantonment board or notified town area committee
are automatically considered urban areas.

Energy consumption in India hasmore than doubled since 2000. India’s continued
industrialization and urbanization will make huge demands on the energy sector,
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although its energy use per capita is well under half the global average. An increase
in urbanization also increases the demand for electricity and mobility in urban areas.
To meet this end, the last decade has been remarkable for India’s power sector when
synchronization of the grid was achieved. This makes India the fourth-largest elec-
tricity market in the world, after the United States, China, and the European Union.
As per the Sustainable Development Scenario (SDS) by the IEA, a considerable
increase in electric mobility and renewable energy sources is required in the coming
decades. Alongside improved air quality and enhanced energy access, the SDS also
sees India reach an early peak in energy-related CO2 emissions and a rapid subse-
quent decline, thereby increasing the possibility of achieving net zero emissions by
the mid-2060s.

There are several steps to be uncovered before this transition is made. In relation
to the urban energy analysis, the first step is the development of modeling method-
ologies that can simulate the various independent and target variables involved in
the urban energy nexus. Since electricity is foreseen as the topmost primary end-use
energy in the future, the UBEM has to be flexible to link buildings with other sectors
such as renewable energy and transportation. In contrast, currently, there are only a
few research bodies and universities that are working on UBEM for Indian cities.
Notably, the CEPT University (Centre for Environmental Planning and Technology)
in collaboration with other national and international universities has been working
on exploring the applications ofUBEMfor India. The newly formedCentre forUrban
Science and Engineering (CUSE) at the Indian Institute of Technology Bombay (IIT
Bombay) also envisages itself to be a key player in the future of UBEM in India.
Since data-driven UBEM are strongly dependent on the availability and quality of
data sets, the next section takes a summarized look into the available data sets and
published UBEM models in the context of India.

3.1 UBEM and Energy Data Sets in India

UBEM research in India is in its nascent stage. Recent advancement in energy
in building research has witnessed researchers openly share data repositories. One
example of this is the Indian BuiLdings Energy coNsumption Dataset (I-BLEND)
(Rashid et al. 2019). I-BLEND is a 52-month energy dataset from seven commercial
and residential buildings of an academic institute campus in New Delhi. The dataset
contains five different parameters, which are—voltage, current, power, frequency,
and power factor. The data is collected at a sampling frequency of one minute. An
interesting aspect of this data set is that it also provides occupancy counts usingWiFi
logs at the router level.

The growing interest in the field of UBEM in India is evident. Sharma et al.
analyzed the usefulness of different methodologies for developing a 3D building
stock model for the city of Ahmedabad (Sharma et al. 2020, 3). Evaluating various
applications such as the potentials, limitations, and challenges of remote sensing
techniques, namely: (a) Satellite imagery, (b) LiDAR, and (c) Photogrammetry, they
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found that the use of supervised learning for image-based segmentation identifies
building footprints with good accuracy. Mathur et al. developed a fit-for-purpose
urban building energy modeling framework using the case city of Ahmedabad. They
focused on understanding the impact of increasing the resolution of model inputs
on the outputs. This was done to find a balance between the efforts spent on data
preprocessing, model development, and the accuracy of the results. Applying this
understanding to the case of Ahmedabad, they found that a higher Level of Detail
(LoD) is required in occupancy modeling for the residential and educational build-
ings, whereas the same is more important for the commercial buildings’ envelope
characteristics.

Praharaj and Bandyopadhyay studied the open data challenge for building smart
cities in India (Praharaj and Bandyopadhyay 2020). They found that many smart
cities are embracing new technologies to foster an open data culture and that the
city’s open data platforms are more likely to sustain if developed and operated at a
regional level. According to the Ministry of Housing and Urban Affairs (MoHUA),
the open data platform for the 100 smart city candidates would be expanded to
cover 500 cities by 2022 (“Ministry of Housing and Urban Affairs, Government of
India” 2021). The Ministry has also extended this to include the “DataSmart Cities”
strategy (“Data Smart Cities” 2021). This strategy recognizes the value of cultivating
engagement among the government, citizens, academia, and industry. This requires
a data ecosystem supported by a robust system of data acquisition that will act as a
backbone for realizing the full potential of technology interventions in cities. In view
of this, the India Urban Data Exchange (IUDX) is a research project implemented
by MoHUA in collaboration with the Indian Institute of Science (IISc), Bengaluru.
The goal of this platform is to facilitate secure, authenticated and managed exchange
of data with third-party authenticated and authorized applications. Here, industry
and researchers will be able to share Smart City data that could even be monetized
in the future. Although this is promising, the quality and timely availability of data
still poses a challenge. Additionally, the current data sets available in IUDX are
waste management, civic, video systems, street lighting, urban mobility, work place,
and environment. There is no specific data set on the energy consumption aspects
of buildings and mobility. This is a bottleneck to the advancement of data-driven
UBEM for Indian cities.

In contrast, research groups are working on ways to generate and derive useful
data that can be applied for urban energy planning and design. Tong et al. presented
a baseline urban energy-use data set covering all Indian urban districts in ways
that align with national totals and integrate social-economic-infrastructural attributes
(Tong et al. 2021). They develop a novel bottom-up plus top-down approach based
on machine learning to model All Urban areas’ Energy-use (AllUrE) across all 640
districts in India. The spatially granular AllUrE data aggregated nationally shows
good agreement with the national total. At the state level, the goodness-of-fit ranged
from 0.78–0.95 to 0.90–0.99 at the city level. Such a data set is highly valuable for
large-scale modeling of the urban energy transitions in India that are consistent with
national energy and climate goals.
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In addition to the aforementioned data sources, emerging data-sharing platforms
such as Nature Scientific Data, Elsevier Data-in-Brief, and Kaggle also provide
several complete and peer-reviewed datasets. These are great avenues to develop
and test preliminary data-driven models before developing one’s own data collection
methodology.

4 Conclusion

Energy demand in buildings and cities continues to rise, driven by improved access to
energy in developing countries, greater ownership, and the use of energy-consuming
devices (IEA 2018). This is well recognized worldwide, and strategies to curtail the
demand for fossil fuels and increase the dependency on renewable energy sources
are being intensely worked upon. UBEM complimented with data-driven analysis is
a promising way forward. Many such methodologies have been developed in various
parts of theworld. It is seen thatmost employ a hybridmodel that combines simulated
and measured data as full data sets consisting of all variables at the urban level are
still not available. Even though demand data from thousands of buildings is openly
available, it is often limited either in space or time. Temporal limitations mean it is
difficult to generalize the observed trends and detect seasonality in the data. Likewise,
the fact that most datasets are concentrated in a few geographical regions does not
lend itself to broader generalization. This is also a shift from conventional studies
where measured data was only used for calibration and not training models.

In India, data-driven UBEM research is still in its nascent stage. The MoHUA
has initiated the Smart Cities Mission and the DataSmart Cities strategy which over-
sees the India Urban Data Exchange (IUDX) platform. However, not enough data is
available that can exclusively be used for UBEM. Currently, there is a need to define
the major urban challenges in India. Only then can the most suitable solution strate-
gies be devised. Digitalization and data-driven analysis are supportive tools only if
the basic infrastructure is in place. For example, if the condition of buildings and
roads does not improve, advanced optimization and efficiency improvements using
data-driven analysis may not be fruitful. Therefore, data-driven analysis for Indian
cities should first look into best practices and share and disseminate the best prac-
tice data among stakeholders. There is an immediate need to define benchmarks in
building and urban energy efficient practices. These should be developed by experts
who have knowledge about the way Indian cities are designed and operated in terms
of energy. Data-driven UBEM provides a promising platform to uncover some of the
basic challenges Indian cities face in the context of not just energy, but also other
aspects such as mobility, waste management, and environment.
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