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Abstract. Multi-object tracking task aims to identify and track all tar-
gets in the video. It has important applications in intelligent monitoring
and other fields. Two problems can affect the accuracy of the multi-object
tracking task. First, occlusion between targets will lead to interruption
of tracking trajectory and switch of tracking target. Second, quality of
the object detection results will directly affect the tracking accuracy. In
this paper, we adopt a single-object tracking algorithm based on deep
learning is introduced to solve the first problem and develop a discrimi-
nant network scoring the accuracy of detection and prediction bounding
boxes to solve the second problem. The experimental results show that
the proposed tracker performs better than other competing methods.
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1 Introduction

Multi-object tracking aims to identify the target that appears in each frame of a
video sequence and the same target in a continuous sequence of images. The track-
ing target can be pedestrians and cars. Multi-object tracking task for pedestrians
is the main direction because of its practicality. Multi-object tracking task is the
fundamental principle of action recognition, behavior analysis, and other fields and
plays an important role in public safety and human-computer interaction.

Multi-object tracking tasks can be divided into detection-based (DBT) [1,2]
and detection-free (DFT) [3-5] tracking from the perspective of target initializa-
tion. DBT refers to the tracking based on the results of detection. First, we use
the detector to determine the target in the video, followed by identity matching
based on the detection results. The accuracy of the detector will remarkably
affect the accuracy of multi-object tracking tasks in this mode. DFT refers to
the manual labeling of the target in the first frame and tracking targets in sub-
sequent frames. DBT is used more than DFT because the latter fails to solve
the problem of a new target or disappearing target in subsequent frames.
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The DeepSORT algorithm [13] is improved on the basis of the cost matrix in
the Hungarian algorithm and introduces an additional cascade matching before
iou matching and utilizes the appearance feature and Mahalanobis distance.
Appearance features are extracted from the Re-ID network. The Mahalanobis
distance is used as a constraint in the motion information because Euclidean
distance ignores the calculation of the spatial domain distribution. DeepSORT
first uses the Kalman Filter to predict the trajectory of the target and then uses
the Hungarian algorithm to match predicted trajectories with detections in the
current frame and finally updates trajectories with the Kalman Filter.

Fig. 1. Results of our algorithm on the MOT16 dataset.

Object detection algorithm based on the deep convolutional neural network
(CNN) also appears after the deep CNN obtains excellent results on the classifi-
cation problem. R-CNN series object detection algorithm [6-8] aims to generate
and classify bounding boxes of targets. The algorithm classifies the background
and foreground in the first stage by determining the anchor box of the target in
the picture. The algorithm classifies targets of the rectangular anchor box in the
second stage. Faster R-CNN [8] uses neural networks to generate bounding boxes
of targets rather than generate candidate boxes with artificial rules to achieve
end-to-end training and increase the algorithm speed.

Appearance models, including both visual features of the target and measure
of similarity between targets, such as corner points [9], color histograms [10],
optical flow [11], gradient features [12], are often used in multi-object tracking
tasks. Each feature has its advantages and disadvantages and is sometimes inef-
fective. The simple color histogram can easily calculate similarity. However, it
only obtains statistics but loses pixel location information. Corner points are
effective for transformation within the plane but ineffective when it comes to
occlusion and out-of-plane. Gradient features positively affect light changes but
fail to solve deformation and occlusion. A deep feature extraction network is
added in this study to replace manually designed and general visual features.

In this paper, an online multi-object tracking algorithm, including single-
object tracker, discriminant network, and deep feature extraction network, is
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designed. First, a single-object tracker is adopted to predict the target trajec-
tory and deal with occlusion and background complexity. Second, a discriminant
network is designed and trained to choose the more accurate candidate box gen-
erated by the detector and tracker.

Detector

Feature Extraction

Discriminator

Frame Pool

Tracker

Trajectory Matching

Fig. 2. Flow chart of our algorithm.

2 Proposed Method

First, the target position is determined with a detector. Second, we extract
deep features of each target and use the tracker to predict the target trajectory.
Finally, we use the discriminant network to score bounding boxes given by the
tracker and detector and then match the candidate box with the target trajec-
tory. The flow chart of our algorithm is shown in Fig. 2. The following sections
are described separately.

2.1 Detection and Feature Extraction Based on Deep Learning

Multi-object tracking is based on visual detection. We start with detecting all
targets that appear in each frame before subsequent processing. Faster R-CNN
is used as the target detector in this study. Limitations of using only the motion
information to track the target in the multi-object tracking task are as follows.
The ineffective motion information processing for addressing variable motion,
change of movement direction, and occlusion leads to low tracking accuracy.
To this end, adding the appearance information of the target can improve the
identification and matching of the target and this facilitate the tracking of the
target. To be specific, we adopt ResNet-50 as the backbone to extract deep visual
features. The last fully connected layer is removed from the ResNet-50 network
structure to obtain a final output of a 2048-dimensional vector, which highly
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refines the appearance information for matching between pedestrian targets. We
use the Market-1501 dataset to train the ResNet-50 network and obtain the deep
feature extraction network. Market-1501 includes 1501 pedestrians taken by six
cameras and 32668 pedestrian bounding boxes, which is very commonly used for
person re-identification.

2.2 Single-Object Tracker

The single-object tracking algorithm has progressed considerably in recent years.
The single-object tracker has a remarkable effect in dealing with target defor-
mation and occlusion. A single-object tracking algorithm is introduced in this
study to solve the ID switch problem caused by the occlusion between targets
in the multi-object tracking task and predict the pedestrian trajectory.

Traditional tracking algorithms, such as Kalman filter and particle filter,
can successfully solve the tracking problem in simple scenarios. However, such
algorithms perform poorly in complex scenarios, such as multi-object tracking.
A single-object tracking algorithm based on deep learning, such as SiamMask,
can successfully track objects in complex scenes.

The SiamMask algorithm [15] can perform both video target tracking and
video target segmentation tasks simultaneously. The algorithm achieves target
segmentation by adding a mask branch to the full convolutional Siamese neural
network for target tracking, and enhances the loss to optimize the network. Once
trained, the SiamMask algorithm can achieve real-time category-independent
target tracking and segmentation. This model is simple, versatile, fast, and out-
performs other tracking methods.

The SiamMask algorithm is used to predict the position of the target in the
new frame and obtain the trajectory prediction results of each target in the current
frame. At the same time, the detection algorithm is used in this study to detect the
target in the current frame to obtain the detected bounding box. We then utilize
the matching algorithm between bounding boxes obtained by the tracker and the
detector. The matching results are used for updating the target trajectory.

2.3 Discriminator

The detector can find the new target in the scene in a timely manner in the
multi-object tracking task. However, the detection quality may be poor in case
of cluttered background, occlusion, and interaction between targets. The single-
object tracking algorithm is suitable for these problems. Selecting the more accu-
rate finding between the detection and tracking results will affect the accuracy
of the task. To this end, a discriminant model is proposed to score the confi-
dence of detection and tracking boxes. The result with a higher score is used to
update the target trajectory. The structure of the discriminant network is shown
in Fig. 3.

The network consists of eight convolutional layers and two fully connected
layers. The input size of the pedestrian picture is unified to 200 x 100. Con-
volutional layers aim to extract general visual features of pedestrians and are
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Fig. 3. Structure of the discriminant network that contains eight convolutional and
two fully connected layers. The input size is 200 x 100 and the output is a score.

connected to fully connected layers to output the score. We collect the pedestrian
bounding box as the training set and use the iou value between the bounding
box and groundtruth as the score of the bounding box. The large iou value
between the bounding box and groundtruth indicates a high score. The discrim-
inator can score the input pedestrian bounding box after training. The bounding
box is considered satisfactory if its score is high. Figure 4 shows the process of
collecting the training set.

3 Experiment

3.1 Dataset

MOT16, a dataset for pedestrian tracking that was proposed in 2016, is used to
measure detection and tracking methods for multi-object tracking [14]. Evalua-
tion indicators of the MOT16 dataset include MOTA, MOTP, ID switch (IDS),
false positive (FP), and false negative (FN). MOTA evaluates all object matching
errors during the tracking process, which contains false negative, false positive,
and ID switch. This indicator measures the performance of matching targets and
maintaining the trajectory during tracking. MOTA values are less than 1 but
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(a) iou=0.64 (b) iou=0.58 (c) iou=0.96 (d) iou=0.97

Fig.4. Process of collecting training samples. The green bounding box is the
groundtruth. The gray bounding box is generated by the detector and the tracker,
with the iou of the two bounding boxes as the score.

Table 1. Comparison of our tracker with other algorithms on the MOT16 dataset.

Method MOTA | MOTP
EAMTT [16] | 38.8 75.1
TBD [17] 33.7 76.5
JPDA [18] 26.2 76.3
Ours 44.4 76.8

can become negative when the number of errors in the tracking is larger than
the total number of groundtruths. MOTA can be expressed as follows:

MOTA=1— Z(FN—l—FP—i—IDS)/Z GT. (1)

MOTP is used to quantify the positioning accuracy of the detector and con-
tains nearly zero unrelated information to the actual performance of the tracker.
The MOT16 dataset uses the overlap rate of the bounding box as the measure-
ment.

MOTP = d;, / > e (2)
it t

where d is the average measurement distance between the detection target ¢ and
the groundtruth assigned to it and ¢ is the number of successful matches in
frame ¢.

3.2 Results

We test our algorithm on the MOT16 dataset. Figure 1 shows a portion of the
results of our algorithm. Table 1 presents the comparison between our algorithm
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Table 2. Ablation study of our tracker.

Method MOTA | MOTP
Baseline 35.3 76.6
Baseline+SOT 44.0 77.0
Baseline+SOT+DIS | 44.4 76.8

and other approaches. The satisfactory performance of the algorithm is indicated
by the high values of performance indicators MOTA and MOTP. A comparison
experiment (in Table 2) is conducted to explore the effects of using a single-object
tracker to predict the target location and the accuracy of the discriminator.

The first line in Table 2 is our baseline, which uses the faster R-CNN detector
to detect the target. This baseline extracts deep appearance features of the
detected target and uses the Kalman filter to predict the possible position of the
target in the next frame. We then match predicted and detected positions using
the Hungarian algorithm and update the trajectory.

The second line in Table 2 is used to replace the Kalman filter with the single-
object tracker, SiamMask, on the basis of the baseline algorithm. Using a deep-
learning-based single-object tracker is suitable for predicting the target position
because the Kalman filter performs poorly under complex motion conditions.
We then match the tracking and detection results and update trajectories using
the detection bounding box. The results improved significantly.

The third line in Table 2 is used to add the single-object tracker SiamMask
and the discriminator to the baseline. We obtain the target detection and target
prediction results of the current frame. We then use the discriminator to score
the two kinds of bounding boxes and the one with the higher score is used to
update the target trajectory. The total accuracy of MOTA improves after adding
the discriminator.

4 Conclusion

This paper presents a novel algorithm for multi-object tracking. A single-object
tracker is added to solve the multi-object tracking problem, predict the target
trajectory, and reduce the impact of target occlusion in tracking. In addition, a
deep discriminant network is proposed to improve the accuracy by selecting the
candidate box with higher confidence between tracking and detecting results to
update the trajectory. The experimental results show that our tracker achieves
performs better than other competing methods.
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