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Abstract Breast cancer is one of theworld’s second-leading causes of death.Oneout
of every eight women experiences this illness at some point in their lives. Patients
with early detection of the disease have a higher likelihood of survival and have
a better chance of recovery. There is a critical requirement to classify tumors for
malignancy. This study investigates automatic breast cancer prediction using a variety
of machine learning techniques. The most prevalent type of classification is binary
(benign cancer versusmalignant cancer).Machine learning (ML) techniques are now
being employed to detect breast cancer. They have a high degree of classification
accuracy and a wide range of diagnostic capabilities. This research work presents a
novel ensemble model for binary classification of breast mass tumors on the WDBC
dataset. The outcomes of seven distinct machine learning individual models (logistic
regression, KNN, SVC, etc.) are compared to the hybrid ensemble model of the
above seven techniques. The evaluation of the model is done in terms of numerous
performance indicators, such as accuracy, precision and recall. Compared to stand-
alone models, the results demonstrate that the ensemble model performs remarkably
well, with an accuracy of 0.98%.

Keywords Machine learning · Ensemble · Breast cancer · Support vector
machine · Stacking classifier

1 Introduction

Cancer is a chronic condition caused by excessive growth and cell division that affects
the cellular structure. It causes accelerated cell growth in some cases, depending on
cancer type, and in others, cell growth is significantly decreased. This division abnor-
mality affects the body in numerous states, resulting in cancers, undermining the
immune system, and other significant complications. A record 15.5 million persons
with a history of cancer were residents of the United States alone, according to the
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2018 report. According to the World Health Organization (WHO) [19], the illness
will have a massive effect on the planet. About one in five individuals will face
cancer diagnosis once in their lifetime by 2020. 18.1 million persons worldwide had
cancer in 2018, and 9.6 million died of the disease. The figures will likely double
by the year 2040. Accelerating global cancer containment by early diagnosis, detec-
tion, care and observation is the need of the hour. Pulmonary cancer is the most
frequently diagnosed cancer (11.6%), followed by female breast cancer (11.6%) and
bowel cancer (10.2%). The study’s primary objective is to apply machine learning
to diagnose the disease early, potentially saving millions of lives worldwide. The
use of several machine learning techniques such as decision trees, artificial neural
networks (ANN) and support vectormachines (SVM) in cancer diagnosis yields posi-
tive outcomes. The adoption of machine learning in the medical field will transform
disease diagnosis and help doctors get better insights into the disease.

Breast cancer is the most common type of cancer in women [2], affecting about
2.1 million women each year and resulting in the highest number of cancer-related
fatalities. Breast cancer claimed the lives of around 15% of cancer-related deaths in
2018or 627,000women.Research conducted by [1] shows that onewomandies every
13 min due to breast cancer, while one case of breast cancer gets diagnosed every
two minutes worldwide. Since the shift in clinical practice from cure-based evidence
medicine to care-based evidence medicine, disease detection and identification have
been given top importance while still in the early stages of development. Breast
cancer death rates can be reduced if early identification of the disease is possible.
An essential and often used diagnostic method is the triple-test; it consists of three
medical examinations, i.e., self-examination, ultrasonography and fine needle biopsy
(FNB) of the breast used to produce high accuracy in the disease diagnosis. FNB is
an invasive technique that consists of obtaining material from the tumor directly. The
examination of the content is performed under the microscope for the occurrence of
cancer cells.

Data mining is a discipline in which computer science and analytics converge to
detect correlations in the database. The data mining process’s fundamental goal is to
retrieve and shape valuable information from the data file into a coherent framework
for potential use. It employs a combination of strong analytical abilities, domain
knowledge and an explicit knowledge base to uncover hidden trends and patterns
in heterogeneous information [7]. Many forensic organizations, pharmacies, hospi-
tals and research institutions have many medical diagnosis data available. To make
the system computerized and rapid to identify diseases, it is barely necessary to
classify them [9]. Forecasting trends can aid in the development of new treatments
by assisting in the identification of high-risk individuals based on known patholog-
ical and experimental risk factors. Accurate breast cancer risk assessments can help
with lifestyle changes, immunotherapy, personalized screening and risk-stratified
follow-up therapy [2]. The suggested research project is a study to see if a breast
tumor is benign or malignant. In this regard, machine learning has been applied to
the dataset. Machine learning is a series of instruments that are used to build and
test algorithms that enable inference, identification of patterns and classification.
Machine learning focuses on four steps: data collection, a compilation of models,



A Novel Ensemble Model for Breast Cancer Diagnosis 153

model training and model verification [20]. The association between breast cancer
andmachine learning is not new. It has been used for decades to diagnose cancers and
other autoimmune disorders, predict gene mutations that trigger cancer and evaluate
the prognostic. Data mining and machine learning techniques are widely used in the
medical industry since they are discovered to be quite useful inmedical practitioners’
decision-making processes. The implementation of multiple machine learning algo-
rithms such as support vector machine (SVM), artificial neural network (ANN) and
decision trees has shown promising results in the field of cancer detection. In addition
to transforming illness identification, the adoption of artificial learning in medical
imaging can enable doctors to obtain more in-depth insights into the disease.

The triple-test is an essential and frequently used diagnostic method; it consists
of three medical tests, i.e., self-examination, ultrasonography and breast fine needle
biopsy (FNB) used to diagnose the disease to achieve high precision. FNB is an
invasive technique that consists of directly obtaining tumor material. The contents
are checked for the presence of cancer cells under the microscope. The study work
uses the WDBC dataset. The dataset consists of attributes that measure a digitized
description of a fine needle aspirate from the image of mammary mass (FNA). The
features were recorded by analyzing the characteristics of the cell nuclei under the
microscope.

The following is a description of the paper’s structure. The past work in breast
cancer diagnosis using machine learning approaches is briefly described in Sect. 2.
The materials and procedures employed in the research study are described in
Sect. 3. The work’s experimentation results are discussed in Sect. 4, while the paper’s
conclusion is discussed in Sect. 5.

2 Related Work

Large number of researches has been done in the past decade on the diagnosis of
breast cancer. Some researchers have used mammograms, histopathological images,
while others have worked on calculative data. The ability of the machine learning
algorithms to find new hidden patterns in a large amount of data has shown quite
great results in the healthcare sector. Cancer diagnosis at an early stage increases
the chances of recovery in patients. For the diagnosis of breast cancer, researchers
use a variety of machine learning methods such as artificial neural networks (ANN),
decision trees, support vector machines (SVM), convolutional neural network and
random forest. On the WDBC dataset, SVM and ANN were applied, and the results
of the applied machine learning (ML) techniques were compared using performance
measures.

In comparison with ANN, SVM demonstrated the best accuracy of 96% based on
the performance criteria of the employed ML approaches [8]. The dataset WDBC
was used to test a feed forward backpropagation neural network. The ANN in this
study comprises nine input and one output neuron, with 1, 2, 3, 4 and 5 hidden layers.
The results demonstrate that using the TANSIG transfer function, a 20-neuron feed



154 A. Hamid

forward backpropagation single hidden layer neural network using the TANSIG
transfer function achieves the highest classification accuracy (98.9% on training set
and 99% on test set) [10]. The methodology of adaptive feature selection was used,
and classification was enabled using KNN, random forest and multilayer perceptron
[22]. Results proved that before feature selection KNN, SVM and PNN obtained an
accuracy of 100%, 100%, 96%, respectively, and after selection of best attributes,
the accuracy got jumped to 97.19% for PNN. Breast Cancer Coimbra dataset was
used on ANN, ELM, KNN and SVM algorithms by [23]; ELM is same as that of
artificial neural network with one difference, and ELM consists of only one hidden
layer instead of many hidden layers in case of ANN. Results showed that ELM
outperformed the other two algorithms in terms of accuracy and training time and
is preferable for more samples. The research [11] used six different algorithms,
such as AdaBoost, random forest, extra tree classifier and the stacking classifier,
on basic learners on the WDBC dataset and obtained an accuracy of 92.9% on
voting classifier, with extra trees classifier receiving the highest score of 95.1739%,
followed byXGBoost 95.1691%andAdaBoost 94.7343%.AlexNet architecturewas
used by [24] on the CBIS-DDSMdataset in which the CLAUDE algorithm for image
enhancement was done with image segmentation to increase the sample size of the
dataset. In the proposed work, linear SVM obtained the highest accuracy of 80.5%.
Table 2 shows the brief summary of various methodologies adapted by researchers
for breast cancer.

Table 1 Various breast
cancer datasets

Database Database size (GB) Total patients

MIAS 2.3 161

DDSM 6 2620

CBIS-DDSm 70.5 237

ISPY1 76.2 237

Breast-MRI-NACT-Pilot 19.5 64

QIN-Breast 11.286 67

Mouse-Mammary 8.6 32

QIN Breast DCE-MRI 15.8 10

BREAST-DIAGNOSIS 60.8 88

RIDER Breast MRI 0.401 5

BCDR 1.4 GB 1734

TCGA-BRCA 53.92 (TB) 1098

BreakHis 4 82

Inbreast 40 MB 115

Coimbra Breast Cancer 7 Kb 116

WDBC 122 Kb
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There is a growing abundance of researchers drawing their interest attentions to
ensembles. Moreover, it has solid proof that they can substantially change the clas-
sification performance. Six machine learning techniques were employed to analyze
8942 patients with breast cancer using the local dataset [12]. All methods, including
decision trees, neural networks, extreme boost, logistic regression and support vector
machines, produced very close accuracy of 79.80%, 82.7%, 81.7%, 81.7% and
81.7%, respectively, with random forest outperforming the others with an accuracy
of 82.7%. Kadam et al. [25] suggested a feature ensemble model for categorizing
breast cancer tumors into benign and malignant tumors based on sparse autoen-
coders and soft-max regression. In the analysis, ten-fold cross-validation was used
that gave an impressive 98.60% result and showed that the proposed model performs
other state-of-the-art techniques. The research presented by [26] is focused on the
diagnosis of breast cancer using an ensemble learning algorithm based on SVM to
decrease the diagnosis variance and increase the diagnosis accuracy. Twelve separate
SVMs are hybridized using the weighted field under the receiver operating charac-
teristic curve ensemble (WAUCE) approach. Wisconsin breast cancer, Wisconsin
diagnostic breast cancer and the control, epidemiology and end outcomes (SEER)
program breast cancer datasets have been studied to determine the efficacy of the
suggested model. The results show that the WAUCE model achieves higher accu-
racy with a little reduced variance for breast cancer detection when compared to five
additional ensemble mechanisms and two conventional ensemble models, namely
adaptive boosting and bagging classification tree. The results show that the WAUCE
model achieves higher accuracywith a little reduced variance for breast cancer detec-
tion when compared to five additional ensemble mechanisms and two conventional
ensemble models, namely adaptive boosting and bagging classification tree. The
datasets for breast cancer research are listed in Table 1.

3 Materials and Methods

The Wisconsin diagnostic dataset (WDBC) of breast cancer is used to measure
the effectiveness of the proposed ensemble model for breast cancer diagnosis. This
dataset has been collected by the University of Wisconsin Hospitals, Madison [27].
The dataset is available for download from the UCI machine learning repository. It
is composed up of data derived from a digitized description of a fine needle aspirate
of breast mass (FNA). The properties of the nuclei of the cells seen in Table 3 are
identified by the characteristics. The dataset comprises a total of 32 attributes, of
which 30 were used in the experiment as independent variables. There are a total of
569 instances of the patients recorded in the dataset.

Preprocessing is themethod to remove the unwanted components from the dataset
to fit themachine learning algorithms perfectly.WDBCdataset contains one indepen-
dent categorical variable under the attribute name, “diagnosis”. This column contains
values in the form of benign or malignant (B/M). But the machine learning algorithm
takes the input in the form of numbers (0/1); so, this column is preprocessed before
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Table 2 Brief overview of diverse techniques for cancer diagnosis

Author Technique Dataset Performance

[13] Extracted characteristics using deep CNN
architectures were proposed as a novel
framework for the categorization of breast
cancers

BreakHis Accuracy = 97.5%

[14] VGG-16 as a feature extractor combined
with NN classifier for detection

MIAS-DDSM Accuracy = 90.5%

[15] Implemented CNN along with other
machine learning algorithms

WDBC Accuracy = 99.67%

[16] The (SVM) model with radial basis function
(RBF) kernel appeared to be the most
successful classifier, according to the
performance metrics of multicollinearity
assessment on machine learning models

Coimbra Breast
Cancer

Accuracy = 93.9%

[17] Using a deep neural network with support
value (DNNS), a novel technique to identify
breast cancer was presented

Local Dataset Accuracy = 97.21

[18] For the diagnosis of breast cancer, an
extreme learning machine model with a
radial basis function (RBF) kernel was used

WDBC AccuracyELM = 95.6
SVM = 88.9

[3] Used convolutional neural networks, as well
as several preprocessing strategies such as
contrast scaling, dilation, cropping and
decision fusion using an ensemble of
networks, to tackle the challenge of breast
microcalcification classification

DDSM Recall = 97.3%

Table 3 Features of WDBC
dataset [5]

Feature Feature name

Feature 1 Patient ID

Feature 2 Diagnosis (B/M)

Feature 3 Nuclei radius

Feature 4 Nuclei texture

Feature 5 Nuclei perimeter

Feature 6 Nuclei area

Feature 7 Nuclei smoothness

Feature 8 Nuclei compactness

Feature 9 Nuclei concavity

Feature 10 Nuclei concave Points

Feature 11 Nuclei symmetry

Feature 12 Nuclei fractal dimension



A Novel Ensemble Model for Breast Cancer Diagnosis 157

fetching it into the algorithms. Label encoder which is available under Scikit-Learn
package is used for the processing of the dependent variable. The dataset is divided
using an 80:20 ratio, i.e., 80% of the data is used for algorithm training, while 20% of
the data is the unseen data used to assess the performance assessment algorithms as
suggested by [11]. Seven different machine learning algorithms like logistic regres-
sion, SVM extra trees classifier, Gaussian NB classifier, KNN, SGD classifier, etc.,
have been implemented in the research work. Combination of the said algorithms
proved very beneficial and gave outstanding results. Implementation of work is done
on the WDBC dataset which is preprocessed first and split into testing and training
data.

3.1 Implementation of Work

The capability of computers to train fromexperiencewithout being instructed person-
ally ismachine learning [21]. Both rules are coded in the standard programming style,
and the computer can produce output depending on the logical argument, i.e., the
rules. However, more rules need to be written as the structure gets complicated, so
it becomes unfit to manage. However, it is assumed that machine learning can fix
this dilemma. The computers here learn how the input and output data are associ-
ated and then write a law accordingly. Any time a new data or condition occurs, the
programmer does not need to write new rules. The main focus of machine learning
is learning and inference. Machine learning is graded into supervised, unsupervised
and reinforcement learning [6]. In this research work, supervised machine learning
algorithms such as logistic regression, random forest and K-nearest neighbor (KNN)
are implemented.

Logistic Regression

By incorporating data onto a straight line, linear regression algorithms predict the
values. It is said that these algorithms are unbounded since the value is not simply
between 0 and 1. So, they are not ideal for problems with grouping, giving rise to
“Logistic Regression”. Logistic regression is a statistical model that is better adapted
for problems of classification. “These algorithms use a mathematical function called
“Sigmoid” to squeeze a number between 0 and 1.Two logistic regression algorithms
were implemented in this research work, one with the solver equal to “saga” and the
other with the solver parameter equal to “lbfgs”.

Random Forest Classifier

The classifier averages the number of classifiers (decision-tree classifiers) on various
data sub-samples. To boost prediction accuracy, it uses averaging of all classifiers.
A parameter called "Criterion" is used in the random forest classifier. It is a feature
that tests the efficiency of the division. This split parameter performs the task of
splitting the data into clusters and should be so that a single class (0 or 1) outweighs
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each category. By applying variability, random forest models minimize the risk of
overfitting by:

Constructing many trees (n-estimators)
Drawing substitute findings (i.e., a bootstrapped sample)

The best split nodes are split between a random subset of features chosen for each
node.

A random forest classifier is implemented in the ensemble model with
n_estimators set to 10 and criterion parameter set to “gini”.

Extra Trees Classifier

This puts together a variety of randomized decision trees on various data sub-samples.
The average estimate of individual classifiers is the approximation of this ensemble.
We used two extra tree classifier models with distinct parameters in our ensemble
model, as described in the previous classifier. Extra trees is like random forest. It
creates several trees and breaks nodes using random subsets of characteristics, but
with two key differences: It does not bootstrap observations (meaning it tests without
replacement), and nodes are broken on random splits rather than best splits. An extra
tree classifier is implemented in the ensemble model with the same n_estimators as
the random forest classifier and criterion parameter set to “gini”.

KNN

It is among the straightforward and non-parametric techniques for classification that
stores and groups all data based on some similarity function (e.g., distance). The
plurality vote of neighbors controls the classification/grouping of any data point.
The number of neighbors eligible for voting is determined by the K. In this research
work, K is set to 5.

Support Vector Classifier

It is a supervised learning technique which is most commonly used to solve clas-
sification problems. Data points reflect the dataset in the SVM. SVM constructs
hyperplanes that have the highest margin in multi-dimensional space to categorize
the results. A margin represents the longest interval between the closest data points.
The linear kernel is proven to show promising results. SVC with the linear kernel is
used in the model.

Gaussian NB Classifier

Thismodel utilizes theGaussianNaïve Bayes algorithm to predict/forecast the result.
The constant values connected to each attribute are considered to have a Gaussian
distribution here, i.e., Gaussian is said to be the likelihood of attributes. All default
values are used for this algorithm in the model.

SGD Classifier

Stochastic gradient descent (SGD) is a simple but powerful optimization algorithm
used to find the parameter/feature coefficient values that minimize a cost function.
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In other words, it is used under convex loss functions such as SVM and logistic
regression for discriminatory learning of linear classifiers. Since the update to the
coefficients is done for each training instance, it has been successfully extended to
large-scale datasets rather than at the end of cases. Each parameter is set to its default
values for this algorithm in the proposed work.

Ensembling Approach

The research work combines the eight different sets of algorithms to boost the perfor-
mance of the model. All the algorithms are merged and passed to the stacking classi-
fier (voting classifier). A voting classifier is a machine learning model that trains on
a range of diverse models and selects an output or class based on its most excellent
chance of determining the class as the output. It essentially aggregates the outcomes
of each classifier passed into the stacking classifier and, based on the most significant
majority of votes, forecasts the output class. Rather than creating individual-specific
models and finding each of them’ performance, we build a specific single model
that trains these models and forecasts output based on their cumulative plurality of
votes for each type of output. It supports two types of voting: hard voting and soft
voting. In hard voting, the predicted result class is a class with the most significant
majority of votes in hard voting, i.e., the class that was most likely to be predicted by
one of the classifiers. In soft voting, the output class is the forecast for soft voting,
based on the average likelihood given to that class. Hard voting is implemented in
the research work. The ensemble model consisting of eight algorithms surpasses the
individual model performance and achieves an accuracy of 98.2%. The category of
stand-alone models surpasses the individual models in cancer diagnosis, classifiers
and gain competitive outcomes (Fig. 1).

Fig. 1 Proposed ensemble model
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4 Results and Discussion

4.1 Results Using Individual Classifiers

Each algorithm’s confusion matrix is calculated. Following data preprocessing, the
performance of the classifiers is shown using several performance parameters like
accuracy, F1 score, recall, precision, etc.

The confusion matrix for the actual and forecast classes is expressed in true posi-
tive (TP), which indicates that the original and predicted classes were correctly clas-
sified [4]. True negative (TN) is incorrectly classified. False positive (FP) indicates
that something has been misclassified. FN stands for false negative, which indicates
that something has beenmisclassified. All classifiers’ performance is evaluated using
these formulas.

Accuracy = TP + TN

(TP + TN + FP + FN)
(1)

Precision = TP

(TP + FP)
(2)

Recall = TP

(TP + FN)
(3)

F1-score = 2 ∗
(
Precision ∗ Recall

Precision + Recall

)
(4)

Before testing themodel on the hybrid ensemble, the dataset is passed to eachof the
seven machine learning algorithms, i.e., logistic regression, random forest classifier,
etc., to test the performance in terms of different evaluationmetrics. Hybrid ensemble
of the different algorithms is combined and passed to the stacking classifier the results
of the experimentation on various algorithms along with the stacking classifier are as
shown in Table 4. Ensemble model surpasses the individual models on the WDBC
dataset with the accuracy of 0.98% for the prediction of breast cancer on different
independent features of the dataset like radius, smoothness, concavity, etc.

5 Conclusion

Breast cancer is one of the most deadly diseases, impacting millions of women
worldwide. As a result, any advancement in cancer illness diagnosis and prediction
is vital for healthy living. Machine learning-based illness detection has proven to be
quite valuable for the early detection of a variety of fatal diseases. This study uses
the WDBC dataset for breast cancer diagnosis using a novel ensemble method. In
the research work, seven different machine learning models are hybridized and sent
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Table 4 Comparison of individual model with the ensemble model

Algorithm Accuracy F1-score Recall Precision

Logistic regression
Solver = “lbfgs”

0.95 0.95 0.95 0.94

Logistic regression
Solver = “saga”

0.89 0.88 0.86 0.91

Random forest classifier 0.96 0.95 0.95 0.96

Extra tree classifier 0.95 0.95 0.94 0.95

KNN 0.94 0.94 0.94 0.94

SVC 0.95 0.95 0.95 0.94

Gaussian NB classifier 0.93 0.93 0.93 0.93

SGD classifier 0.90 0.90 0.90 0.90

Stacking classifier 0.98 0.98 0.98 0.96

to a stacking classifier for malignancy diagnosis. The proposed hybrid ensemble was
found to be more effective than the individual model like KNN, extra tree classifier,
SVC, etc.

In future work, feature selection can be utilized to determine the most relevant
features to provide to the algorithms and investigate their impact on the outcomes.
The findings can also be tested against a range of breast cancer databases. In addition
to breast cancer, the suggested ensemble model can be used to diagnose a variety of
diseases. Moreover, in a future study, numerous optimization and parallel computing
approaches can increase the model’s performance.
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