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Preface

In today’s world, intelligent computing has found applications in almost every
research domain. So, keeping in view the needs and demand of the intelligent
computing, First International Conference on Intelligent Computing Techniques
for Smart Energy Systems (ICTSES-2018) was successfully organized during
December 22–23, 2018, atManipal University Jaipur, Rajasthan, India. The proceed-
ings of the conference was published in the Scopus Indexed Lecture Notes on Elec-
trical Engineering, Springer, with 104 papers. Moving forward, the second version
of ICTSES-2021 was organized during September 1–3, 2021, by the School of Elec-
trical, Electronics and Communication Engineering (SEEC), at Manipal Univer-
sity Jaipur, Rajasthan, India, in association with Malaviya National Institute of
Technology (MNIT), Jaipur, and National Institute of Technology, Uttarakhand.

Due to ongoing COVID pandemic situation, the conference was organized in
online mode. It received interest from various countries with 185 paper submis-
sions through the Easy Chair ConferenceManagement System. Seventy papers were
accepted for presentation during the conference after thorough review process under
four tracks, viz. electrical engineering, electronics engineering, communication
technologies and computing techniques.

The conference focussed on the recent areas in the field of electrical, electronics,
computer engineering and computational techniques along with interdisciplinary
research, to serve the modern society. It was aimed to bring together the leading
academic scientists, researchers and research scholars to exchange and share their
experiences and research results to an international forum with the aim of creating,
replacing, improving, or understanding the recent areas in the intelligent computing.

We extend our heartfelt thanks to the conveners and the organizing committee for
making the event a success.We also express our sincere regards to themanagement of
Manipal University Jaipur, Malaviya National Institute of Technology, and National
Institute of Technology Uttarakhand for their continuous support and cooperation for
the event. We extend our gratitude to all authors and reviewers, speakers, advisory
committee members from various academic institutes and industries

We take this opportunity to thank Prof. Udaykumar R. Yaragatti, chief guest for
the conference with Dr. Anshuman Tripathi from NTU Singapore, Prof. K. R. Niazi

v
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fromMNIT Jaipur, Dr. Surya Prakash from IIT Indore, Dr. Anand Nayyar from Duy
Tan University, Da Nang, Vietnam, and industry speaker Mr. Rajesh Nimare from
SecureMeters Ltd., Udaipur, for their informative and interesting invited talks during
the conference.

We extend our sincere thanks to team Springer for accepting our proposal and
providing valuable support for publishing conference proceedings in Lecture Notes
of Electrical Engineering, Springer.

Editors
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Jaipur, India
Srinagar, India
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Jagrati Sahariya
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Fault Analysis and Protection Scheme
for DC Microgrid

Shreya Nagaraja, Sankarshan Durgaprasad, N. Sumanth,
and Sangeeta Modi

Abstract DC microgrids (DCMG) have gained attention in recent years because of
their superiority over their counterpart ACmicrogrid in terms of efficiency, controlla-
bility, integration of distributed energy resources (DER’s), and system installation in
remote locations. Due to the infancy of the topic, themajor challenge faced inDCMG
is the lack of suitable protection schemes. Therefore, this work intends to depict the
implementation of a protection scheme for a 96 V grounded DC microgrid of ring
nature and fault analysis on the selected system. Main reason for the stated protec-
tion challenge in DC microgrid is unavailability of zero-level crossing (natural).
A preliminary load flow analysis on DC microgrid is discussed and performed to
establish the steady-state power flow conditions. This is followed by the EMTP
to determine selected microgrid behavior during transient conditions and decide
on protection schemes. A hardware-in-loop (HIL) environment is developed and
discussed to verify the effectiveness of the protection scheme.

Keywords Microgrid · Protection · HIL · Fault · Overload · Overcurrent ·
Protection scheme

1 Introduction

Globally, due to the increasing levels of demand for energy and entrance of DERs, the
electrical distribution network is experiencing changes in the arrangement of power
clusters, which are known asmicrogrids. Coupledwith the environmental advantages
provided by sustainable sources, according to various cross-over algorithms, it is now
cheaper to replace existing fossil fuel-based energy sources with wind and solar [1].

Broadly, microgrids can be divided into two: ACMG and DCMG. As the name
suggests, the dispersal in an ACMG is through AC, and in a DCMG, it is DC.
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Microgrids are known to be reliable due to their ability to function in both grids and
islanded mode. The reliability is increased of the power network. Due to the partial
dependency on the grid, the customers are considered as “prosumers,” thus lowering
energy costs for consumers and business. Microgrids also strengthen the central grid,
by contributing to the network during peak demands.

It is expected that microgrids and smart grids have the following features [2–4]:

• High penetration of RES, energy efficiency,
• Reliability, ESS, resilience, distributed generation (DG) units,
• Advanced control methods,
• Sensing measurements,
• Advanced loads, real-time energy management systems, and
• Cyber security, IT.

The purpose of this work is to implement local and centralized protection algo-
rithms on an LVDC system. The protection algorithm must be selective, effective,
and fast. This is done so by verifying the protection algorithm in a hardware-in-loop
environment.

Section 2 will briefly explain the overview of protection in DC microgrids.
Section 3 will discuss the methods used for digitally simulating the grid for load
flow analysis and transient (EMTP) analysis and the results of the same. Section 4
explains the methodology, conduction, and results of the hardware-in-loop system
developed.

2 Overview of Protection in DC Microgrid

2.1 Challenges of DC Protection

Lack of zero crossing possesses a fundamental challenge in protection of DC systems
as this makes it harder for circuit breakers and fuses to interrupt current. Other
challenges can be categorized into (1) arcing and fault clearing time, (2) multi-
terminal protection, (3) stability, (4) communication challenges, and (5) ground fault
challenges. Arcing and fault clearing time issues arise due to usage of conventional
DC circuit breakers. Absence of controllability of power converters and lack of
physical inertia cause instability issue. The presence of capacitive filters poses great
threat to the system at the time of fault. They discharge rapidly, and depending on
the fault location, design of filter, and the converter capacity, surges in current can
be between 10,000 A and 50,000 A [5].
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2.2 DC Grid Configurations

Depending on the required application and design, theDCmicrogrid can have various
architectures and thus can be categorized as follows:

1. Radial (single) bus,
2. Multi-bus,
3. Loop or ring, and
4. Interconnected configuration.

For radial configurations, feeders create power flowonly in one direction. For such
a system, single bus topology is popular. Ring or so-called loop type configuration
is used to provide a sustainable supply of power after the permanent fault isolation.
Interconnected configuration of DCmicrogrid is proposed, in order to have a bidirec-
tional flow of power. This is achieved by connecting DC microgrids via AC/DC/AC
converter interface to an AC network as shown in Fig. 5. The conversion stage in
between AC systems, i.e., conversion, helps to propagate the fault through regulation
from one side of AC to the other. This also enhances the power supply reliability [6].

2.3 Faults in DC Microgrid

DCMG faults can be majorly divided into two types: (1) short-circuit fault and (2)
arc fault. Arc fault can be series or in parallel arc fault. Short-circuit (SC) fault is
further classified into (a) L-to-L and (b) L-to-G. When a forward line and a return
line are shorted by a path created in between them, the resulting fault is a line-to-line
fault. However, when either of the two lines are shorted with the ground, then the
fault is a line-to-ground fault.

A pole–pole (P–P) fault is very rare but is a possible event, if the poles are side by
side. A P–P fault is followed by a very severe and high magnitude fault current. This
can also result in discharging of a high transient fault current in the microgrid. A
pole–ground faults are very common and frequent, but its severity is less. The fault
impedance is dependent on the earthing configuration.

2.4 Protection Methods in DC Microgrids

Details of the comparative analysis between various protection algorithms for DC
systems are provided in [7, 8]. Faults are categorized into two types: (1) non-unit
protection and (2) unit type protection.

Non-unit protection schemes do not have a fixed boundary of protection. While
protecting their own designated areas, non-unit protection schemes have zones that
overlap. Unit protection schemes have a specific area of protection and are usually
communication based as discussed in [8].
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Table 1 Comparison between various protection schemes

Method of protection Speed Selectivity Reliability Price

Over current M L H M

Distance H M M M

Differential VH H H H

Event based H M M L

Hand-shaking M L M L

Wavelet H H VH M

ANN M H H L

Communication based VH H L H

Bayati et al. [7] categorize various types of protection algorithms based on speed,
selectivity, reliability, and price of implementation as given in Table 1. Bayati et al.
[7] propose a slope impedance technique that has been implemented in the hardware-
in-loop setup developed. This method is compared with over current and directional
overcurrent methods of protection: V: very; M: medium; L: low; H: high.

3 Simulation Methodology

3.1 Load Flow Studies

Determining the steady-state behavior of the system serves as a prerequisite for
any studies which can subsequently be performed on it. Load flow technique is
a numerical application tool which helps to establish the current and power flow
at each bus in the system under inspection. With developments recently in power
electronics technologies, DERs with DC output type at distribution voltage levels
have enforced the need for DC load flow analysis tools. In DC load flow application,
only active power and magnitude of voltage, current, and impedance are considered.
Figure 1 represents a flowchart illustrating the course of load flow analysis. With

Fig. 1 Flowchart for load flow analysis
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information obtained from this application, relay threshold, feeder line ratings, losses
in the systems, and required power compensation can be determined.

Load flow analysis has been performed to estimate the steady-state behavior of the
MGchosen. Impedance values of the feeder lines and the loads available from the grid
data are used to build the impedance matrix. The bus impedance matrix is essentially
an entity which indicates the interconnection of the buses. The voltage sources are
converted into current sources, and the constant current loads are modeled as current
sinks. These models combine with the actual current sources have been used to found
the I bus matrix. The I bus matrix serves to provide information regarding the current
injected or drawn from the load.

Buses are classified into three types

• Slack bus,
• Generator bus, and
• Load bus.

The next step in the process of load flow studies is to calculate the steady-state
voltage at each bus. Each bus is rated at some nominal operating voltage. However,
the intrinsic impedance associated with the loads and feeder lines results in the drop
or rise in the bus voltage.

3.2 EMTP Studies

When a normally operational power system encounters a fault, the behavior shifts
from steady state to transient state. At steady state, the inductor in a DC circuit
behaves as a short circuit, whereas a capacitor functions as an open circuit, hence
providing infinite impedance to the current. In the transient state, the components
of the circuit display electromagnetic activities. The effect of the transmission line
inductance and capacitance is to be considered in order to determine the time-varying
characteristics of current at the buses. The transient characteristics of the system
ascertain the severity of the fault and also initiate the appropriate relay action. Figure 2
represents a flowchart illustrating the course of electromagnetic transient program.

Fig. 2 Flowchart for EMTP studies
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With information obtained from this application, a post-fault analysis of the system
can be performed to determine the cause and preventive methods.

Digital computers have played a significant role in solving electromagnetic tran-
sient problem. These methods of solution can be classified in two ways: frequency
domain and domain related to time methods. At present, popularly used way of tran-
sient analysis is dependent on the implementation of the rule based on trapezoidal
and the “Bergeron’s” method. Dommel played a key role in the extension of the
Bergeron’s method [8]. The scheme belonging to Dommel’s combined the method
of Bergeron’s and the rule of trapezoidal giving rise to a capable algorithm for solving
1 and many phase systems networks transients involving lumped parameters that are
distributed. The differential equations encountered in these types of problems are
approximated into equations that are algebraic involving V, I, and past history values
using the trapezoidal rule. This rule is applicable when we consider a very small
timestep [9]. In power systems, a detailed modeling is required for the part of the
system to be studied under the influence of transient phenomena. The elements are
therefore converted to their network equivalents. This reduces the computation time
and complexity,while the accuracy of simulation is retained. The network equivalents
of an inductor and capacitor are illustrated below. This method is further extended to
model a feeder line conductor which contains intrinsic inductance in the series and
capacitance in the shunt [10].

Inductor equations are listed below

V = L
di

dt
(1)

V 1(t) − V 2(t) + V 1(t − �t) − V 2(t − �t)

2
= L

i(t) − i(t − �t)

�t
(2)

i(t) = (V 1(t) − V 2(t)) ∗ �t

2L
+ (V 1(t + �t) − V 2(t − �t))

∗ �t

2L
+ (i(t − �t)) (3)

Capacitor equations are listed below

i = C
dv

dt
(4)

C ∗ V 1(t) − V 2(t) − V 1(t − �t) + V 2(t − �t)

�t
= i(t) − i(t − �t)

2
(5)

i(t) = (V 1(t) − V 2(t)) ∗ 2C

�t
− (V 1(t + �t) − V 2(t − �t))

∗ 2C

�t
+ (i(t − �t)) (6)
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Fig. 3 Circuit equivalent of different parameters

Figure 3 shows the equivalent circuits of resistors, capacitors, and inductors during
EMTP studies.

3.3 Program Results

An 11-bus ring system (Fig. 4) with a nominal voltage of 96 V has been simulated
to study the level of fault currents when fault occurs at different buses. The system
is first studied for steady-state power flow. This is followed by the simulation of the
fault to find the maximum current due to fault when a line-to-ground fault occurs at
a bus. The first bus is modeled to simulate a PV model. The 11th bus is simulated to
behave as a battery.

Figure 5 shows the level of fault current when a fault occurs at the second bus
from the left most source. The curve in red is of higher magnitude as it is closer to
the source. The green curve represents current coming from the battery bus. Figure 6
distinguishes the fault levels as a function of the distance from the source. The relay
at different buses is to be coordinated in order to avoid redundant tripping.

Fig. 4 Equivalent circuit of simulated system



8 S. Nagaraja et al.

Fig. 5 Branch current at fault bus 2

Fig. 6 Fault current levels

4 Hardware-in-Loop

4.1 Overview

Microgrids can function in harmony with the utility grid and also function as a
resilient independent entity capable of supplying power to essential loads only when
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Fig. 7 Hardware-in-loop overview

supported by multiple tiers of protection and control. The Python simulation devel-
oped is used to model the behavior of microgrids in real time which allowed real
microgrid protection and control. Combination of hardware-in-loop testing with
digital signal processors is capable of physically connecting the simulated network,
controllers requiring low-level or RF-based signals, protection requiring secondary-
level signals, and real power hardware exchanging real power with the simulated
environment. This results in an extremely powerfulmicrogrid testbed. Figure 7 shows
the hardware-in-loop overview.

4.2 Circuit Diagram

Figure 8 shows the overall circuit diagram of the hardware-in-loop system imple-
mented. The system comprises the grid side that have four Xbees and four Nanos.
Each Nano and Xbee corresponds to one bus. However, this system is flexible. More
than one DAC can be connected to a single Nano, imitating the output readings of
more than one sensor at the bus. The Mega represents the remote coordinator that is
in charge of detecting the location of faults in case of line faults. Local protection is
implemented at each bus with the help of the Nano.
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Fig. 8 HIL circuit diagram

4.3 Protection Algorithm

The scope of this project focuses on the implementation of three types of protec-
tion algorithms, namely bus fault protection, overloading protection, and line fault
protection.

A bus fault can be a result of various scenarios which include failure of support
insulators, failure of circuit breakers, foreign object accidentally falling across the
bus bar, etc. The algorithm illustrated in Fig. 9 depicts the sequence of events adopted
to detect and isolate a bus fault from the rest of the supply to avoid complete power
interruption.

Differential protection scheme is adopted for the protection of the bus bar to
which various loads are connected. The implementation procedure has three steps:
monitoring the system, detection of fault or abnormal conditions, and classification
of the fault and finally initiating the appropriate tripping sequence. The current was
monitored using current sensors at either side of the bus bar and also at the feeder line
connecting the loads. The sampled analog signals were then converted into digital
data by the ADC present in the signal processor. The sum of the three currents at each
bus was computed and compared against the threshold to determine fault condition.
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Fig. 9 Overcurrent bus fault
protection

Once the fault condition was identified, the microprocessor checks for consistency
in the system currents and triggers the circuit breakers involved to isolate the fault.

An overloading condition is usually a result of fault which occurs when the load
draws an abnormally high current. This can lead to overheating and degradation of
the system wiring. The algorithm illustrated in Fig. 10 depicts the sequence of events
adopted to detect and isolate the fault to protect the load from overcurrent condition.
Overcurrent protection scheme is adopted for the protection of the feeder line towhich
various loads are connected during an overloading condition. The implementation
procedure has three steps: monitoring the system, detection of fault or abnormal
conditions, and classification of the fault and finally initiating the appropriate tripping
sequence. The current was monitored using current sensors between the bus and the
loads. The sampled analog signal was then converted into digital data by the ADC
present in the signal processor. The value of the load current was compared against
the threshold to determine fault condition. Once the fault condition was identified,
the microprocessor checks for consistency in the system currents and triggers the
circuit breakers involved to isolate the fault.

A transmission line fault is usually a result of fault which occurs when there is
an accidental shorting between the line and the ground of the system. The algorithm
illustrated in Fig. 11 depicts the sequence of events adopted to detect and isolate
a line fault from the rest of the supply. Directional overcurrent-based protection
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Fig. 10 Overloading
condition protection

scheme combined with RF communication is adopted for the protection of the line
to which various loads are connected at either end. The implementation procedure
has three steps: monitoring the system, detection of fault or abnormal conditions,
and classification of the fault and finally initiating the appropriate tripping sequence.
The currents entering and leaving the transmission line were monitored using current
sensors. The sampled analog signal was then converted into digital data by the ADC
present in the signal processor. The current values at the either end of the transmission
lines are communicated to a central control unit where the data is processed. The
value of the currents is compared against each other and a threshold to determine the
fault condition. Once the fault condition was identified, the microprocessor checks
for consistency in the system currents and triggers the circuit breakers involved to
isolate the fault.

Figure 12 shows the slope impedance protection algorithm implemented that
includes the calculation of the impedance across the line between two busses. Based
on the impedance calculated and the direction of the slope, this method can be used
to detect, locate, and isolate the faults.
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Fig. 11 Directional
overcurrent line fault
protection

4.4 Comparative Analysis of Protection Algorithm Performed

Table 2 shows the comparative analysis of the protections algorithms performed in
the hardware-in-loop system developed using a mixed signal microprocessor. The
protection schemes under consideration are as follows:

1. Overcurrent protection scheme,
2. Directional overcurrent protection scheme, and
3. Slope impedance method protection scheme.

Based on the results obtained, overcurrent and directional overcurrent protection
can be chosen due to its effectiveness and simplicity. Overcurrent protection is used
for detecting bus fault and overloading conditions at the local level. Directional
overcurrent protection algorithm has been implanted at the remote control location
for detecting line faults in the grid.

Thus, from the results obtained from protection algorithms implemented, over-
current and directional overcurrent protection algorithms can be implemented on
hardware systems.
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Fig. 12 Slope impedance protection algorithm

Table 2 Experimental results and comparative analysis

Protection
algorithm name

Type of
protection

Measuring
parameters

Application Detection and tripe
signal time (five
readings average)
(ms)

Overcurrent Local Current Fault <10

Directional
overcurrent

Central Current and
direction

Fault and location 50

Slope impedance Central Current, voltage,
and direction

Fault, location,
type of fault

12

5 Conclusion

This work focusses on design and simulation modeling of a 96 V DC using a Python
script accompaniedby loadflowanalysis, short-circuit study, andEMTPapplications.
Fault analysis has been carried out on the selected microgrid system and presented.
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The results obtained for fault analysis are considered for the development of the
relay co-ordination algorithm. The software simulation setup provides a suitable
platform for the modeling, development, implementation, and testing of protection
algorithms. Overcurrent protection, differential overcurrent protection, and slope
impedance method were some of the protection algorithms developed and tested
using the digitally simulated environment. The digital data computed by the EMTP
application is converted into analog signals using DAC which are then fed as inputs
to the relay processing unit. The response of the relay unit for different algorithms
was observed.

This methodology for developing relay protection algorithm provides a suitable
environment to test,modify and studymultiple protective schemes, andfinally choose
the one which is best suited for the system under consideration.
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A Case Study on Electric Vehicle
Conversion from an Internal Combustion
Engine Vehicle

Shopan Dey, Aniruddha Mukherjee, and Amit Soni

Abstract This paper discusses the conversion process of an internal combustion
engine vehicle (ICEV) into an electric vehicle (EV). During the research, a 10 kW
BLDC motor with a 400 A motor controller is used to replace the IC engine of a
vehicle. The shaft of the electricmotor is directly connectedwith the existing gearbox.
So, the driver can use the existing gearbox with a foot throttle of an electronic speed
controller. The foot throttle is connected with the motor controller. In this system,
a 96 V/130 A lead–acid battery pack is used as the power source of the electric
vehicle. An external 96 V/15 A charger is used to charge the onboard battery pack.
During the conversion, an android-based digital dashboard system is developed to
replace the existing vehicle dashboard. This digital dashboard collects real-time
vehicle data like real-time data like car speed, rev, brake, battery voltage, current
and power consumption, motor and controller temperature, and error from motor
controller using the CAN port. Then, process the data and send it to an android
device. And an android application is developed to show that real-time data into a
GUI. The driver can also control the electrical peripherals of the vehicle from the
android application. In this conversion process, a Maruti 800 car was successfully
converted into an electrical vehicle.

Keywords Electric vehicle (EV) · Brushless DC motor (BLDC) · Electric
dashboard · Electronics control unit (ECU)

1 Introduction

Due to high vehicular pollution, the electric vehicle is getting popular day by day.
Lots of electric vehicles are invented for the high market demand. But, there is also a
huge amount of conventional fuel vehicle are existed; these are needed to convert into
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an electric vehicle. The step-by-step conversion process is presented in this paper.
There are also lots of research are available related to electric vehicle conversion but
not the same. In a paper, Vražić et al. convert an internal combustion engine vehicle
into an electric drive vehicle. And they have analyzed costs and benefits including
conversion cost and running cost. They have also done a comparison between an
EV and a diesel ICE vehicle [1]. Yiangkamolsing et al. done an electric Tuk-Tuk
conversion in Thailand. During their research, they convert the Tuk-Tuk from internal
combustion engine vehicle to an electric power vehicle. For the conversion process,
they used a 5 kW electric motor and controller, 72 V 150 A LiFePo4 battery. As the
result, they got maximum speed for the electric vehicle is 71 km/h. and maximum
range of 110 km [2]. Kato et al. have done a quantitative analysis of eco-driving effect
for EV with newly developed “Eco-driving test mode.” Three ICEVs, two EVs, and
one HEV were tested during the research. The eco-driving effects from an averaged
drive as usual to average eco-driving in the eco-driving test ride were estimated. And
the effects of 660 cc CTV ICEV, 1300 cc CVT ICEV, 1800 cc 4AT ICEV, 1500 cc
HEV, EV type A, and EV type B were 12.0%, 12.2%, 10.9%, 12.6%, 18.4%, and
11.7%, respectively [3]. In another paper, Nikam and Fernandes developed a low-
cost electric drive train. They converted an internal combustion engine vehicle into
an electric vehicle. They replaced the IC engine with the electric motor and kept
the existing gearbox and transmission as it is [4]. Pedrosa et al. done a case study
on electric vehicle conversion. They present the conversion process of an internal
combustion engine vehicle into an electric vehicle using a three-phase inverter [5].
Karki et al. converted a Maruti 800 into an electric vehicle for within cost of USD
6000. In their paper, they focus on the necessity ofmatch and optimization parameters
related to the required speed, road gradient, and diving range. And electric motor,
drive, and battery pack should choose from the reference data mentioned above [6].
Another research was done by Fathabadi for the conversion of electric vehicles with
clean and renewable energy. He proposed a conversion system with battery/PV/wind
hybrid power source to be utilized in PHEVs [7]. Baghdadi et al. have done an electric
vehicle performance and consumption evolution on two electric vehicles. One is an
electric Peugeot iOn and an AGV electric version of the Ford Transit Connect. In
the result, they got the observed driving range, and consumption from these tests is
more realistic than the overestimated NEDC values and is very well in line with, e.g.,
more accurate US EPA values [8]. In a paper, Mansuri et al. present the feasibility
of CO2 emission reduction in Kota, India by replacing the present fossil fuel-based
internal combustion engine vehicles with hydrogen-fueled fuel cell electric vehicles
[9]. Sneha Angeline and Newlin Rajkumar discuss the impacts of electric vehicles on
the environment. They focused on the charging infostructure for EVs [10]. In another
paper, Ghorbani et al. present a study on the retrofit conversion of hybrid electric
vehicles (HEVs) to plug-in HEVS (PHEVs) with powertrain system analysis toolkits
(PSATs). They have also done some research on battery management strategies and
got the result about improvement in fuel economy [11]. In a paper, García et al.
investigated the potential of different online supervisory control strategies to operate
a P2 parallel full hybrid electric vehicle equipped with an internal combustion engine
running under dual-mode reactivity controlled compression ignition-conventional
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Fig. 1 Experimental setup for connection testing of electric car modules

diesel combustion strategy. Two case scenarios were analyzed: a fuel economy-
oriented strategy and a nitrogen oxides emissions-oriented strategy [12]. Krawiec
has researched the achievement of a fully electric bus fleet in a transit company. An
outline of the decision support tool for the deployment of electric buses using the
energy consumption model to calculate the total cost of ownership is presented in
his paper [13]. In a paper, Liu et al. proposed an electric drive-reconstructed onboard
converter for power factor improvement [14].Another paper Praneeth et al. developed
a universal onboard charger to charge the EV battery. The proposed charger is with
household power sockets and can provide voltage range of 200–450, 48–72, and 96–
150 V [15]. Janabi andWang used a switched capacitor (SC) voltage boost converter
for EV conversion [16]. In another paper pertaining to power conversion in EV a
new technique was proposed. The proposed inverter has two parts: One is control
part and other one power conversion part [17].

Based on the literature survey, in this paper,we present the step-by-step conversion
process of an internal combustion engine vehicle to an electrical vehicle. In this
conversion process, we select a used Maruti 800 to convert into electrical vehicle.
We use a 10 kWBLCDmotor, 96V/400Amotor controller, and 12.48 kWhbattery to
replace the IC engine showed in Fig. 1. A linear variable resistance-based root throttle
was suggested to replace the acceleration paddle. And a self-developed electronics
control unit (ECU) alongside a digital dashboard for the old dashboard and ECUwas
also suggested. After the conversion, the EV is tested in the laboratory environment
and on-road testing. And output result is closely observed.

2 Methodology and Setup

In our study, we select a Maruti 800 car to convert an electric vehicle from internal
combustion engine vehicle as in Fig. 2a. We have done the conversion process in
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Fig. 2 Different steps of EV conversion process. a Old Maruti 800, b removing of different engine
parts, c motor and controller placement, d battery placement and charger

three steps: (1) Mechanical modification, (2) Insertion of electrical items, and (3)
Android app development. During the first step, we remove all the engine parts
except the engine block and crankshaft as in Fig. 2b. We also keep the gearbox and
transmission system as it is. In the second step, we place the electric motor on the
top of the engine block and connect the motor shaft and crankshaft with the belt. We
use a 10 kW BLDCmotor to drive the Maruti 800 car. We place the motor controller
behind the motor and top of the engine block as in Fig. 2c. For the power source,
we use eight 12 V 130 Ah lead–acid batteries in series. We place all the batteries in
the back of the car as in Fig. 2d. And we replace the acceleration paddle with a foot
throttle paddle. As we do not want to replace the gearbox and transmission system
so clutch paddle, gear handle and braking system will remain same. To replace the
old dashboard of Maruti 800, we develop an android-based digital dashboard and
CAN-based EV electronics control unit (ECU) as in Fig. 3. ECU controls the motor
controller and other electrical peripherals of the vehicle according to the user input.

In the final step, to display and receive the user input, an android application is
developed. This application communicates with ECU through Bluetooth communi-
cation. A graphical user interface (GUI) is available in the android application to
display real-time vehicle information, i.e., vehicle speed, battery voltage, battery
current, power, consume energy, electricity costing, motor and controller temper-
ature, battery label, and error. We develop this application on android studio with
Java programming language. This application uses mobile Bluetooth to communi-
cate with ECU. After connection establishment, it sends the data request to ECU.
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Fig. 3 Electronic control
unit (ECU) of android-based
digital dashboard for electric
car

Then, ECU sends the raw data to the android application. Finally, android application
processes the data and show it on GUI. The developed android application worked
as touch dashboard and accept the user interaction then send it to ECU.

There is also a different button to control the electrical peripherals of the car,
shown in Fig. 4a. Android dashboard application communicates with ECU through
Bluetooth, and ECU communicates with the motor controller the switching relay
board through CAN port.

3 Results and Discussion

Once completing the setup, the electric car can be powered on by the ignition key.
Then, ECU will turn on the main power contactor for battery supply. The next step
is to open the android application (My CAR) and connect the android device with
the electric car through Bluetooth. After completing the connection establishment,
all vehicle information will be visible on the android device like Fig. 4a. The other
screenshot of android dashboard is presented on Fig. 4. This electric car can be drive
as same as old fuel car. This electric car is tested on both controlled environment
and on-road testing. In both testing, it has performed well. Maximum 70 km/h speed
and 100 km electric range are achieved during the testing. The ECU also performed
very well on it testing. All the features like low battery speed limit, critical battery
shutdown, and over temperature power limit have performed smoothly on different
power and temperature condition.
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Fig. 4 Screenshot of android application: aDashboard,b electricity costing, c battery consumption,
d motor speed

4 Conclusion

The step-by-step process of electric vehicle conversion from an internal combus-
tion engine vehicle was presented in this paper. During this process, a Maruti 800
card was successfully converted into an electric vehicle and observed the different
parameters on indoor and on-road testing. For the electric vehicle conversion, the
existing gearbox and transmission system keep as it is. For the EV conversion, 10 kW
BLDCmotor, 96 V/400 Amotor controller, and 9.6 kW/h lead–acid battery are used.
An EV controller was also developed for the digital dashboard of electric vehicle.
Using this dashboard, user can monitor all the real-time vehicle information on an
android device. Users can also control the electrical peripherals from this dashboard.
The EV controller also has an on-board diagnostic (OBD) system to check real-time
information and error. The mentioned controller is tested on EV in different power
conditions also. The converted electric vehicle has few useful features like a regen-
erative braking system, cruise speed controller, low battery speed limit, and critical
battery shutdown.
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Image Processing Using Elephant
Herding Optimization: A Review

Vishnu Soni, Abhay Sharma, and Jitendra Rajpurohit

Abstract Nature-inspired algorithms (NIAs) are very well defined for intuitive
image processing operations. Among various nature-inspired algorithms, elephant
herding optimization (EHO) is most preferably used as its application in image
segmentation due to its high accuracy, efficient and optimized output, optimal to
high speed, excellent performance, and ability of solve multi-objective optimization
problems. This paper presents a review of various articles on EHO for image segmen-
tation. For this purpose, recent development in the field of image segmentation and
optimized results has been studied, and their outcomes have been presented. Image
segmentation, edge-based segmentation, thresholding, region-based segmentation,
and morphological segmentation by mean of EHO are studied and presented with
optimized outcomes.

Keywords Image segmentation · EHO · NIA · Thresholding · Morphology ·
Optimization

1 Introduction

Image segmentation [1] is a process of subdividing any image into its constituent
regions and/or objects. Segmentation is characteristically accomplished to establish
object regions and boundaries [2]. It is based on two basic NIA [3] characteristics
of intensity values, i.e., discontinuity and similarity. In the discontinuity (boundary
approach), the hasty transforms in gray-level image [4] is completed on separation
basis, while in the similarity (region approach), the separation is completed on iden-
tical or consistent region basis. The process is classified into local segmentation
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process [5] and global segmentation process [6]. The local segmentation is accom-
plished with some specified region of given image, while the global segmentation is
accomplished with large pixel of complete image.

Edge-based segmentation: In image segmentation, three primary gray discontinu-
ities are presented, which are defined as edge-based segmentation [7]. It includes
point detection, line detection, and edge detection. Let’s consider response of mask
is given as

R = W1Z1 + W2Z2 + W3Z3 + W4Z4 + · · · + WnZn (1)

R =
n∑

i=1

Wi Zi (2)

W is the coefficients of m × n filter, and Z is pixel of image filter.

W (−1, −1) W (−1, 0) W (−1, 1)

W (0, −1) W (0, 0) W (0, 1)

W (1, −1) W (1, 0) W (1, −1)

Point can be detected when mask is centered; line detection is similar to point
detection by keeping mask at horizontal, and in the edge detection, digital derivatives
[8] of first and second order implementation approach are used.

Thresholding: Thresholding [9] is a point of critical line defined as T. After deciding
the value of T, image is divided into two gray-level image is called thresholding.
Thresholding is given as

g(x, y) =
{
1, if f (x, y) > T
0, if f (x, y) ≤ T

(3)

Basic global, basic adaptive and optimal global, and adaptive thresholding
[10] are various classes of thresholding which can be used according to required
segmentation.

Region-based segmentation: This approach is used to grow “seed points” [11] or
to grow regions be mean of appending each seed of neighborhood pixels similar to
seed point. Image splitting and merging [12] as part of image growing provide more
sharp images as compared to thresholding. Various region growing algorithms like
unseeded region growing (USRG), mean shift algorithm (MSA), and fast scanning
algorithm (FSA) can be performed to obtain region-based segmentation [13].

Morphological segmentation: Morphological segmentation [14] is a process of
segmenting any size of grayscale image. Number of morphological operations can
be performed to improve the outcomes of fast scanning algorithm. It includes erosion
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(subtracting), dilation (adding or combining), thinning, opening (dilation of the
erosion), and closing (erosion of the dilation) operations [15].

2 Elephant Herding Optimization

One of the most utilized nature-inspired algorithm for segmenting, restoring, and
optimization [16] is known as elephant herding optimization (EHO) algorithm. EHO
was proposed by Wang [17] to solve real-life problems and providing their optimal
solutions. It is basically a metaheuristic search method [18], works under the herding
behavior of elephant’s group and predicts the state-of-the-art approach in high-level
segmentation. EHO is used to model by mean of two operators: the Clan updating
operator and the separation operator [19]. Variety of key constraints like localization
error, complexity analysis, continuous optimization, rootmean square error (RMSE),
combinatorial optimization, discrepancy between source position and fittest point,
constrained optimization, convergence rate and multi-objective optimization can be
tested by mean of EHO algorithm [20] (Fig. 1).

The concept behind elephant herding is the herding nature of male elephants.
When they are calves, they love to live with their family and female elephants, but
as they turned into young, they leave their family and tend to live some other places.

Flowgraphof elephant herding optimization algorithm: Among the twooperators
(clan update and separation operator), the population iteration,maximumpopulation,
and fittest points [21] are used in terms of algorithm flow graph. It indicates the
optimized outcomes by mean of EHO (Fig. 2).

Fig. 1 EHO popularity
among researchers

No. of articles Published

2015

2016

2017

2018

2019

2020
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Fig. 2 EHO algorithm flow
graph

3 Image Segmentation Using Elephant Herding
Optimization Algorithm

Review Articles

Xu et al. proposed feature selection by mean of improved elephant herding opti-
mization (IEHO). It was proposed to reduce the running time while maintaining the
classification accuracy. It significantly outperforms the efficiency and sensitivity in
optimized manner [22].

Tuba et al. used “Kapur and Otsu’s criteria” to provide a solution of multilevel
image thresholding problem. They concluded and successfully provided a solution
to multilevel thresholding problems by mean of small variance value [23].

Avudaiappan et al. used medical images by mean of dual encryption procedure.
They utilized the local and global parameters. The performance of the proposed
algorithm was measured in terms of mean square error (MSE), peak signal-to-noise
ratio (PSNR), and correlation coefficient (CC) [24].

Chibani et al. proposed EHO to explain Web service composition by mean of
quality of services. They offered excellent performances by mean of convergence
speed, scalability, and fitness evaluations [25].

Jino et al. offered image processing techniques including image segmentation by
using various nature-inspired algorithms (NIAs) like EHO, BA, FA, and PSO. They
summarized and presented their different values and accuracy levels [26].
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Shankar et al. identified EHO algorithm as an image safety during segmentation.
It was optimized by means of hybrid optimization technique. The confidentiality
level of the received segmented image was eventually increased [27].

Tahani et al. proposed a combined technique for optimization of outcomes
of vertical axis wind turbine connected with straight blades by mean of flower
pollination algorithm (FPA), gray wolf optimizer (GWO), and EHO algorithm [28].

Jayanth et al. proposed multispectral image classification along with spatial reso-
lution by mean of EHO algorithm. Fitness function, accuracy, convergence were
observed for multi-spectral pixel by use of SVM method [29].

Elhosseini et al. proposed different class of EHO algorithm to show the effect
of controlled parameters. Benchmark to verify the performance proposed different
classes of benchmark functions was used [30].

Cardoso et al. proposed maximum correlation point implementation using EHO
to improve search process. They concluded that proposed NIA performance is best
as compare to PSO and ES [31].

Sathesh Kumar et al. proposed distinctive encryption strategies by means of secu-
rity model. Different encryption techniques were used to store sensitive data to cloud
server [32].

Juan Li et al. used EHO by mean of clan operator. An inclusive assessment has
been presented by them. They provide a solution to various image segmentation
problems. Subsequent attribute has been proposed in this article [33].

Metkar identified an essential attribute by mean of EHO. Segmentation algorithm
is classified by mean of gloom (gray texture of an image). She presented different
segmentation algorithms and concluded that quadtree and merger algorithms are
essentially used for segmented images [34].

Outcomes of muscle fiber image by mean of EHO are presented in Fig. 3. It
indicates that edge-based segmentation, thresholding, region-based segmentation,
and morphological segmentation of a muscle fiber image are obtained and optimized
by mean of EHO [35].

By usingEHO, accuracy and sensitivity aremeasured for the various segmentation
as mentioned above which is presented in Table 1.

With these above mentioned outcomes, a graph is plotted indicating accuracy and
sensitivity for image segmentation of muscle fiber image by use of EHO. It is shown
in Fig. 4.

Fig. 3 Muscle fiber image, a edge-based segmentation, b thresholding, c region-based segmenta-
tion, d morphological segmentation



30 V. Soni et al.

Table 1 Accuracy and
sensitivity obtained by mean
of EHO

Image segmentation process Accuracy Sensitivity

Edge-based segmentation 95.73 98.22

Thresholding 96.66 98.37

Region-based segmentation 97.60 98.57

Morphological segmentation 98.37 99.12

Fig. 4 Variation of accuracy
and sensitivity by use of
EHO

4 Conclusion

Nature-inspired algorithms are showing significant role in the field of image
processing and imaging. Image segmentation is also showing importance in medical
imaging. Here, in this paper, image segmentation and its classifications by mean
of elephant herding optimization algorithm are proposed to optimize the outcomes.
This metaheuristic search method is based on herding behavior of elephants. The
clan updating operator and the separation operator are used to optimize segmenta-
tion outcomes. The clan updating operator sets the value of a field to current date,
either as a date or a timestamp, while a separator is one or two tokens that sepa-
rate some features from other features; muscle fiber images are segmented by mean
of edge-based segmentation, thresholding, region-based segmentation, and morpho-
logical segmentation. After successful implementation of presented algorithm, the
accuracy and sensitivity are optimized as 98.37 and 99.12, respectively, for morpho-
logical segmentation. Finally, it is concluded that by using EHO, image segmentation
is optimized, and in future, this can be used for segmentation and identification of
various cancers like breast, lung, and cervical cancer.
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A Review on IoT-Based Efficient Energy
Management System for Smart Homes

Ganesh Shirsat, Aniruddha Mukherjee, and Amit Soni

Abstract Electrical energy demand dramatically increases in quickly developing
world population. In smart cities, Internet of Things (IoT) is implemented with smart
devices which will be incorporated into smart homes and effectively take an interest
in power market through demand response (DR) programs for efficient management
of electrical energy to fulfill this expanding energy need. In terms of cost of elec-
tricity, energy consumption, and peak average ratio (PAR), a price-basedDRprogram
for energy management strategy, buildings genetic algorithm (GA), binary particle
swarm optimization (BPSO) algorithm, genetic binary particle swarm optimization
(GBPSO) algorithm, and genetic wind driven optimization (GWDO) algorithm has
been developed for IoT-enabled smart homes. In this context, we interested to develop
combination of genetic and gravitational search algorithm method for managing the
energy use of IoT-enabled smart equipment in smart homes by scheduling PAR,
which lowers power costs and improves user comfort (UC). This will improve the
efficiency and long-term viability of IoT-enabled smart homes.

Keywords Internet of Things · Energy management · Smart homes · Smart
devices · Demand response programs

1 Introduction

With a populace of 1.3 billion, India is the second most crowded country and the
third biggest economy, estimated by purchasing power equality (PPP). India has seen
solid financial execution in ongoing many years, empowering a critical abatement
in destitution levels, more prominent energy access for its residents, and developing
entrance of cleaner energy across the economy. India has set an objective devel-
opment pace of 9%, which would put it on a direction toward turning into a USD
5 trillion economy by 2024–2025, making it the quickest developing economy on
the planet. India’s supported monetary development is putting a colossal interest on

G. Shirsat · A. Mukherjee (B) · A. Soni
University of Engineering and Management, Jaipur, Rajasthan, India
e-mail: mukherjeeanirudh73@gmail.com

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
A. Tripathi et al. (eds.), Intelligent Computing Techniques for Smart Energy Systems,
Lecture Notes in Electrical Engineering 862,
https://doi.org/10.1007/978-981-19-0252-9_4

33

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-0252-9_4&domain=pdf
mailto:mukherjeeanirudh73@gmail.com
https://doi.org/10.1007/978-981-19-0252-9_4


34 G. Shirsat et al.

its energy assets, energy frameworks, and foundation. Population density is high
through the vast majority of the country, with the exemptions of the deserts in the
west and the Himalayan Mountains in the north. Around 45% of the land region is
agrarian, and more than 24% is forest. 66% of the populace lives in provincial zones.
Notwithstanding, the urban areas are developing quickly, and the urbanization rate
is around 2.4% of each year [1]. Over the previous many years, energy demand has
consistently expanded across all areas, including farming, industry, business and resi-
dential, and is required to keep on developing. Regardless, India’s per capita energy
utilization remains at 30% of the normal worldwide.

DR programs are the SGs’ major initiatives that provide incentives that encourage
customers to take part in the energy market by using advanced metering equip-
ment. There are two types of DR programs: (a) price-based DR programs and (b)
incentive-based DR programs. Distribution system operators (DSOs) are agents with
Internet of Things capabilities who may operate consumer devices remotely when it
is required with minimal warning in the incentive-based manner. Price-based incen-
tives allow IoT-enabled consumers to control their power use on their own in the
price-based technique [1, 2]. The residential buildings utilize more than 80% of total
energy; price-based DR programmethod is a critical programed that delivers positive
outcomes for both DSOs and customers while undertaking energy management.

A pragmatic optimization model is figured for effective energy management in
the execution of private structure by energy utilization scheduling of IoT-empowered
appliances using advancedmetering and diverse DR programs like day ahead valuing
plan (DAPS), time of use pricing schemes (ToUPS) and real time pricing scheme
(RTPS) of the smart grid [3].

In this study, in addition to PAR and electricity cost, the user comfort (UC) in
terms of delay is estimated and examined in order to address the energy management
issue by power use management of smart home devices utilizing DR programs in an
IoT-enabled system of smart homes.

2 Related Work or Methodology

2.1 Optimization Techniques

A lot of work to satisfy increased energy need in smart grid for energy has been
completed. This is arranged into following types:

2.1.1 Mathematical Models-Based Energy Management

A programmed and ideal private energy utilization scheduling strategy which
attempts to accomplish a good compromise between limiting the energy costs just as
the burden for the activity of both electrical and thermal in a smart home is produced
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for effective energy management [4]. The proposed scheduling technique prompts
huge decrease in energy costs for assorted burden situations with the power demand
from the grid.

The emerging mixed integer nonlinear optimization issue is settled in Reference
[5], while data are refreshed in an iterative manner for the duration of the day to
follow the changes in the expected price signals and the variations in the controller
inputs. The outcomes from various reasonable contextual investigations show the
adequacy of the proposed controller in limiting the consumer’s day by day power
bill while safeguarding solace level, as well as preventing future least-price peaks
from forming.

2.1.2 Metaheuristic and Heuristic-Based Energy Management Methods

The focal controller operates on teh principle of particle swarm optimization (PSO)
to optimize the up to require temperature of TCLs based on open air natural data and
customer preferences [6]. The interior temperature required for human environment
was calculated using the fuzzy controller.

The advancement model was developed using a genetic algorithm. With client
behavior learning, a price enhancement model has been developed for customer
benefit augmentation in Ref. [7]. Then again, battery activity advancement under
powerful estimating plans has been done in Ref. [8]. The effects of value estimate
mistake and smart grid limits have been investigated experimentally based on actual
data from Spain’s electricity industry.

The primary benefits ofmetaheuristic procedures are their ease of use, their ability
to handle non-direct or irregular goals and limits, and their ability to handle high-
computational complicated challenges. However, one of the drawbacks of using
metaheuristic algorithms is that they can meet rashly and stall out in the near future,
especially for complex problems. For problems with a large number of variables,
these approaches are time-consuming.

2.1.3 Artificial Intelligence-Based Energy Management Methods

To reduce the energy consumption of TCLs in smart homes while considering
demand response, a reinforcement learning approachwasused [9]. The reinforcement
learning-based unique estimation energy utilization algorithm has been proposed in
refereed paper [10]. Clients have used the post-decision state (PDS) learning algo-
rithm to learn the difference in retail prices andmake informed decisions. In addition,
reinforcement learning was used to familiarize the client with their displeasure [11].

Artificial intelligence has the ability to operate with incomplete data, parallel
processing, learning, pattern recognition, and dealing with nonlinear functions. It,
too, encounters certain roadblocks. To run AI models, you will need equipment with
a lot of processing power. It is solely capable of working with numbers. The approval
and confirmation of the AI model necessitate a wide range of tests.
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2.1.4 Hybrid Method-Based Energy Management

The authors use price-based DR programs to schedule thermostatically controlled,
uninterruptible, and interruptible smart home loads using the binary particle swarm
optimization (BPSO) algorithm and integer linear programming (ILP) [12]. The
researchers’ main goal is to reduce the expense as well as the discomfort. The cost
of power is reduced at the expense of increased PAR, disrupting the power system’s
stability.

3 Problem Statement and Formulation of Energy
Management

3.1 Problem Identification

Energy management in smart home by power usage is challenging due to nonlinear
and random behavior of users. As a result, energy management in a smart home with
the help of scheduling smart appliances is regarded in terms of power usage.

Efficient energy management system for smart home lies under the umbrella
of demand side management; it permits consumers to regulate and deal with the
minimum utilization of power to minimize their electricity bills. In recent days,
power utilization is around 30% of the worldwide energy utilization [13]. As per the
US private energy consumption review, an investigation led in [6] shows that 15% of
energy consumption reduced by scheduling the appliances of smart homes. Because
home customers are more concerned about their energy bills as well as their comfort,
energy advancement through a variety of approaches and creative use of electricity is
necessary. Hence, the electricity utilization awareness and scheduling the load alone
have capacity to minimize the consumption by 15% in smart homes.

Other regular dynamic tactics include stimulated annealing, genetic algorithm,
and genetic annealing methods that using genetic and temperature as the main rules
for scheduling smart home appliances. Swarm-based algorithms, on the other end,
are flexible, stochastic, intelligent, de-incorporated, and non-traditional in structure.

The scheduling of loads is done in such a way that the execution time, reaction
time, and overall cost of consumption are reduced. The load of smart houses is sched-
uled using swarm optimization-based metaheuristic methods. A swarm is a group of
things that includes ants, molecules, honey bees, and other insects. It describes how
a swarm of particles locates a food hotspot and schedules the responsibility of the
load. Particle swarm optimization, genetic algorithms, and gravitational search algo-
rithms are all effective load scheduling methods that work on the concepts of genes
in chromosomes, Newton’s law of gravitational attraction and velocity, respectively
[14]. These standards enable in the determination of the next suitable particle for
the load. In terms of processing time and cost, the gravitational search algorithm is
perhaps the best optimization tool for load scheduling than PSO.
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To identify the next best fit location of the load in smart homes, the combination
of genetic and gravitational search algorithm combines the talents of both hereditary
and gravitational search algorithms. This may be done utilizing a hybrid approach,
mutation, preserving the best locations, novel cost estimation, and a recollection idea
in a gravitational search algorithm. The objective of this method is to lower the total
cost of usage for smart home devices.

4 Proposed Energy Management Model

The suggested energymanagement system’s aim is tomanage and analyze the energy
usage of smart home appliances in order to control energy utilizing demand response
programs without human interaction. The followings are the goals of the proposed
energy management system:

• Effective energy utilization
• Electricity cost minimization
• UC maximization
• PAR alleviation

These objectives are achieved through the use of algorithms based on a combi-
nation of genetic and gravitational search energy management controller (EMC),
which organizes electricity usage of smart home appliances in the smart grid using
price-based demand response programs, resulting in efficient energy utilization in the
IoT-enabled environment. This section explains the planned project. The proposed
work consists of IoT-enabled DSOs that use enhanced SG metering. Home gateway,
EMC, smart appliances, smart meter, indoor display, remote control, and wireless
home area network are all included in the smart house. Smart appliances such as
power adjustable devices, essential devices, and time adjustable devices are included
in this study’s smart home. The rated power of the gadgets with customizable power
is flexible, and they follow a timetable set in stone. The IoT-enabled EMC is used
in smart homes and is programmed to react to DR price indications in real time,
overcoming the constraint of consumers’ lack of understanding, which is a barrier
to DR program implementation. The used EMC integrated with IoT accepts price-
based DR programs, smart gadgets power rating, duration of time operation, and in
the presence of target function and restrictions, available power grid energy as inputs
to plan power use of smart homes smart devices. The IoT-enabled EMC in a smart
homes can connect with smart devices via a variety of communication links like
HomePlug, Z-Wave, ZigBee, and Wi-Fi in order to divulge the created power usage
schedule. In a residential building, the energy management procedure is monitored
on-site or remotely via computers or mobile phones via the Internet of Things. The
working flow depicted in Fig. 1 displays all of the procedures.

The smart home’s smart devices follow the schedule set by the combination of
genetic and gravitational search algorithm-based EMC to save money, reduce PAR,
and increase UC through efficient energy use. The suggested effort will result in an
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Fig. 1 IoT-enabled smart home energy management system

optimized power usage plan for smart home appliances that actively participate in
the SG’s energy management sector.

5 Discussion

To identify the next best fit location of the load in smart homes, the combination of
genetic and gravitational search algorithm combines the talents of both hereditary
and gravitational search algorithms. This may be done utilizing a hybrid approach,
mutation, preserving the best locations, novel cost estimation, and a memory-based
idea in a gravitational search algorithm. In this perspective, the technique described
[4], defines the lowest cost scheduling of accessible energy assets and controlled
machines while meeting occupant’s comfort index including a specialized criteria.

Furthermore, when the ADR approach [5] is applied to a single residence, it
demonstrates the importance of incorporating extensive demonstrations of home
machines in order to use the adaptability within each equipment class. Finally,
the findings reveal the importance of the suggested regulator’s moving activity
throughout the day in order to track price signal and outdoor temperature changes.
This outcomes in limiting the power bill while staying away from infringement of the
indoor temperature inclination. These outcomes show the viability of the controller
to lessen the electricity payment and peak demand under different conditions, just
as the significance of demonstrating basic machines.

In wise multi-specialist control framework [6] with heuristic enhancement, it is
seen that the framework is fit for accomplishing the control objectives by organizing
the numerous specialists and the analyzer. A GUI-based reenactment stage is like-
wise evolved to give the adaptability to clients to control the coordinated structure
framework dependent on their own inclinations.

An interval number advancement [12] dependent on resilience degree for limita-
tion infringement is developed to deal with the unpredictability of household load
scheduling, when both hot water demand and ambient temperature are unknown
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and shown as stretch numbers The simulation findings show that the proposed
interval number advancement can produce plans that are resilient to fluctuating hot
water demand and ambient temperature while also being flexible to a wide range of
consumer requests.

6 Conclusion

DR algorithms can be used to achieve efficient electricity usage, optimal electricity
consumption, and cost minimization. In this work, expected HG-GSA algorithm,
which is a combination of the genetic and gravitational search algorithm. The
energy management controller programmed with our suggested HG-GSA algorithm
in IoT-enabled environment which automatically responds to demand side in compli-
ance with the energy management requirements of smart homes. Under these DR
programs, the suggested HG-GSA-based technique schedules power usage of smart
equipment in smart homes. The purpose of our proposed HG-GSA-based strategy is
to reduce electricity costs, reduce PAR, and improve UC.
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Minimization of Tie-Line Power
Fluctuations using GCSC
with Gas-Thermal-EV System for LFC
Considering Time-Delay Effect

Siddhant Gudhe and Hiramani Shukla

Abstract Power system stability, frequency deviation, or powermismatch issues are
managed by electrical vehicles (EV) as an energy storage element. Gate-controlled-
series-capacitor (GCSC) is used to control power flow across tie-lines. To achieve
high power quality, management of automatic generation control (AGC) at gener-
ation side is used. Along with the preexisting energy sources like thermal and gas,
EV and series GCSC are used for load frequency control (LFC). The system under
investigation includes thermal and gas with EV in both area with GCSC is connected
in series between two areas. Area 1 includes thermal with EV integration, and Area
2 has gas system with EV penetration. An aggregate model of EV is used in both the
areas. The system is analyzed for step load and random load disruptions. To control
the frequency, proportional-integral-derivative (PID) controller is used. Firefly algo-
rithm (FF-A) optimization techniques are implemented to find the control variables.
Time-delay effect is also taken into consideration, and the system under study is
demonstrated in MATLAB/Simulink environment. The simulation results show that
FF-A has low oscillation, very small undershoot, and have huge improvement in
delay margin.

Keywords Load frequency control · Electric vehicles · PID controller · GCSC ·
Time-delay · Firefly algorithm

1 Introduction

Power system is considered as large-scale complex multi-source multi-variable
system. Penetration of electric vehicles (EV) into power system has been increasing
at an exponential rate. The EV along with the conventional power sources possess
more stability concerns. Electric vehicles in a large quantity connected to the grid
have the effect on the system frequency, power, and stability. If such fleets of EV
charging and discharging are not managed, which may lead to power quality issues
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and also the transformer may overload. There is rapid technological advancement in
the battery. EV battery is used to drive the traction motor via inverter control. There-
fore, the driving range for EV depends on the stored energy of the battery. Efficient
control of the EV is essential for the efficiency improvement. The model developed
for the analysis contains the conventional energy sources which includes thermal
and gas turbine. Gas turbine transfer function contains the effects of speed governor,
valve position, combustion, fuel compressor, and turbine. Thermal transfer function
considers the effects of steam turbine.

Gate-controlled-series-capacitor (GCSC) connection makes power flow efficient
between tie-lines. GCSC has the power electronics converters with considerable
inertia. AGC is coordinated with the various system devices which includes HVDC
and FACTS devices. The effect of HVDC link on LFC is beyond the scope of this
paper. This paper focuses the importance of GCSC for the frequency control of the
systemby controlling tie-line power flow.GCSC integration for themulti-area system
has been carried out by Oshnoei et al. [1] by using robust model predictive control.
The implementation of thermal and gas along with EV is studied by Debbarma et al.
[2] without time-delay effect consideration. The FF-A has been successfully imple-
mented for the thermal power system by Jagatheesan et al. [3], but the integration of
EV and time-delay effects has not been considered. AGC of multi-area gas turbine
and thermal system has been carried out by Saikia et al. [4] with integral (I) controller
and by Patel et al. [5] with PI controller. Implementation using PI controller has been
also conducted by Bhadoria et al. [6] using firefly algorithm (FF-A). A new model
of EV has been proposed by Izadkhast et al. [7]. The same aggregate model of EV
is used along with the conventional sources by Debbarma et al. [8]. The effect of
the time-delay on the load frequency control has been very beautifully studied by
Macana et al. [3] and Hua et al. [9]. The decentralized optimal EV control approach
is introduced by Kariminejad et al. [10].

The proposed model in the paper contains thermal and gas with aggregated model
of EV. Also the interconnection of GCSC between Area 1 and Area 2 is under study.
Section 2 describes the system under study, and Sect. 3 discusses FF-A. Simulation
performance and conclusion are discussed in Sects. 4 and 5.

2 System Under Investigation

For the analysis for the system using controllers, two areas systemmodel are consid-
ered. PID controller is used, and their variables are calculated by using FF-A opti-
mization technique. Electric vehicle model is introduced in both the areas, and the
analysis is completed. System undergoes through step load as well as random load
variation. The time-delay effect is also taken into account.
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2.1 Time-Delay Effect

Large-scale integrationof conventional energy sources alongwithHVDCandFACTS
devices increases the inertia of overall system with low frequency variation. There
are delays in power system which are not intentional, but the delay is provided to
receive signals at the control unit. For the large power system, time-delays are usually
not considered. This time-delays are usually taken into account for isolated smart
grids, while considering the time-delay factor, the calculation of time-delay margin
is beyond the scope of this paper. Various methodologies are used in literature to
calculate time-delay margin [3].

2.2 Model of Overall System

The overall system model consist of two areas system. The block diagram of overall
system under study is shown in Fig. 1. Area 1 includes gas turbine with EV inte-
gration, and Area 2 has gas turbine with EV penetration. An aggregate model of
EV is used in both the areas. Gas turbine contains governor, compressor, combus-
tion, and turbine. GCSC as a power flow control device is connected between both
the areas. Both the areas are applied with time-delay for communication with the
command center. Both step load disruption (SLD) and random load disruption (RLD)
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Fig. 2 Block diagram of aggregated model of EV

are applied and tested in both the areas. The system is studied for the change in
frequency in both the areas and change in tie-line power.

2.3 Model of Electric Vehicle (EV)

The aggregatedmodel ofEV [8] gives the generalizedmodel for the frequency control
of the overall system which is shown in Fig. 2. The changed frequency is passed
through the dead-band which limits the change in frequency within the particular
band which is nearly +10 and −10 MHz of the rated frequency. NEV is the number
of EV connected. For the analysis purpose, all the EV connected are assumed to be
of same battery rating. The battery charger is denoted by the transfer function of
first order with a small time constant TEV. Upper limit and lower limit of the battery
reserve are represented by (1) and (2). Charging power is directly proportional to the
droop coefficient RAG, it is also dependent upon the participation factor KEV. The
participation of every EV for frequency control is said to be participation factor of
that particular EV [8].

�Pmax
AG = +[�PEVi/NEV] (1)

�Pmin
AG = −[�PEVi/NEV] (2)

where�Pmax
AG is the maximum power output for particular group of EV and�Pmin

AG is
the minimum power output for same group of EV. NEV is total number of EV which
is assumed to be 1800 number of EV for Area 1 and 1600 number for Area 2 for the
system under study.

2.4 Controller Design

The PI controller and PID controller equations are given by G(s)PI = KPk+ KIk
s and

G(s)PID = KPk+ KIk
s +KDk ·s, respectively. By optimally tuning the control variables

proportional gain KPk, integral gain KIk, and derivative gain KDk. The performance is
improved for the kth area, where k represents the area number for multi-area system.
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KPk controls the overshoots, rise time, and steady state error with minimum effect
on settling time. KIk affects the overshoots and rise time, but effect on settling time
is still negligible. KDk is used to control settling time along with overshoot. The cost
function to compare system with and without GCSC is shown in Eq. (3)

J =
T∫

0

(
� f 2area-1 + � f 2area-2 + �P2

tie

)
dt (3)

3 Firefly Algorithm (FF-A) Flowchart

Population-based algorithm where flashing patterns and behavior of tropical fireflies
is analyzed called as firefly algorithm (FF-A). This is good optimization technique.
FF-A has been proposed by Yang in 2008 at the University of Cambridge. This
algorithm was further developed for multimodal optimization by Yang 2009 [11].
The objective function is formulated by the magnitude of light of a firefly. The
brightness of firefly I at selected position x is given by as I(x)/f (x) for minimization
of the objective function. The equation of light brightness is given by equation

I = I0e
−γ r (4)

where
I0 = original intensity of light and
γ = coefficient of light absorption which varies with distance r.
β is called as attractiveness which is defined by other fireflies. As the distance

between sources and light decreases, media absorb light, therefore, degree of absorp-
tion changes the attractiveness which is given by β = β0e−γ r2 for ri considered as
zero (Fig. 3).

Themotion of a firefly i is allured to another,more enchanted firefly j is determined
by Eq. (5)

xk+1
i = xki + β0e

−γ r2i j
(
xkj − xki

) + αεki (5)

where α = randomization parameter and vector of random numbers is given by εki .
For FF-A optimization used in this study, tuned values are: number of fireflies =

10, maximum iterations = 100, β = 0.2, α = 0.5, and γ = 0.5.
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Fig. 3 Flowchart of firefly
algorithm
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4 Simulation Performance

Simulation is performed in twoparts. In first part, the system is simulated usingGCSC
andwithout GCSCwith PID controller using FF-A. In second part, simulation results
are shown for RPD and is tested for the time-delay. All the results are verified with
aggregate model of EV connected. The parameters for the simulation are shown in
Table 1. Variable load applied to the system under investigation is shown in Fig. 4.

The results with and without GCSC for step loading disruption (SLD) are shown
in Figs. 5 and 6 shows the random loading disruption (RLD) results in case of with
and without application of GCSC with time-delay effect of 1.5 s. Results are verified
using PID controller.

Table 1 Simulation parameters for system under investigation

Parameters Values

f (frequency), Bi (damping constant), R (regulation) 60 Hz, 0.425 pu/Hz, 2.4 Hz/pu

Bg (valve position), Cg (valve position), Xg (leas time
constant), Yg (lag time constant), T cr (combustion reaction
time-delay), T c (fuel time-delay), T tg (compressor
discharge time constant)

0.05, 1, 0.6 s, 1 s, 0.01, 0.23, 0.2 s

Kg, Tg, K t, T t, KGCHC, TGCHC 1, 0.3 s, 1, 0.08 s, 1, 0.015 s

T12, a12 0.0867, −1
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Fig. 4 Variable load applied to the system under study

Fig. 5 SLD with and
without GCSC
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Fig. 6 RLD with and
without GCSC. a Frequency
fluctuations in area 1, b
frequency fluctuations in
area 2, and c tie-line power
variation

At exact 1.5 s, FF-A variables make systemmarginally stable. Beyond 1.5 s, FF-A
gives control variables for PID which makes system unstable. So, time-delay margin
FF-A based controller is less than 1.5 s. The calculation of time-delay margin has
tediousmathematical calculations depending on the system. Exact time-delaymargin
is not shown as delay in simulation is based on Pade approximation [3]. Figure 7
gives the convergence curve for PID controller, and Fig. 8 gives cost function curve
with and without GCSC using Eq. (3).

Tables 2 and 3 show the controller limitations found from both the techniques.
Table 4 shows the magnitude of peak overshoot, undershoot as well as settling time
using PID controller with and without GCSC, respectively.
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Fig. 7 Convergence curve with and without GCSC
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Table 2 PID control
variables with GCSC

Parameters (FF-A) KP, K I, and KD

Area 1 1, 0.9679, and 0.8997

Area 2 0.9388, 0.4352, and 0.1273

Table 3 PID control
variables without GCSC

Parameters (FF-A) KP, K I, and KD

Area 1 0.1265, 0.9907, and 0.8956

Area 2 0.9587, 0.4352, and 0.1973
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Table 4 Comparison of control system parameters for PID controller

Parameters �f 1 (Hz) �f 2 (Hz) �Ptie (pu)

Without GCSC Peak overshoot (ms) 0.36 2.45 1.55

Peak undershoot (ms) 11.3 16.3 1.15

Settling time (s) 17.2 14.6 16.3

With GCSC Peak overshoot (ms) 0.3 – –

Peak undershoot (ms) 3 1.3 0.95

Settling time (s) 9.1 7.12 10.2

5 Conclusion and Discussion

In this paper, system having two areas is used to compare system stability using
GCSC. Area 1 has thermal, and Area 2 contains gas turbine. Aggregated model of
EV is penetrated in both the areas. The simulation results show that GCSC with PID
controller outperforms system without GCSC in terms of settling time and oscilla-
tions. Time-delay effects are considered, and time-delay margin is approximated.
Even delayed system using GCSC shows good performance as compared to system
not having GCSC. For the system under study, delay margin obtained is 1.5 s, but
system becomes marginally stable at 1.5 without GCSC. More stability margin indi-
cate that the system is robust and reliable. Also the verification of GCSC system
superiority can be concluded from peak overshoot, undershoot as well as settling
time. Cost function using GCSC is lesser than without GCSC system. Low value
of convergence curve and cost function gives optimized controller parameters [10].
Therefore, it is easily concluded that system having GCSC gives much optimized
parameters.

Simulation results can be generalized for the multi-area multi-source system. As
a future research, different controller can be tested using both the techniques. For
the calculation of the time-delay margins, different methodologies for the large-scale
power system can be explore.
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Investigation of Timing Issues of True
Single-Phase Clock Circuits
for Nanodevices
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Abstract With the advent ofmicroelectronics, the scaling of a transistor had become
challenging due to the several factors out of which dynamic power is one of the
important factors to be dealt with. With the reduction in chip area need of low power
circuits increased, these circuits would consume less dynamic power. Static CMOS
logic implementation is a widely used technology for VLSI circuits as it offers
high noise immunity and low static power consumption. However, there are certain
limitations forCMOScircuits having a fan-in ofN requires a 2N number of transistors
for logic implementation, resulting in increased area consumption as compared to
that of Dynamic logic structures. Dynamic logic implementation requires only (N +
2) transistors for a circuit with a fan-in of N. Moreover, these circuits are ratio-less
and have faster switching speeds. This paper is focused on True Single-Phase Clock
(TSPC) logic as an appropriate choice of logic that can lead to high performance as
compared to dynamic and domino logic circuits. In this paper, we have compared
the basic logic circuits (AND, NAND, OR, NOR) over other circuits like Dynamic
and Domino techniques with TSPC logic. The results show that a NOR logic TSPC
showed a significant 72% reduction in dynamic power than that ofDomino circuit and
Dynamic circuit and in the case of OR TSPC logic there was 57% power reduction
for Domino circuit and 35% power reduction for Dynamic circuit. Similarly, in the
case of NAND logic, TSPC has 79% dynamic power reduction over the domino
Circuit and 35% over the dynamic circuit and in the case of AND TSPC logic, it
gives a 57% power reduction for domino circuit and 35%, respectively. A full bit
adder has been implemented using the TSPC logic gates and compared it with the
conventional adder.
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1 Introduction

For more than 20 years, the primary focus in the semiconductor industry was down-
sizing the area of the chip keeping the functional parameters of an integrated circuit
intact. According to Moore’s law, the number of transistors per silicon chip doubles
about every 18 months. The continuous scaling of the devices leads to overrule the
Moore’s Law and predicted the More than Moore (MTM) which states that in every
12 months the number of the transistor count will be double on a chip. In simple
words, this law meant to imply that number of transistors would have exponential
growth and to do so several transistors were densely packed to form an Integrated
Circuit (IC) which later paved its way toward FET technology. The scaling of MOS
has various constraints in terms of speed, transistors count per unit area, and power
consumption. The continuous scaling of the MOSFET devices and the increase in
components on a single chip result in more complex technology. As the gate length
is reduced there is a change in the MOSFET characteristics due to short channel
effects such as threshold voltage shift, increased leakage current, increased output
conductance. Other than this scaling down also leads to excessive process variation
and reliability issues which eventually lead to power and performance degradation.
Therefore, it is of great importance to develop technologies that will enable continued
implementation of increasingly higher performance devices at nanoscale regime.

2 Background Work

In paper [1], two high-speed full adder cells have been designed using NP-CMOS
andMulti-Output Dynamic Logic Style which has been able to achieve better perfor-
mance as compared to static and dynamic cells and consume less power at different
voltages. The problem of charge sharing is resolved and there is a good enhancement
in the voltage levels.

The focus discussed in [2] is mainly on the optimization of different performance
parameters like power, delay, and power delay product for a CMOS-based full adder.
The proposed design, i.e., 22T domino-based full adderwas able to achieveminimum
value in terms of the above parameters and performed better than the other full adder
circuits. In [3], proposed the usage of the Adders exploitation FTL and MT-CMOS
logic technique to efficiently reduce power and increase the speed of dynamic logic
circuit which lead to the removal of charge sharing problems related to dynamic
and domino families. The above-proposed technique was able to shrivel the power
consumption and area of the circuit simultaneously. A detailed view of designing
circuits using dynamic logic family has been discussed in [4]. The scaling of MOS
devices results in high density of transistor per unit area but at the same time speed
and power issues becomes the matter of concern. Various logic families have been
discussed with reference to power consumption area and charge sharing issues.
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The brief idea about True Single-Phase Clock (TSPC) logic is given in [5] and
discusses the various properties of this logic family. It shares the advantages of
TSPC, i.e., requires less hardware power and has lower phase noise. It also talks
about the design consideration of TSPC as these circuits fail at sufficiently low clock
frequencies. The primary aim was the implementation of a charge steering technique
for Discrete-time charge steering circuits on 65 nm CMOS technology [6] as it has
low power consumption than that of Continuous-time current-steering counterpart
even at high switching activity.Besides having lowpower consumption this technique
has got other advantages like digital latching and allowing unstable multistage op-
amps to perform well in complex circuits due to its discrete-time nature. The main
aim was to meet multiple parametric goals in terms of area, power, speed, and noise
margin and was achieved by using six different domino-based techniques that were
implemented on a 4 input and six input OR and AND gate [7].

3 Proposed Work

Logic circuits play an important role in building the circuital for designing any
hardware where electrical quantity like the voltage, is used to represent the ON
state or OFF state of the circuit. These circuits can be single input–single output or
can have multiple inputs and multiple outputs depending on the requirement of the
hardware design. These logic circuits can be categorized broadly into two types, i.e.,
combinational circuit and static circuit.

There are various techniques to represent the logic circuits using Static CMOS
logic family or Dynamic logic family, the Static logic family has Pull up and Pull
down network to design any circuit which counts to total 2N number of transistors,
where N is the number of inputs while the Dynamic logic settles at N + 2 transistor
count. Firstly, the Dynamic logic technique for CMOS circuit design is shown in
Fig. 1. It is better as compared to static circuits as this technique is faster and requires
less surface area. In practical designs, there is always a tradeoff between speed and
dynamic power consumption. One of the major drawbacks of such circuits is their
high toggling activity which affects the power consumption of the circuit.

Fig. 1 Dynamic logic circuit
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Fig. 2 Domino logic circuit
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The other limitation of dynamic circuits is cascading, to avoid the cascading
problem one of the solution is to use a more effective technique known as Domino
logic circuit as shown in Fig. 2 where a single clock is used for pre-charge and
evaluation of the cascaded blocks of logic circuits, these circuits are used mainly
for designing non-complemented circuits but this circuit had its setbacks like charge
sharing which was resolved by use of bleeding transistor but practically it did not
give 100% inverted clock and had some clock skews.

Due to the above-mentioned design issues in clock distribution which lead to
slow transitions in domino logic. In this paper, True Single-Phase Clock (TSPC)
logic which had virtually evolved from NORA Dynamic logic is discussed and
the advantage of using this circuit is its high-speed topology which consumes less
power and occupies less area than other methods. TSPC logic is categorized into
four configurations: Pre-charged high, Pre-charged low, Non-Pre-charged low, and
Non-Pre-charged high. In this paper the proposed design involves the use of Non-
Pre-charged high configuration implemented using basic logic gates to reduce the
dynamic power consumption. In this type of configuration when the clock is low,
the circuit evaluates the output and when the clock is high it holds the value of the
previous output and hence its value depends on the input. In Fig. 3a–d, the proposed
TSPC designs are shown. We have used a clocked CMOS Inverter to get the desired
outputs of AND TSPC logic and OR TSPC logic.

4 Results and Simulation

To simulate the circuits HSPICE from Synopsys has been used. We have used 16 nm
PDK to simulate the circuits. The simulation has been done for the logic gates using
Dynamic logic, Domino logic, and TSPC logic. Dynamic power and propagation
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Fig. 3 a Proposed TSPC AND logic. b Proposed TSPC NAND logic. c Proposed TSPC OR logic.
d Proposed TSPC NOR logic

delay has been calculated for various logic gates based on the various design topolo-
gies. The simulation has been done at three different voltages 0.8, 0.9, and 1 V.
Table 1 shows the propagation delay for NOR, AND, NAND, and OR gates. From
Table 1, we can conclude that all the proposed TSPC logic gates are having the least
propagation delay.

Figures 4, 5, 6, and 7 shows that Dynamic power of NOR, NAND, OR, and AND
gate, respectively. The graph shows the comparison between the Domino, Dynamic,
and Proposed TSPC logic gates. The four figures show that the dynamic power is
minimum in TSPC logic circuits.

Since we found that the TSPC NAND gate with minimum power dissipation and
delay. A full adder has been designed using conventional CMOS NAND gate and
NAND gate using proposed TSPC logic. The block diagram of full adder is as shown
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Table 1 Propagation delay for different circuits

Logic circuit propagation delay (in ns) Supply voltage in volts (V)

0.8 0.9 1.0

Dynamic NOR 1.25 1.15 1.05

NAND 1.24 1.11 1.05

OR 0.64 0.56 0.49

AND 6.10 6.01 5.94

Domino NOR 1.38 1.25 1.15

NAND 1.38 1.25 1.16

OR 1.32 1.19 1.13

AND 1.33 1.23 1.14

TSPC (proposed) NOR 1.18 1.1 1.01

NAND 0.173 0.15 0.073

OR 0.146 0.145 0.075

AND 0.195 0.177 0.167

Fig. 4 Dynamic power for
NOR gates for various logic
families

in Fig 8. The full adder has two outputs SUM and Carry as shown in Fig. 8. The
circuit has been designed using Microwind Software.

The simulation of the two full adders has been done at 16 nm technology at three
different voltages 0.8, 0.9, and 1 V. The results are being shown in Table 2. The adder
which is designed using proposed TSPC logic using Fig. 8. As it is shown in Table 2
various parameters like Power Dissipation, Average Power Dissipation, Propagation
Delays, Worst Case Delay, and Leakage Current. The various parameters show the
performance of the two circuits designed using NAND CMOS and NAND TSPC
logic circuits. The simulation has been done at three different voltages at 0.8, 0.9,
and 1 V and it is clearly visible that the TSPC full adder is having minimum power
dissipation, minimum average power, the propagation delay is reduced by 3× time
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Fig. 5 Dynamic power for
NAND gates for various
logic families

Fig. 6 Dynamic power for
OR gates for various logic
family

Fig. 7 Dynamic power for
AND gates for various logic
families
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Fig. 8 Block diagram of NAND based full adder

Table 2 Full adder simulation

Parameters/voltage 1 V 0.9 V 0.8 V

TSPC FA NAND FA
(SIMPLE
CMOS)

TSPC FA NAND FA
(SIMPLE
CMOS)

TSPC FA NAND FA
(SIMPLE
CMOS)

Power dissipation
(W)

2.77E−09 2.90E−09 1.19E−09 1.28E−09 4.06E−10 4.45E−10

Avg power (W) 1.87E−07 7.32E−07 1.48E−07 5.93E−07 1.13E−07 4.67E−07

Prop delay (S) 2.58E−09 7.56E−09 3.59E−09 7.58E−09 3.71E−09 7.62E−09

Worst case delay
(S)

3.99E−09 1.12E−08 5.98E−09 1.12E−08 6.15E−09 1.12E−08

Leakage current
(A)

1.98E−07 2.55E−07 1.75E−07 2.15E−07 1.51E−07 1.77E−07

at 1 V for TSPC full adder. Minimum delay is most attractive feature of this TSPC
based full adder. This adder can be considered as one of the fast speed adder. A layout
the TSPC full adder has also been designed as shown in Fig. 9.

Fig. 9 Layout of the adder circuit
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5 Conclusion

As the Domino logic consumes power in the inverters while the TSPC topology
which is drawn from the NORA logic has removed one of the clocked transistors
which helps in the reduction of the Dynamic power and the propagation delay. From
the above simulation results from Table 1 and the graphs are shown in this paper, it
has been observed that TSPC Non-Pre-charged high logic has been able to achieve
better performance due to low power consumption and a better switching activity
(speed) as compared to that ofDomino andDynamic logic designs. The adder circuits
show drastic improvement in terms of all the performance parameters like Power
Dissipation and Propagation Delays.
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Comparative Analysis of Machine
Learning Techniques for Software Effort
Estimation

Somya Goyal

Abstract Software Effort Estimation (SEE) is paramount task in software develop-
ment life cycle. It estimates the future effort whichwould be needed for the successful
completion of project. The accuracy of estimation controls the project success. This
paper conducts an empirical comparison among the most popular machine learning
techniques for SEE to figure out the most accurate one. Three models namely
ANN_SG, SVR_SG, and GLR_SG are developed using artificial neural network,
support vector regression, and generalized linear regression techniques, respectively.
Five datasets fromPROMISE repository are used and accuracymeasures for compar-
ison are MAR (Mean Absolute Error) and MMRE (Mean Magnitude of Relative
Error). It is found that ANN_SG outperforms the other models with better predic-
tion accuracy, and it reduces the error rate for SVR_SG and GLR_SG by 58.4%,
and 48.2% respectively. It can be concluded from the experimental results that the
ANN_SG is best performer among the candidate models for SEE statistically.

Keywords Software effort estimation (SEE) · Neural network · MMRE · Support
vector regression (SVR) · Generalized linear regression (GLR) · Promise dataset

1 Introduction

Software effort estimation (SEE) is highly challenging software management task
due to the constantly changing scenario of software industry. Early project planning
is essential for successful completion of projects. It includes accurate in-prior predic-
tion of resources (or efforts) needed to accomplish the project. As per the Standish
Group report, out of total number of commenced projects, only 31% are completed
successfully [1]. One of the major causes of this poor success rate is poor software
management which involves inaccurate estimation of the requirements. More the
accurate estimation of the required resources (or efforts), more are the chances of
completion of project within the constraints. In past 30 years, numerous Machine
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Learning (ML) based SEE models have been devised in literature [2]. It is observed
that 68.7% of total research in SEE domain is solely contributed by ML techniques
majorly regression analysis, artificial neural networks, and support vector machines
[3]. The research trends suggest that ML estimator works consistently under diverse
environment [4]. Hence, advancement is desirable for better results [5–8]. Literature
advocates that the best effort estimators from the ML literature in SEE domain [9,
10] are Artificial Neural Network (ANN) [11–13], Support Vector Regression (SVR)
[14, 15], and Generalized Linear Model (GLM) [16]. The performance of these three
popular models is compared. For this agenda, three models (ANN_SG, SVR_SG,
GLR_SG) are developed and compared. The study utilizes the PROMISE repository
based five datasets—Desharnais, COCOMO81, China, Maxwell, and Miyazaki94
for the experimentation [17].

The contribution of this study is to find out the best ML technique for SEE
after conducting an empirical comparison among the most popular techniques. The
research questions to carry out this study are as follows

• RQ1—Which is the best SEE model in terms of error values and prediction
accuracy?

• RQ2—Does the answer to above RQ bear the statistical proof for validation?

The organization of paper is as follows: Sect. 2 brings the highlights to the related
literature work. Section 3 elaborates the methodology with the description to the
datasets and evaluation criteria used for the conduction of this study. Section 4
discusses the experimental results and analytical inferences drawn. In Sect. 5, the
concluding remarks are stated with reference to the future work.

2 Related Works

In SEE field, ML based models have captured the industry attention for accurate esti-
mation as the software industry is continuously growing and changing. Nowadays,
ML techniques are proven to be more accurate and effective rather than traditional
estimation models. Goyal et al. [11] deployed multilayer perceptrons for effort esti-
mation over desharnais dataset. Pospieszny et al. [16] implemented ANN, SVM, and
GLM as an ensemble model and evaluated performance using MAE, MMRE, and
PRED. They advocated that the ensemble model outperforms the single models
for accurate SEE prediction. Sehra et al. [17] extended the SVM method with
fuzzy approach to enhance the accuracy of the model. Shukla et al. [18] advocated
ANN model over nearest neighbor and linear regression model. Idri et al. [19] did
experimentation with SVMs and introduced imputation technique for performance
improvement of SVMs.

The author makes following observations from the literature work—(1) ANN,
SVR, and GLM are the most popular ML models; (2) PROMISE is most widely
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accepted dataset being publicly available; And (3) the MAR (mean absolute resid-
uals), MMRE (mean magnitude of relative error) are the most popular evaluation
criteria.

In next section, the proposed methodology with the set-up model has been
explained in detail.

3 Proposed Methodology

This section discusses the proposed methodology for this study. The proposed model
with workflow is depicted as Fig. 1. The training subset of data is used in building
the three models namely ANN_SG (artificial neural network algorithm), SVR_SG
(support vector regression), and GLR_SG (generalized linear model) [20]. All three
learners are k-fold cross validated with 10 as a value of k. In this way, the proposed
model has been set-up for comparing the accuracy of models recorded empirically.

Fig. 1 Proposed model: comparison among three models (ANN_SG, SVR_SG, and GLR_SG)
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Table 1 Parameter settings for the candidate models

Learner Property: value pair

ANN_SG Algorithm: backpropagation; Training function: trainlm; No. of hidden layer: 01;
Hidden layer size:10 neurons; Input size: variable; Learning rate: 0.01

SVR_SG Kernel: linear; CV with k = 10

GLR_SG CV with k = 10; Stopping criteria: MAR

Table 2 Description: PROMISE dataset

Dataset Features # Instances #

Desharnais 11 81

COCOMO81 18 63

China 14 499

Maxwell 27 62

Miyazaki94 8 48

All the experiments are performed on MATLAB R2019 platform. The parameter
settings for models are given as Table 1.

3.1 Description to Datasets

The PROMISE Dataset is utilized to conduct this study [21]. The reason is the
popularity and free of cost availability of the datasets. For this study, five datasets from
the repository are selected namely—Desharnais, COCOCMO81, China, Maxwell,
and Miyazaki94. The description of the datasets is tabulated as Table 2.

3.2 Evaluation Criteria

The performance of proposed models is measured using three evaluation metrics—
MAR, MRE, and MMRE. The reason of selecting these criteria is the suitability and
popularity of these measures among the researchers [4, 16, 18, 19]. For the validation
purpose, coefficient of correlation (R) is also computed [22, 23]. Table 3 gives the
definition to evaluation criteria.
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Table 3 Definition; MAR, MRE, MMRE, and R

Criteria
name

Criteria definition

Mean
absolute
residual
(MAR)

1/N ∗
N∑

i=1
|E(Observed) − E(Predicted)|

Magnitude
of relative
error
(MRE)

|E(Observed)−E(Predicted)|
E(Observed)

Mean
magnitude
of relative
error
(MMRE)

1/N ∗
N∑

i=1
MRE ∗ 100

where N denotes the total number of instances

Coefficient
of
correlation
(R)

N∑

i=1

(T − mean(T ))(Y − mean(Y ))

÷ √
(

N∑

i=1

(T − mean(T )(T − mean(T ))) ×
(

N∑

i=1

(Y − mean(Y ))(Y − mean(Y ))

))

where N, T, Y denotes the number of instances, target effort ant, predicted effort for
specific say “i” instance

4 Reporting Results

This section reports the results obtained from the study along with the drawn
inferences to find answers to Research Questions (RQs).

4.1 Reporting Answer to RQ1

To answer RQ1, the performance of all three learners is recorded over all five datasets
using MAR, MMRE, and R criteria. Tables 4, 5, and 6 report the results over MAR,

Table 4 Comparison of three learners over MAR criteria

MAR Desharnais Cocomo81 China Maxwell Miyazaki94

ANN_SG 1645.89 271.82 171.4 3301.19 18.15

SVR_SG 2312.99 493.99 1908.88 4746.41 48.21

GLR_SG 1865.98 661.3 1891.62 3826.74 22.91
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Table 5 Comparison of three learners over MMRE criteria

MMRE Desharnais Cocomo81 China Maxwell Miyazaki94

ANN_SG 0.41 7.32 0.11 0.92 0.67

SVR_SG 0.7 1.24 0.7 0.96 0.76

GLR_SG 0.49 14.73 0.97 0.95 0.7

Table 6 Comparison of three learners over R criteria

Coefficient of correlation (R) Desharnais Cocomo81 China Maxwell Miyazaki94

ANN_SG 0.88 0.99 0.99 0.94 1.0

SVR_SG 0.64 0.69 0.75 0.64 0.87

GLR_SG 0.79 0.8 0.83 0.84 0.9

MMRE, and R criteria respectively. The columns of table represent the dataset and
rows represent the regression model. The best values of metrics are highlighted as
bold face.

It is observed thatANN_SGshows lowest values forMREandMMREand highest
values of R over all five datasets. Further, boxplots are plotted for graphical analysis
of results are shown as Figs. 2, 3, and 4. It is clear from the plots that ANN_SG
has lowest median for MAR and MMRE and highest median for R along with low
variance.

The validation of the best performance exhibited by ANN_SG model is done
with the computation of R-value as the coefficient of correlation between the actual
values of effort and the predicted values of the effort over all five datasets at p-value
of 0.05. The observation is made that the model gives high values of R: 0.88, 0.99,

Fig. 2 Plot for MAR values



Comparative Analysis of Machine Learning Techniques … 69

Fig. 3 Plot for MMRE values

Fig. 4 Plot for R value

0.99, 0.94, and 1.0 at p-value < 0.05 for Desharnais, Cocomo81, China, Maxwell,
and Miyazaki94 datasets respectively [22, 23] (see Fig. 5a–e).

Answer to RQ1—From the results, it can be inferred that the model ANN_SG
performs better than SVR_SG, and GLR_SG in terms of all three evaluation criteria
over all five datasets with an average improvement of 51.4% in MAR and 48.2% in
MMRE of base models.
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Fig. 5 a Plot over Desharnais dataset. b Plot over COCOMO81 dataset. c Plot over China dataset. d
Plot overMaxwell dataset. e Plot overMiyazaki94 dataset. a–eCoefficient of correlationR-between
actual effort and predicted effort by ANN_SG
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Table 7 Result of Friedman test for comparison of three models

p-static at 95% confidence level Desharnais Cocomo81 China Maxwell Miyazaki94

p-value 0.0012 0.0001 0.0012 0.001 0.0021

4.2 Reporting Answer to RQ2

It is the most crucial question to answer before reporting this entire study. It needs
the confirmation of above answer in statistical aspect. In order to validate the answer
to RQ1 statistically, non-parametric statistical test—Friedman’s test is selected [24].
The test is conducted at the confidence level of 95%. The null hypothesis is assumed
asH0: “TheMRE reported bymodels ANN_SG, SVR_SG, and GLR_SG are same.”

The Friedman test is conducted for SEEmodels over all five datasets individually.
The value of test statistic is reported in Table 7. It is observed that the p-statistic is
very small than 0.05 for all five datasets and hence, the hypothesis H0 is rejected. It
is significant to conclude that the ANN_SG significantly improves the performance
over other SEE models. It is clear that ANN_SG is best performer with minimum
MRE values.

Answer to RQ2—It is significant to conclude that the answer reported to RQ1 (under
Sect. 4.1) is statistically validated. Hence, the ANN based SEE model ANN_SG is
the best SEE model over all the competing models statistically.

5 Conclusions and Future Scope

Software effort estimation is paramount in software development process. This study
makes a comparative analysis of the performance of three most popular SEE models
to find out which has the best prediction power. The results state that—Artificial
Neural Network based SEE model ANN_SG is statistically better than other two
models (SVR_SG and GLM_SG). The Friedman test for multiple comparisons is
conducted for statistical validation. Hence, the work is being concluded with the
results that ANN_SG based SEE prediction model is better than other methods from
the literature. In future, the work is proposed to be extended utilizing more SEE
models and deep learning algorithms. The study can also be replicated with real-time
industry datasets.
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A Review of Factors Affecting
the Sensitivity of Piezoresistive
Microcantilever Based MEMS Force
Sensor

Monica Lamba, Sivasubramanian Ananthi, Himanshu Chaudhary,
and Kulwant Singh

Abstract The performance of the MEMS sensor depends upon different param-
eters such as sensitivity, dynamic range, accuracy, hysteresis, linearity, resolution,
bandwidth, repeatability, and response time. Among all, sensitivity is one of the
important parameter which not only defines the relationship between physical signal
and output electrical signal but also a decisive parameter to select a sensor for specific
range of applications. In this paper, different factors are identified from the existing
work which are affecting the sensitivity of piezoresistive microcantilever based force
sensor. The main finding of the paper revealed that sensitivity depends upon the
dimension of microcantilever (length, width, and thickness), dimension of piezore-
sistors (length, width, and thickness), placement of piezoresistors, material of micro-
cantilever and piezoresistors, and stress concentrated region on microcantilever with
appropriate shape and placement. Themain conclusion of this study is that by varying
these factors, the sensitivity of the piezoresistive microcantilever based force sensor
can be enhanced and the designed sensor could be used for some specific range of
application in the field of microbotics.

Keywords MEMS · Force sensor · Sensitivity ·Microbotics ·Microcantilever ·
Piezoresistors

1 Introduction

In this electronics era, the requirement of MEMS technology is increasing at a very
faster pace because of its applicability in various area of application such as elec-
tronic, automotive, medical, communication, and defense. MEMS technology is the
miniaturized of mechanical and electro-mechanical devices and structures that are
prepared by the process of microfabrication. MEMS mainly consists of microsen-
sors, microactuators, microelectronics, and microstructures. It has been decades that
researchers and developers are constantly designing, simulating, and fabricating
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microsensors for almost every physical quantity including temperature [1], pressure
[2], force [3–7], intensity [8], acceleration [9], magnetic field [10], radiation [11],
chemical [12], etc.Recently researchers community also start developingonmicroac-
tuators which includes microvalves [13], optical switches [14], micromirror arrays
[15],micropumps [16], andmanyothers. Fundamentally the dimensions ofmicrosen-
sors andmicroactuators are in the range of microns, but these microstructures control
is uptomacroscale level. Though a lot of research is still awaited in the field ofMEMS
sensors, especially for sensing a physical quantity namely force. MEMS force sensor
is gaining popularity because of its wide range of application in the field of mate-
rial characterization, microgrippers, drug delivery, minimal invasive surgery, and
microbotic application [3–7]. The designed sensor is able to sense low magnitude
forces in micro and nano Newton range. To sense these low magnitude forces, the
sensor requirements to have high sensitivity, dynamic range, accuracy, hysteresis,
linearity, resolution, bandwidth, repeatability, and response time. For developing a
sensor different mechanical mechanisms were available such as diaphragm, beams,
cantilevers, and membranes, but for sensing forces cantilevers are most suitable
due to its high sensitivity, versatility, and low cost [17]. Among different sensing
mechanism available in MEMS piezoresistive sensing mechanism are preferred for
sensing lowmagnitude forces [3–7]. In this paper, different factors are identified from
the existing literature which are affecting the sensitivity of piezoresistive microcan-
tilever based force sensor some of them are worth mentioning here. Harley and
Kenny demonstrated in their study that improvement in displacement, force sensi-
tivity, and bandwidth is achievable by thinning the piezoresistive cantilevers [18].
Loui et al. revealed through the observed results that cantilevers having length greater
than width are the most favorable shape for point loading applications, for example,
force measurements and microscopy whereas shorter and wider cantilevers are suit-
able for surface loading and useful for application in biological and chemical sensor
[19]. Lim et al. reported in their study that effects of design parameters viz. mate-
rial and of cantilever beam, length, and thickness, on sensitivity. Observed results
indicated that increase in the length, reduction in the thickness of cantilever beam
and material of the beam having lower Young’s modulus of elasticity enhanced
the sensitivity of cantilever beam whereas the shape of the cantilever beam does
not notably impact upon its sensitivity [20]. The dimensions of piezoresistors as
discussed by Madhavi et al. [21] can greatly influence the performance parameters
of the sensor. Nachippan et al. reported in their study that sensitivity of biosensors is
improved by increasing the deflection of microcantilever beam. Further, deflection
in cantilever beam is increased by increasing the length or by reducing the beam
thickness but it leads to reduction in resonant frequency of the cantilever beam [22].
By changing the dimension and doping concentration of piezoresistors, the sensi-
tivity and noise immunity of the designed sensor are affected as brought out by
Suja et al. [23]. Sosa et al. fabricated and optimized a blood pressure sensor ideal
for biomedical applications [24]. Tahani et al. demonstrated the effect of different
geometries, dimensions, position, and number of holes on cantilevers on sensitivity
of a sensor. Study revealed that an octagonal hole placed close to the root possesses
the highest sensitivity [25]. Muhammad et al. proposed that paddle type cantilever
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with stress concentrated regions has displacement sensitivity enhanced by 1.55 times
in comparison with an ordinary cantilever [26]. Firdaus et al. in their research work
has mentioned that a half cut stress concentrated region on the piezoresistive micro-
cantilever increases stress by more than 100% and also enhances the sensitivity of
the designed sensor [27]. Rahim et al. conducted a study to analyze the effects of
incorporating various stress concentrated region (SCR) on the cantilevers. Observed
results revealed that rectangular shaped SCR improves sensitivity in comparisonwith
other shapes [28].

Pandya et al. fabricated a micro-force sensor using laboratory made SU-8 tip and
silicon on insulator as substrate material with piezoresistive sensing mechanisms.
The reported spring constant is 0.1488 N/m and sensitivity 2.7 mV/N [29]. A micro-
force plate array was developed by Takahashi et al. in their research for synchronized
measurement of anterior and vertical components of Ground Reaction Forces gener-
ated by the legs movement of an ant. The reportedmaximumGRF using the designed
sensor is 10µN and 5µN along z-axis and x-axis respectively [30]. A polycrystalline
silicon based piezoresistive cantilever is fabricated by Villanueva et al. having width
and thickness of the order of submicron useful for measurement of static force with
reported force sensitivity and resolution as 97µV/pN and 30 pN respectively [31]. A
silicon diaphragm basedMEMS force sensor developed by Rab et al. which reported
sensitivity as 35–0.40 mV/V/N in the range 10–50 N [32]. MEMS technology based
force sensor is fabricated using H-free (a-C) amorphous carbon developed by Ma
et al. having force measuring range from 0 to 1.16 N having sensitivity 80.71 V/V/N
and nonlinearity at 1.3% full scale with good quality of repeatability [33]. Kwoka
et al. demonstrated in their study that micromechanical cantilevers are one of the
attractive methods for force measurement. In addition of this Kwoka et al. reported
that Soft MetMol MEMS silicon cantilever developed using silicon on insulator
(SOI) as the substrate material with piezoresistive sensing mechanism and evaluated
the stiffness which is much less than traditional piezoresistive silicon cantilever. The
designed sensor achieved deflection sensitivity and force sensitivity of 11 Vm−1 and
263 VN−1 at an applied bias of 2 V.

In this manuscripts factors affecting the sensitivity of piezoresistive microcan-
tilever based force sensor are identified from the existing literature.

2 Analytical Analysis of Different Factors Affecting
Sensitivity

For developing a MEMS force sensor, the mechanical structure used for this study is
themicrocantilever.Microcantilever is a beam like structure which is fixed at one end
and free at another end. The force to be sensed by the sensor is applied at the tip of
the free end in response to that microcantilever displaces from its original position.
This displacement will cause stress to be induced at the fixed of the cantilever beam.
Higher the deflection, higher will be the induced stress. Then comes the role of
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sensing mechanism, for this study the sensing mechanism used is the piezoresistive
sensing mechanism. The stress developed at the fixed end of the cantilever beam
is sensing by this sensing mechanism and output is indicated in form of electrical
signal. Input quantity applied to the sensor is force and the output is in the form of
electrical signal. The sensitivity is defined as the ratio of change in output (voltage)
with respect to change in input (force). Here, different factors affecting sensitivity of
piezoresistivemicrocantilever based force sensor has provenwith analytical analysis.

2.1 Factor Affecting with Microcantilever Mechanism

The applied force at the tip of the microcantilever is responded in form of
displacement as indicated in Fig. 1a, b.

The equation of the displacement of rectangular cantilever is given by the relation
indicated in Eq. (1)

δ = 4(1− ν)σ L

2ET 2
(1)

where δ is the deflection of the cantilever, ν is the Poisson’s ratio, σ is the applied
stress, L is length of the microcantilever, E is the Young’s modulus of elasticity, and
T is the thickness of microcantilever. Equation (1) clearly indicates that deflection of
themicrocantilevermainly depends on the applied stress (σ ), geometrical parameters
(L, T ), and material properties (ν, E). From Eq. (1) it can be perceived that deflection
of the cantilever is directly proportional to the applied stress (force per unit area), to
length but inversely proportional to Young’s modulus of elasticity and thickness of
the cantilever.

Fig. 1 a Rectangular cantilever, b deflection in rectangular cantilever
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2.2 Factor Affecting with Sensing Mechanism

In piezoresistive sensing mechanism, piezoresistors are arranged on the microcan-
tilever in Wheatstone bridge configuration as indicated in Fig. 2a, b.

When null force is applied on the cantilever, the length of each resistor has equal
length.

The mathematical expression of resistance is given by the relation as indicated by
Eq. (2).

R = ρl

A

= ρl

wt
(2)

HereR is the resistance,A is the cross-sectional area, l is the length,w is the width,
t is the thickness, and ρ is the resistivity of the piezoresistors. Equation (2) clearly
indicates that resistance is directly proportional to piezoresistors length, resistivity
of the material selected for piezoresistors, and inversely proportional to their width
and thickness of the piezoresistors.

Further equation of change in resistance �R with respect to original resistance is
given by the relation indicated in Eq. (3).

�R

R
= πlσl + πtσt (3)

Here, πl and πt are the longitudinal and transverse piezoresistive coefficient
whereas σl and σ t are the longitudinal and transverse stress respectively.

Resistance change will cause output voltage to vary as indicated by Eq. (4)

Vout = Vin

(
�R

R

)
(4)

Fig. 2 a Top view of piezoresistive microcantilever, b quarter Wheatstone bridge configuration [3]
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Here, Vout is the output voltage, Vin is the input voltage, �R is the change in
resistance whereas R is the resistance. The output voltage is directly proportional to
resistance change and the applied input voltage whereas inversely proportional to
resistance.

2.3 Factors Affecting Sensitivity

It is the ratio of change in output with respect to the change in input. Here for
piezoresistive microcantilever based force sensor, input quantity is the applied force
and output is the voltage. So the equation for sensitivity is given by the relation
indicated in Eq. (5)

S = �V

�F
(5)

3 Conclusion

From the literature reviewed and analytical analysis, it has been released that sensi-
tivity of the piezoresistive microcantilever based force sensor depends upon the
various factors which mainly includes the dimensions of microcantilever, piezoresis-
tors dimensions, material of microcantilever and piezoresistors. As far as the dimen-
sion of microcantilever is concern, with the increase in length and decreasing thick-
ness, Young’s modulus of elasticity sensitivity increases. In respect with the piezore-
sistors increasing length and reduction inwidth and thickness enhances the sensitivity
of the sensor. As the change in resistance increases the output voltage developed
across the Wheatstone bridge increases which further increases the sensitivity of the
sensor. The appropriate selection of all these factors leads to the development of high
sensitive piezoresistive microcantilever based force sensor.

4 Future Prospective

The optimized design of piezoresistive microcantilever based force sensor is useful
for sensing low magnitude forces in the range of micro and nano Newton range.
The designed sensor can be useful for micromanipulation application specially in
the field of microbotics.
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Dynamics Modeling and Motion
Simulation of a Segway Robotic
Transportation System

Izzat Aldarraji, Ayad A. Kakei, Ayad Ghany Ismaeel, Georgios Tsaramirsis,
and Akshet Patel

Abstract Simulation is an essential interactive computer tool that can be applied
to monitor systems graphically. A simulation of motion is presented in this study to
support the control of Segway Robot Transportation Platform (SRTP). The intro-
duced system provides simulation of the SRTP using MATLAB. The nonlinear
dynamic equations of the motion for the Segway system are determined using the
Lagrange approach. The derived nonlinear equations are then arranged in state space
model format. The SRTP is simulated using the derived state space model using
MATLAB. The introduced modeling and simulation processes have shown their
ability to produce and plot the motion of the Segway parts with monitoring the effect
of the Segway physical parameters such as mass of cart.
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1 Introduction

The requirement of a new transport platform that can move easily in an intelligent
way has been raised recently. The Segway robot is a motorized platform that can
transport the rider efficiently by balancing him [1]. In this balancing process, when
the person leans forward, the Segway will push itself right to the ground and keep
its alignment upright [2]. The Segway robots have been built based on the principle
of inverted pendulum [3]. In [4], a Segway electric vehicle is designed to transport
persons, using a control algorithm that is implemented to the designed platform and
canbalance the persons standingon it in less than two second. In addition, this Segway
is designed in a way that it can absorb shocks on rough roads. Generally, the Segway
is a nonlinear time-varying system. In [5], a robust controller is designed for Segway
tomanipulate the issues of both the unknown coefficients andmodel errors. In [6], the
authors focused on stabilization of the Segway in their project. The Segway platform
is linearized as a first step [7]. Then, the technique of Linear-Quadratic Regulator
is implemented to stabilize the Segway platform. Moreover, the Segway system is
stabilized at a desired velocity in a straight path. However, simulation of the Segway
Robotic Transportation platform (SRTP) is an essential computer graphic tool that
is applied for monitoring the motion of these platforms [8]. The simulation process
assists in saving time in modeling of Segway robotics. Furthermore, simulation of
the motion of Segway robotics can be applied in planning the motion and design
of Segway robotics. Manufacturing SRTP is an expensive process which includes
hardware and software tasks that need a long time. Simulation systems can test SRTPs
before building in the design stage which in turn help to check the features of Segway
robotics graphically. Hence, modification of the SRTP parameters until reaching the
best ones in the design stage can be implemented before themanufacturing process. In
this study, a computer simulation and modeling are produced to monitor the motion
of a SRTP. The nonlinear dynamic equations for the Segway system are derived
based on the Lagrange approach. The derived nonlinear equations are then arranged
in state space equations format. The SRTP is simulated using the derived state space
equations using MATLAB. The rest of the paper is organized as follows. In Sect. 2,
the dynamic equations and state spacemodel of the SRTPmodel are derived in detail.
In Sect. 3, simulation results are presented and discussed. In Sect. 4, the conclusions
of this study are summarized.

2 Model

Modeling is an essential step that should be taken into consideration at the early
stage of the design and control process [9–11]. The SRTP is a two wheeled vehicle
that should have the ability of self-balancing [12]. The presented SRTP model is
shown in Fig. 1. In the modeling process of this study, as shown in Fig. 2a, b, the
following concepts are assumed: the mass of the LeanSteer Frame (m1) is centered
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Fig. 1 Segway robotic
platform

Fig. 2 Segway robotic model a diagram of platform, b dynamic model

at the middle of its length l; the mass of the rider m is centered at the Handlebar; the
mass of the cart (M) is located at the center of the wheel axis; the friction force of the
cart is f c; the input force to the SRTP is F; the linear velocity of the rider with respect
to the cart is Vm/M ; and the linear velocity of the LeanSteer frame with respect to the
cart is Vm1/M .

The kinetic energy of the SRTP is:

T = 1

2
mV 2

m + 1

2
m1V

2
m1 + 1

2
I θ̇2 + 1

2
MV 2

M (1)

The inertia of the LeanSteer frame (I ) is calculated as: I = m1l2

12 .
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Fig. 3 Linear velocity directions

Where Vm, Vm1, and VM are the linear velocity of the rider, LeanSteer frame, and
cart, respectively [13]. These velocities are calculated according to their directions
shown in Fig. 3.

According to Fig. 3, the linear velocity of the rider is obtained as the following:

V 2
m = V 2

M + V 2
m/M − 2Vm/MVM cos θ

V 2
m = Ṗ2 + (

l θ̇
)2 − 2l θ̇ Ṗ cos θ (2)

where Ṗ denotes the linear velocity of the cart. The linear velocity of the LeanSteer
frame is obtained as:

V 2
m1 = V 2

M + V 2
m1
M

− 2Vm1
M
VM cos θ

V 2
m1 = Ṗ2 +

(
l

2
θ̇

)2

− l θ̇ Ṗ cos θ (3)

Inserting Eqs. (2) and (3) into Eq. (1), yields

T = 1

2
mṖ2 + 1

2
ml2θ̇2 − ml θ̇ Ṗ cos(θ) + 1

2
m1 Ṗ

2

+ 1

2

1

4
m1l

2θ̇2 − 1

2
m1l θ̇ Ṗ cos θ + 1

2

m1l2

12
θ̇2 + 1

2
M Ṗ2

T = 1

2
(m + m1 + M)Ṗ2 + 1

2

(
m + 1

3
m1

)
l2θ̇2 −

(
m + 1

2
m1

)
l θ̇ Ṗ cos θ (4)

On the other side, the potential energy of the SRTP is obtained as

U = mgl cos θ + m1g
l

2
cos θ (5)

where g represents the gravitational acceleration. By inserting Eqs. (4) and (5) into
the following Lagrange formula:

L = T −U (6)
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Results:

L = 1

2
(m + m1 + M)Ṗ2 + 1

2

(
m + 1

3
m1

)
l2θ̇2 −

(
m + 1

2
m1

)
l θ̇ Ṗ cos θ

− mgl cos θ − m1g
l

2
cos θ (7)

Now, the dynamic equations of the SRTPmodel are derived based on the following
general form of the Lagrange equation:

d

dt

(
∂L

∂q̇i

)
− ∂L

∂qi
= Qi (8)

For coordinate P:

∂L

∂ Ṗ
= (m + m1 + M)Ṗ −

(
m + 1

2
m1

)
l θ̇ cos θ

d

dt

(
∂L

∂ Ṗ

)
= (m + m1 + M)P̈ −

(
m + 1

2
m1

)
l
[
θ̈ cos θ − θ̇2 sin θ

]

d

dt

(
∂L

∂ Ṗ

)
= (m + m1 + M)P̈ −

(
m + 1

2
m1

)
l θ̈ cos θ +

(
m + 1

2
m1

)
l θ̇2 sin θ

∂L

∂P
= 0

Q1 = F − bṖ

Referring to Eq. (8), by substituting
(

∂L
∂ Ṗ

)
, ∂L

∂P , and Q1, results

(m + m1 + M)P̈ −
(
m + 1

2
m1

)
l θ̈ cos θ +

(
m + 1

2
m1

)
l θ̇2 sin θ = F − bṖ (9)

where b represents the coefficient of friction of the friction force fc.

For coordinate θ :

∂L

∂θ̇
=

(
m + 1

3
m1

)
l2θ̇ −

(
m + 1

2
m1

)
l Ṗ cos θ

d

dt

(
∂L

∂θ̇

)
=

(
m + 1

3
m1

)
l2θ̈ −

(
m + 1

2
m1

)
l P̈ cos θ +

(
m + 1

2
m1

)
l Ṗ θ̇ sin θ

∂L

∂θ
=

(
m + 1

2
m1

)
l θ̇ Ṗ sin θ + mgl sin θ + m1g

l

2
sin θ
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Q2 = 0

Referring to Eq. (8), by substituting d
dt

(
∂L
∂θ̇

)
, ∂L

∂θ
, and Q2, results

(
m + 1

3
m1

)
l2θ̈ −

(
m + 1

2
m1

)
l P̈ cos θ −

(
m + m1

2

)
gl sin θ = 0 (10)

The dynamic equations of the system are represented by Eqs. (9) and (10). In
matrix form, the system can be represented as:

[
(m + m1 + M) −(

m + 1
2m1

)
l cos θ

−(
m + 1

2m1
)
l cos θ

(
m + 1

3m1
)
l2

][
P̈
θ̈

]

+
[
b

(
m + 1

2m1
)
l θ̇ sin θ

0 0

][
Ṗ
θ̇

]
=

[
F(

m + m1
2

)
gl sin θ

]
(11)

Next, the state spacemodel of the derived system in Eqs. (9) and (10) is developed.
Assume the following state variables: P = y1, Ṗ = y2, θ = y3, θ̇ = y4. Then,
Eqs. (9) and (10) is represented as:

(m + m1 + M)ẏ2 −
(
m + 1

2
m1

)
l ẏ4 cos y3 +

(
m + 1

2
m1

)
ly24 sin y3 + by2 = F

(12)
(
m + 1

3
m1

)
l2 ẏ4 −

(
m + 1

2
m1

)
l ẏ2 cos y3 −

(
m + m1

2

)
gl sin y3 = 0 (13)

Assuming ẏ1 = y2, ẏ3 = y4, the state space model according to Eqs. (12) and
(13) is obtained as:

⎡

⎢⎢
⎣

1 0 0 0
0 (m + m1 + M) 0 −(

m + 1
2m1

)
l cos y3

0 0 1 0
0 −(

m + 1
2m1

)
l cos y3 0

(
m + 1

3m1
)
l2

⎤

⎥⎥
⎦

⎡

⎢⎢
⎣

ẏ1
ẏ2
ẏ3
ẏ4

⎤

⎥⎥
⎦

=

⎡

⎢⎢
⎣

y2
F − (

m + 1
2m1

)
ly24 sin y3 − by2

y4(
m + m1

2

)
gl sin y3

⎤

⎥⎥
⎦ (14)

This State space model is represented inMATLAB to simulate the SRTP [14, 15].
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3 Simulation Results

The derived state space model was applied in MATLAB with the following code to
monitor the motion of the SRTP [16]:

function ydot=segway(t,y)
% define physical parameters of SRTP M;m;m1;B;L;J;g;F
G=[1 0 0 0;0 m+m1+M 0 -(m+(m1/2))*L*cos(y(3));0 0 1 0;0 -
(m+(m1/2))*L*cos(y(3)) 0 (m+(m1/3))*L*L];
F1=[y(2);-(m+(m1/2))*L*y(4)ˆ2*sin(y(3))+F-
B*y(2);y(4);(m+(m1/2))*g*L*sin(y(3))];
ydot=inv(G)*F1;
%%%%%%%%%%%%%%%%%
close all
clear all
clc
t0=0;tf=50;y0=[0 0 0.261 0];
[t,y]=ode45(’segway’,[t0 tf],y0);
plot(t,y(:,1))
xlabel(’time/s’)
ylabel(’distance/ m’)
figure
plot(t,y(:,2))
xlabel(’time/s’)
ylabel(’ velocity dp/dt:m/s’)
figure
plot(t,y(:,3))
xlabel(’time/ s’)
ylabel(’theta/ Radian’)
figure
plot(t,y(:,4))
xlabel(’time’)
ylabel(’angular velocity dtheta/dt:Radian/s’)

The SRTP is implemented within two tests [17]. In the first test, the SRTP is
simulated with the following physical parameters: M = 0.6 kg; m1 = 0.3 kg, b =
1.03Ns/m; l = 0.4m, I = 0.007 kgm2, the input force is of step input type of unit
value F = 1N. The Segway LeanSteer frame is assumed at initial position θ = 15◦.
The simulation result of this test is shown in Fig. 4 [18].

In test 2, all the physical parameters of test 1 were the same except the mass of
the cart. The cart is assumed of a heavy mass M = 50 kg i.e., approximately doesn’t
move [19]. The systemwas critically unstable with respect to theta as shown in Fig. 5.
In contrast, in test 1, the SRTP had two degree of freedom and it was stable after
approximately 15 s: [20].

4 Conclusions

This paper introduces a procedure to model and simulate motion of SRTP. Modeling
process of the dynamic behavior is implemented based on the Lagrangian approach.
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Fig. 4 Simulation result of test 1

Fig. 5 Simulation result of test

The developed nonlinear model is represented in state space equations format. These
state space equations are solved usingMATLAB to simulate the motion of the SRTP.
The simulation process showed its ability to monitor the linear motion of the SRTP
and the angular motion of the LeanSteer frame for any physical parameters. It is
indicated that the SRTP can be stable for moderate cart weight. The main limitation
was that in the case of heavy cart weight, the system was critically unstable. This is
something that will be addressed in future work by using genetic algorithms to find
out the optimal parameters.
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Microgrid Energy Management Strategy
for Low Dynamics Load Applications
Using Simulink

Jai Kumar Maherchandani, Ritesh Tirole, and Raju Kumar Swami

Abstract This paper presents an energy management strategy for microgrid
consisting of photovoltaic, wind energy conversion system, battery, fuel cell, and
electrolyzer system. Rule-based energy management strategy is designed to meet
efficiently the slow varying residential load demand of rural households within the
individual source limits. Simulation is carried out usingMATLAB.Simulation results
show that the developed energy management strategy is able to meet the instanta-
neous load demand in varying irradiance, wind speed, and load conditions keeping
the battery state of charge and electrolyzer hydrogen pressure in allowable limits.

Keywords Battery · Fuel cell · Photovoltaic · Wind energy conversion system ·
Energy management strategy

1 Introduction

Increasing environment pollution and rapid depletion of fossil fuel are the two major
concern of present world. Although a lot of efforts are being made at various level
by the national and international agencies to address these issues, like environment
pollution, etc. The tremendous increase in the percentage of renewable energy share is
observed in the total electrical energy installed capacity of the developing countries,
which is definitely a positive indication toward resolutions of environment pollution
and fossil fuel depletion problem. In country like India, renewable energy share
increased to 23%, which includes 33,713 MW from solar, 37,505 MW from wind,
and 14,690 MW from other renewables [1].
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With the help of renewable energy sources, installed capacity of electrical energy
generation is continuously increasingworldwide. Still, a large number of populations
living in isolated area are having no access to grid electricity, and approximately,
1.2 billion people have no access for domestic use [2–4]. Microgrid (MG) consisting
of renewable and clean energy sources may be a potential solution to meet the elec-
tricity requirement of these areas such MG may integrate solar, wind as a primary
source, and fuel cell (FC), battery as a backup source to increase the reliability of
the system.

An energy management strategy (EMS) is always required to decide the proper
energy share among the various source components ofMGconsidering the individual
limits and operational conditions.

Different EMSs [5–10] are presented in the literature for various configurations
of MGwith different objectives. These may be broadly classified as rule-based EMS
and optimization-based EMS. Rule-based EMS is easy to implement and compu-
tationally more efficient. The present work focuses on the rule-based EMS for a
microgrid consisting of photovoltaic (PV), wind energy conversion system (WECS),
FC, battery, and electrolyzer system.

The rest of the paper is arranged as follows. Section 2 presents the modeling of
MG source components. Section 3 gives the details of developed EMS. Simulation
results and conclusion are presented in Sects. 4 and 5, respectively.

2 Modeling of Microgrid Components

2.1 Types of Grid-Connected Solar PV Configuration

MG configuration consisting of PV, WECS, FC, battery, and electrolyzer is shown
in Fig. 1. The modeling of the MG source components is discussed below:

PV System

Solar cells show a nonlinear current–voltage characteristic that depends on temper-
ature and solar radiation as shown in Eq. (1) [11]:

I = Iph − Io
(
e

q(V+I Rs)
nkT − 1

)
− V + I Rs

Rsh
(1)

where Iph, Io, Rs, Rsh, q, K , and T are photocurrent, saturation current of the diode,
series resistance, shunt resistance, diode ideality factor, Boltzmann’s constant,
electron charge, and absolute temperature in Kelvin.

Wind Energy Conversion System

Permanent magnet synchronous generator (PMSG) has better efficiency, reliability,
and low maintenance for output of the wind power. The wind power output can be
given by:
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Fig. 1 Microgrid configuration

P = 1

2
ρAV 3CP (2)

Here, ρ is air density;V is wind speed;CP is power coefficient of the wind turbine;
A is area swept by the rotor blades of the wind turbine.

Battery System

A storage system is an essential component to operate in the case of an emergency.
The battery size storage is significant, and modeling should be done to calculate the
demand in case of emergency. The modeling equations as per belowmentioned [12].

Bsize = Eload × Daysoff
DoDmax × ηtemp

(3)

where Eload load is in ampere hour delivered for the period of unavailability of power,
Daysoff: storage days (the days that power from the electric grid is unavailable),
DODmax:maximumdepthof dischargeof the battery, andηtemp: temperature corrector
factor.

EB(t) = EB(t − 1) · (1 − ζ ) +
(
EGA(t) − EL(t)

ηinv

)
· ηBatt (4)

here ζ , ηinv, and ηBatt are self-discharge factor measured hourly, inverter efficiency,
and battery efficiency, respectively; EB(t) and EB(t − 1) are the charge quantity of
storage system at time t and t −1, respectively, and EL and EGA are the load demand
and renewable energy power, respectively.
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Fuel Cell

It is used to increase the performance of the microgrid system. The modeling Eq. (5)
is given here [13].

Vout = E − T [a + b ln(I )] − (Rohm0 + kRI I − kRT I )I + RT

zF
ln

(
1 − I

Ilimit

)
(5)

where E : reversible potential of each cell, T : temperature, a and b are constant terms,
I : current, Rohm0: is the constant part of the ohmic resistance, kRI and kRT: empirical
constants, R: gas constant, z: number of electrons participating, F : Faraday constant,
and Ilimit: limitation current.

Electrolyzer

Electrolyzer stacks are used in hybrid system in series or parallel to get the required
rating. The modeling Eq. (6) is used [13].

V = Vrev + r

A
I + s log

(
t

A
I + 1

)
(6)

where V : terminal voltage, Vrev: reversible cell voltage, r : parameter related to ohmic
resistance of the electrolyte, A: surface area of the electrode, I : current, s and t are
coefficients related to overvoltage on electrodes.

3 Energy Management Strategy

EMS for the MG shown in Fig. 1 is discussed here. The MG is capable to meet
the energy requirement of a small slow varying residential load. Operating points of
individual MG source components are decided on the basis of available PV power,
wind power, battery state of charge (SOC) level, pressure of hydrogen tank, load
demand, and other operating conditions. The power rating of source components is
given in Table 1.

Let PD is load demand, PPV and PWind are the available photovoltaic power and
wind power, respectively. PFC_min and PFC_max are the minimum and maximum fuel

Table 1 Rating of MG
source components

MG source component Rating

Photovoltaic system 1 kW

Wind energy conversion system 1.5 kW

Fuel cell stack 1.2 kW

Battery 20 A-h

Electrolyzer 0.5 kW
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cell power. SOCmax and PH2_max are the battery maximum SOC level and hydrogen
tank maximum pressure, respectively. EMS is design considering PV and WECS as
a primary energy sources and FC and battery as secondary energy sources. Deficit
load demand Pdef is given by:

Pdef = PD − (PPV + Pwind) (7)

Electrolyzer is used to consume the excess power or charge the battery, depending
on the operating conditions. PV system is given higher priority thanWECS to supply
the load demand. Different possible cases and rules are given as follows:

Case I: Sufficient PV power (PPV) available

• Load demand is fulfilled by PV system alone.
• Excess power is used to charge the battery if battery SOC < SOCmax.
• If battery SOC ∼= SOCmax, excess power is supplied to electrolyzer for hydrogen

production till PH2
∼= PH2_max .

Case II: Low PV power (PPV < PD) and sufficient wind power (PPV + Pwind > PD)

• Maximum power extracted from PV system.
• Wind power is regulated depending on load demand, battery SOC level and

hydrogen tank pressure level (PH2).

(a) If PH2
∼= PH2_max and (SOC ∼= SOCmax), only optimum power extracted

from WECS so that PV and WECS can fulfill the load demand.
(b) If SOC < SOCmax or PH2 < PH2_max ,depending on the hydrogen tank

pressure level and battery SOC level power extracted from WECS.

Case III: Insufficient PV and WECS power (PPV + Pwind < PD) and PFC_min <

Pdef < PFC_max

• Maximum power extracted from PV and WECS.
• Deficit load power demand Pdef supplied by FC.

Case IV: Insufficient PV and WECS power (PPV + Pwind < PD) and PFC_max <

Pdef < PFC_max + PB_max and 60 < SOC ≤ SOCmax

• Maximum power extracted from PV and WECS.
• Deficit power drawn from FC and battery.

Case V: Insufficient PV and WECS power (PPV + Pwind < PD) and Pdef < PFC_min

and 60% < SOC ≤ SOCmax

• Maximum power extracted from PV and WECS.
• Deficit power drawn from battery.

Case VI: Insufficient PV and WECS power (PPV + Pwind < PD) and Pdef < PFC_min

and SOC < 60%

• Maximum power extracted from PV and WECS.
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• FC supply the deficit power and charge the battery.

Case VII: Unfavorable PV and wind conditions

• FC and battery will be used to supply critical load on priority basis.

4 Result

The simulation results of the EMS described in previous section for the MG consists
of PV, WECS, FC, battery, and electrolyzer shown in Fig. 1 are presented. Figures 2,
3, and 4 present the hypothetical wind speed, solar irradiance, and slow varying
residential load demand, respectively. Energy management controller using the EMS
and considering the operating conditions decide the power share from each individual
MG source component.

PV, WECS, FC, battery power output, and electrolyzer power consumption are
given in Figs. 5, 6, 7, 8, and 9, respectively.

Figures 10 and 11 show the status of the hydrogen storage and the SOC of the
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Fig. 6 Wind energy power output

battery, respectively.
At t=0, the initial loaddemand is 0.9 kW;PV(0.4 kW)alone cannot fulfill the load

demand. Battery SOC and hydrogen pressure are less than the maximum allowable
limit. Maximum power (0.9 kW after considering losses) is extracted from WECS.
After fulfilling the load demand, excess power is utilized to charge the battery and
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Fig. 9 Electrolyzer power output

consumed by electrolyzer for the production of hydrogen. Figures 10 and 11 show the
corresponding rise in hydrogen pressure and battery SOC level, respectively. Battery
SOC reaches at its maximum limit at t = 10 s and stops consuming power; in such
case, wind energy conversion system starts to extract optimum power by controlling
the rotor speed, and excess wind power is consumed by the electrolyzer. Hydrogen
tank pressure reaches to maximum value at t = 20 s; at this instant, battery SOC
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level is also at the maximum value, so WECS will extract the deficit load power
demand only. Load demand further increases at t = 30 s; PV and WECS deliver the
maximum power, and deficit load power demand is supplied by FC. At t = 40 s, wind
power generation reduces because of drop in wind speed, and deficit load demand
is supplied by both FC and battery. Again, at t = 50 s, load demand decreases, and
deficit load power demand is supplied by FC only. Deficit load power demand is less
than the fuel cell minimum limit at t = 60 s, so it is supplied by battery.

Similar to the above described cases, energy management controller decides the
power sharing among the different source components of MG to meet load power
demand effectively for the rest of the simulation period.

Simulation results reveal that the overall coordination of the PV system, WECS,
FC, battery, electrolyzer, and load is done by the developed EMS.
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5 Conclusion

The energy management strategy for a microgrid consisting of PV, WECS, FC,
battery, electrolyzer is presented. Performance of developed EMS is evaluated by
carrying simulation for varying solar irradiance, wind speed, and load conditions.
Results reveal that developed EMS is able to divide the load demand among various
source components of MG and manage the battery SOC level and hydrogen tank
pressure. Developed EMS is able to efficiently manage the slow varying residential
load demand of an isolated area supplied by MG with different renewable and clean
energy source.
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Comparative Analysis of Traditional
and Cloud-Based Disaster Recovery
Methods

Prajwal Bhardwaj, Kaustubh Lohani, Ravi Tomar, and Rohit Srivastava

Abstract Regardless of size or function, every organization requires a disaster
recovery plan (DRP) to ensure business continuity in case of a service interrup-
tion due to a cyber-attack or a natural calamity like a flood and fire. In addition, these
plans should achieve target recovery requirements of recovery time. Earlier disaster
recovery was done via storing backups at a data center. However, this required the
organization tomaintain every aspect of the data center. Thismaintenance can quickly
increase the operational cost, leading to smaller organizations not implementing their
disaster recovery plan. Then in the 2000s, cloud computing came along and brought
an entirely new way to implement DRP. This technological leap came with its pros
and cons. Traditional DR has kept the data protected for a long time, but we must
evaluate the differences with the advent of novel technologies like cloud DR. This
paper compares and contrasts conventionalDR techniques and the newer cloud-based
approach. Furthermore, we also look at current cloud-based DR solutions along with
their pros and cons.

Keywords Disaster recovery · Cloud-based disaster recovery · Traditional disaster
recovery · RPO · RTO · Disaster recovery solutions

1 Introduction

Disaster recovery methods are essential in this day and age where a service interrup-
tion can hugely offset organization revenue and reputation, making business conti-
nuity and disaster recovery plans extremely crucial. These interruptions can be caused
by various reasons ranging from natural reasons like floods or man-made reasons
like short circuits in the server farm.

Tooffset the possibility of loss to business in case of a disaster, organizations create
a disaster recovery plan. Among other things, the main objective of this plan is to
clearly define the assets crucial for business continuity in case of a disaster, disaster
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recovery objectives such as recovery time, and dictate the amount of resources (cost
and human resources) needed to implement the plan. Next, based on the disaster
recovery plan, a disaster recovery methodology is selected. Popular disaster recovery
methodologies include traditional DR and cloud-based DR.

The concept of a traditional disaster recovery solution involves replicating the
primary site and creating a secondary site that could function as a backup in case a
disaster strikes the primary site. Traditional disaster recovery solutions are generally
expensive because of their mandate of having primary and secondary sites. This
two-site design prompted many smaller organizations to rethink if they want to
invest substantial resources in planning and implementing something that might or
might not happen. Further, including the functionality of Business Continuity (BC)
and DRP results in increased cost in the already expensive service.

Thankfully, cloud-based DR methods evolved as an alternative that introduced
the “pay-as-you-go” subscription model, which enabled smaller organizations to
consider having aDRP in place. Cloud-based solutions offer organizations the choice
to outsource their setup and maintenance of the disaster recovery site to a cloud
vendor for which the vendor charges a fee. Moreover, cloud-based DR solutions
offer more flexibility, meaning the organizations can generally scale their services
up or down whenever needed. This technological leap came with advantages and
disadvantages. One significant advantage is the cost-effectiveness and scalability to
increase or decrease the allocated resources; in contrast, many argue that the data is
less secure and less private in the cloud as cloud DR solutions is a setup that is not
in complete control of the organization using it as a backup site.

We describe both these disaster recovery approaches in detail and discuss their
pros and cons in other sections. Furthermore, we provide insights on how exactly
an organization should decide between them. Additionally, we list out some of the
popular cloud-based solutions along with their advantages and disadvantages.

2 Terminologies

2.1 Disaster Recovery Plan (DRP)

A DRP is a set of policies and procedures created by an organization detailing the
response to unplanned service failures due to natural or fabricated disasters and
cyber-attacks.

2.2 Business Continuity (BC)

The area focuses on allowing applications and services to quickly come back online
after an unexpected failure or service interruption due to disaster.
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2.3 Failover

The process of activating the backup site in a disaster is called a failover procedure.
Initiating the failover process activates the replicated modules in the DR site and
shifts the day-to-day operations on the activated site in case of a disaster at the
primary location.

2.4 Failback

The procedure of reverting the operations to the primary site from the backup site
once the disaster is contained is called a failback procedure.

3 Critical Parameters to Measure the Effectiveness
of the DRP

Before comparing and contrasting the traditional DR and cloud-based DR, we need
to understand the parameters that define the ideal DR solution. Five key parameters
can be used to measure the effectiveness of a DR solution [1].

3.1 Recovery Time Objective (RTO)

RTO defines the maximum acceptable time between unexpected system failure and
the resumption of normal operations and service levels. RTO enables the organization
to plan for its DRP.

• Lower the better

3.2 Recovery Point Objective (RPO)

RPO is a parameter to measure the maximum acceptable amount of data loss
measured in time in a disaster. If the RPO is set to 50 min, the data should be
backed up every 50 min. RTO, RPO combined helps the organization to define DRP
policies and procedures effectively.

• Lower the better
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3.3 Performance Impact

The DR methodology employed should have little to no impact on typical operation
performance before and after recovery.

• Lower the performance impact on day-to-day operations, the better

3.4 Consistency

DR solution used should ensure that the accuracy of the systems operations remains
after switching to the backup server. Inconsistency between the regular and backup
server operations can cause further disruption in the organization’s activities.

• Higher the consistency, the better

3.5 Geographical Separation

Ensuring that the same disaster should not impact the DR site as the primary site,
there should be a reasonable geographical separation between the two sites.

• A reasonable separation is ideal rather than much higher as higher separation
will increase the latency and directly impact the application response time (Fig. 1).

4 Disaster Recovery Site Mechanism

A disaster recovery site is a secondary backup location where the organization can
temporarily shift its operations in a security breach or a natural disaster.

Fig. 1 Highlighting the timeline for RPO and RTO
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For an organization, the DR site is one of the areas that they need to cover for
ensuring BC in case of a disaster. Before opting for a DR site mechanism, several
factors like disaster recovery objectives, cost, location, time frame, and resources
needed should be considered for implementing an effective DRP.

There are three different DR site mechanisms: hot site, cold site, and warm site
[1].

4.1 Hot Site

A hot site typically provides the organization with mirrored backup servers ready to
run in an adverse event. This mechanism aims to provide the least RPO and RTO.

Further, this DR mechanism uses mirroring to ensure the highest consistency.
Moreover, this mechanism aims to deliver the least RTO, which mandates ready
servers on standby at all times. These reasons lead hot site mechanisms to incur
higher costs.

4.2 Cold Site

In the concept of a cold site, data is backed up periodically in amatter of hours or days,
increasing the RPO. Furthermore, servers are not readily available for transitioning
operations in case of a disaster.

Cold servers generally take hours or days to transition to a ready state for shifting
operations, making the RPO highest among the three mechanisms. Effectively, this
mechanism has the highest RPO and RTO, making it the most cost-effective with the
most negligible performance impact on the primary site.

4.3 Warm Site

This approach is the most balanced among the three. This mechanism may use the
synchronous approach like the hot site or the asynchronous approach like the cold
site for data replication. The replication methodology can be changed according to
the target RPO. Servers in this mechanism are kept in a semi-ready state which may
take some minutes to get them online.

The “semi-ready” or “warm” state slows the recovery process but at the same time
also reduces cost. Recovery time or RTO for warm site is more than hot site but less
than cold site.
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5 Traditional Disaster Recovery

Traditionally disaster recovery uses data and application replication techniques on
dedicated servers. These servers can be located on-premises or in remote locations
around the world.

The simplest traditional DR solution is the offline backup to disks. Superficially,
this might seem reasonable enough since no specialized equipment or IT team is
required to implement this. However, many things can go wrong here. For example,
the person maintaining the backups can commit a mistake, the cost of disks can
quickly add up if the quantity of data is more, transporting the backup to a secure
location can be a tedious task. Further, any secure location can be costly to set up and
maintain. Finally, restoring this becomes a tedious task as data is scattered between
disks and not present at a single storage location. Furthermore, this approach only
replicated data but ignores applications and system configurations necessary for
ensuring quick business continuity in case of a disaster [1].

The more complex approach involves replicating the primary site and creating a
secondary site. The backup server where data is replicated is called a secondary site.
Unfortunately, this additional site demands the same resources as the primary site,
making this approach very costly.

Traditional DR sites come to action only in case of data replication or in a disaster
scenario. Setting up this site live can take unavoidably long, which can hamper BC
goals. Furthermore, manual operations are often needed if the connection between
the DR site and the primary site gets interrupted, increasing the RTO.

5.1 Advantages of Traditional DR

Control

Traditional DR solutions offer more control over the server infrastructure as they are
generally set up and maintained by the parent organization rather than outsourcing
to a cloud vendor.

This control can come in many forms, such as kernel or operating system control,
freedom over hardware configuration, and choice of DR implementation tools and
technologies.

Privacy

Traditional DR solutions are by definition maintained by the organization itself; this
limits the involvement of a third party, decreasing the potential nodes and eyes the
data needs to travel to, offering more privacy when compared with cloud-based DR
solutions.
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Accessibility

Data replicated using traditional DR is generally accessible without the Internet as
the servers are set up to ensure this, increasing data accessibility.

5.2 Disadvantages of Traditional DR

Scalability

Traditional DR offers limited scalability with the growth of the organization. In
contrast, cloud-based solutions can be scaled up or down as per the need of the
organization.

Essentially, with cloud-based solutions, the organizations can start implementing
DRP with limited computational resources; however, they can increase the compu-
tational capabilities once they feel comfortable or their requirements increase.
However, this is not the casewith the traditionalDR solutions, as increasing computa-
tional capabilities sometimes means upgrading existing hardware or software due to
compatibility issues. For example, if the storage drive technology needs to be changed
from Hard Disk Drive (HDD—older technology) to Solid State Drive (SSD—newer
technology), other hardware changes might also be required to ensure that every
hardware is compatible with the newer SSD technology.

Cost

Even when not in use, traditional DR consumes power in the form of electricity and
cooling. Apart from power usage, other resources like human capital, infrastructure
are also required at both places. These redundant costs add to the whole investment,
increasing the overall cost of the implementation [2].

Recovery Time

Usually, recovery time in the traditional approach is very high compared to the cloud-
based approach. In case of failure, organizations need to restore replicated data in
the primary server. In the cloud-based approach, they can activate the virtualized
applications in the cloud server and shift their operations on the cloud.

Downtime

Even if the backups are online in traditional DR, the system must go down for
some time while switching to the secondary site. In most cases, this downtime is
unpredictable, hampering business continuity [2].

Most of these drawbacks like cost, recovery time, downtime, and scalability of
traditional DR can be solved using a cloud-based DR solution. However, there are
caveats in the cloud-based model (discussed in the further sections) that must be
considered while choosing one over the other.
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6 Cloud-Based Disaster Recovery

Cloud-based DR is typically offered with a “pay-as-you-go” subscription model,
which minimizes the capital required to set up a DR service. Furthermore, the server
paired with operating system (OS), applications, and data is contained in the same
virtualized instance, making investing in hardware on-site and off-site unnecessary.
Since the organization does not maintain hardware, other hardware-related expenses
such as power and cooling are non-existent. The reason due towhich cloudDR trumps
the traditional DR methodology is cloud redundancy. Cloud DR service providers
back up data to geographically diverse locations, ensuring business continuity even
in the worst cases [3].

In recent years cloud computing is seen as an alternative to expensive traditional
DRmethodology. Commonly in this model, instances of a virtualized physical server
are offered as a recovery site. Sites on cloud DR is automated and can go live within
seconds, minimizing the risk of data loss and upholding business continuity [4].

Cloud-based DR solutions come under the umbrella of Disaster Recovery as a
Service (DRaaS). DRaaS is delivered through one of the three cloud service models
Infrastructure as a Service (IaaS), Platform as a Service (PaaS), and Software as a
Service (SaaS).

6.1 Advantages of Cloud-Based DR Over Traditional DR
Solutions

Maintenance Cost

In contrast with the traditional solution cloud-based DR, infrastructure is set up
and maintained by the Cloud Service Provider (CSP). Infrastructure encapsulates
additional requirements like power and cooling costs, human capital formaintenance.

Pay-as-you-go subscription model

According to the National Institute of Standards and Technology (NIST—Body that
formally defined cloud in 2011) [5],—one of the critical features of cloud computing
solutions is that the client needs to pay only for what they use. As cloud-based DR
solutions are an extension of cloud computing, they generally operate on a “pay-as-
you-go” subscription model, according to which an organization needs to pay only
for the resources they use and only for the time they use it. In contrast with the
traditional model, where the organization must bear the entire cost of the DR setup
even if it sits idle. This subscription model further reduces the DR operational cost.

Scalability

In contrast with traditional DR solutions, a cloud-based model is more flexible and
provides an easy switch to powerful servers, more storage when needed. It also
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provides the option to scale down to less storage and less computational resources,
saving cost.

Automatic Failover

Detecting a disaster and performing automatic failover can be complex, as tempo-
rary network failures can cause false disaster alarms. For this reason, traditional
DR relies on manual disaster detection to perform failover. Cloud-based DR solves
this problem by monitoring the primary site using cloud nodes located at different
geographical locations. These cloud nodes monitor several network parameters for
potential network failure and react intelligently. This quick and accurate disaster
detection helps the cloud-based solution automate failover [1].

Recovery Time

Traditional DR systems take much time to set up due to connection interruption
between primary and secondary sites. Further, if offline backups are also used, then
recovery time increases further. In contrast, cloud-based solutions take less time due
to advantages like automatic failover, failback, and the inclusion of other automated
virtualized platforms [6].

6.2 Challenges of Cloud-Based DR Over Traditional DR

Data Privacy and Security

Since a third party is involved in data transfer and storage, data privacy and security
risk increases. The concern for data privacy and security is one of the significant
reasons for critical sectors such as banking and finance hesitate to opt for cloud-
based DR solutions; instead, they prefer to spend more money and use a traditional
system.

Accessibility

Data is only accessible over a stable Internet connection. Any failure of this connec-
tion can lead to no backup data accessibility. However, moving vast amounts of data
in or out of the DR site can take more time when compared with the traditional DR
method, where data transfers are generally done over a local network providing faster
speed and execution.

Control

The CSP manages the underlying cloud infrastructure in a cloud-based solution,
including networks, storage, and operating system. Consequently, the client orga-
nization generally gets very little control over these elements; instead, the client
controls and manages the deployment environment on which the applications and
data from the primary site reside (Fig. 2).
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Fig. 2 A pictorial
representation comparing
traditional and cloud-based
DR based on recovery time
and cost. (Area above line
AB corresponds to
cloud-based DR, and below
AB denotes traditional DR)

6.3 Popular DRaaS Providers

There are several cloud-based DR (also known as DRaaS—Disaster Recovery as a
Service) providers; some of the popular ones include:

• Microsoft—Azure Site Recovery
• Quorum onQ
• Zerto Virtual Replication
• Acronis
• Axcient x360
• Expedient
• Zetta.net—Zetta Backup and Recovery
• Carbonite Cloud Backup

6.4 Multi-cloud DR Strategy

Using a cloud-based DR ensures business continuity until the cloud provider being
used faces a disaster. In that case, the organization is only left with the primary
site and no backup or secondary site, so if there is a service interruption for the
organization when the cloud provider is down, it can result in catastrophic harm to
their business. So, to offset this risk and increase the number of DR sites or ensure
enough geographical separation, multi-cloud DR is used.

Essentially, the multi-cloud DR strategy involves backing up data using more
than one cloud vendor to ensure business continuity (BC) in a disaster when the
cloud provider is facing downtime. Using multi-cloud means that the organization
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Table 1 Summarizing the features of traditional and cloud-based disaster recovery solutions

Parameter Traditional DR Cloud-Based DR

Overall Cost High Low due to the pay-as-you-go
subscription model

Control High Low

Scalability Difficult and expensive Easy and cheap

Accessibility Easily accessible with or without an
Internet connection, unless a
disaster strikes the secondary site or
the connection issues arise

Easily accessible only with a stable
Internet connection, however, the
speed of data transfer might be
significantly less

Automatic Failover Challenging to achieve thus
generally this feature is Absent

Present

Recovery Time High Low

Data Privacy Higher level of data privacy due to
negligible third party involvement

Data is less private due to the
involvement of parties other than
the client organization

Downtime Generally High and unpredictable Generally Low and predictable

has more than one secondary site, which can be a backup to the primary site or the
other secondary sites [7, 8].

However, this strategy to implement more than one cloud for backup can be very
tedious for several reasons. One principal concern is making sure that the geograph-
ical location of every DRaaS provider is different. If this is not the case, then the
purpose of having multi-cloud DR gets defeated. Furthermore, working with several
cloud vendors can get complicated quickly; thus, the organization needs an expert
IT team to integrate different cloud systems. Moreover, having multiple secondary
cloud sites can increase the overall cost of implementing the DRP [7].

Additionally, using multiple clouds provides the organization with the flexibility
to break down the components of their primary site and handle each of these parts
with a different DR approach (Table 1).

7 Choosing Between Traditional and Cloud-Based DR
Methodologies

Having a DRP is essential for any organization. There is no right or wrong approach
for selecting the DR model. Having a DRP in place is the crucial part. However,
organizations can look at some parameters to zero in on one of the approaches.

First and foremost, the organization should evaluate its business requirements
and potential risks. For example, a cloud-based hot site can be suited if the business
requirement demands mission criticality like medical operations. However, more
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straightforward cases like the backup of surveillance data can be accomplished using
traditional offline DR [9, 10].

Secondly, the IT stack implemented on the primary site should also be looked at.
This should be done to ensure the availability of the same IT stack on both models.

Furthermore, data security and privacy requirements should be considered.
Keeping data private and secure is the utmost priority, then a traditional DR solution
should be preferred because of no third party involvement in the data transfer and
storage [11, 12].

Moreover, RTO and RPO needs should also be considered based on mission
criticality.

Finally, themost crucial factor is cost. Therefore, the organization should consider
their available budget for DR. Cloud-based DR is generally a cheaper alternative
among the two [13].

There are positives and negatives in both traditional and cloud-based approaches.
Nevertheless, it is what works the best for a particular organization according to their
business needs [14, 15].

8 Conclusion

This paper has discussed the pros and cons of traditional and cloud-basedDRmethod-
ologies, further comparing the two leading methodologies from the perspective of
an organization looking to adopt one of them.

We have argued in the above section that the cloud-based approach is an excellent
match or even better in some cases when compared with the traditional DR model.
Both of these approaches have their pros and cons. If data security and privacy are a
concern, then the traditional model trumps the cloud-based approach. If lower cost
is paramount, then a cloud-based system is better suited. Furthermore, to ensure
business continuity even in the worst cases, the multi-cloud approach can be benefi-
cial. Moreover, as discussed above, there are advantages and disadvantages to both
traditional and cloud-based DR approaches. It finally rests with the organization to
choose between them based on their requirements.
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Voltage Profile Enhancement Using
FACTS Devices

Akash Sharma and Rajive Tiwari

Abstract ‘Flexible AC Transmission Systems’ (FACTS) is a feasible option for
offering reactive power support at local load centers while keeping voltages within
safe operating limits. Because FACTS devices are expensive, their suitable locations
in the system must be determined. The main goal of this paper is to enhance the
voltage level by lowering the systems’ active and reactive power losses. Using the
FACTS device ‘Static VAR Compensator’ (SVC), the voltage profile in the system is
enhanced. SVC technology is investigated in this work for voltage increase, system
loss reduction, and minimization of fluctuations.

Keywords FACTS · SVC · STATCOM · VSC · FC-TCR · Matpower ·
MATLAB/Simulink

1 Introduction

The loads are increasing day by day at very fast rate. When we talk about the indus-
trialization, modernization, and the concept of smart cities, in all these cases, power
demand is a common thing. As a power engineer, it is our responsibility to meet the
load demand. To do so, we can create, establish, or introduce a new power plant; it
may be solar, wind, thermal, nuclear etc. But here,we focused on howcanwe increase
the transmittable power from sending side to receiving side in existing transmission
system. Voltage profile is also affected due to rapid disturbance in load demand. An
important concern on a power system engineer is the instability in the power system
because of the voltage collapse [1]. To avoid such type of issues, we are going to use
high power electronics-based devices or FACTS devices. In present time, the use of
FACTS devices is increasing exponentially to tackle the issue of voltage collapse.
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The operation and control of the electric power system is becoming significantly
more complex as power demand increases. The control of the present network is
primarily mechanical. These mechanical devices cannot be regulated on a regular
basis due to their sluggish response time. For these reasons, FACTS technology
were developed. The introduction of FACTS controllers around three decades ago
revolutionized electric power flow improvement in a transmission network. To
provide smooth power transfer across locations, Flexible alternate current trans-
mission system (FACTS) devices are utilized to increase the controllability of power
network in transmission line structure. As a result, the operation of the power network
is improved, and the power transmission capacity is raised.

With the help of FACTS devices, steady-state power flow through transmission
line will increase, stability limits will also be improved, and the overall dynamic
behavior and performance of the system will also improve [2].

2 Literature Review

Static var controller can be used to enhance voltage profilewhen subjected to different
loading conditions [3]. The reactive load demand was increased and analyze to
voltage profile for each and every bus. In this work, he explained that when reactive
load is increased, then magnitude of voltages of buses are reduced and voltage angles
are also changed. After finding the critical bus, we can install FACTS devices on it.

Satish Kumar (2015) in this paper, he introduce a wind generation in IEEE 14 bus
system.He analyzed the performance of the transmission systemusing ‘PSAT’ power
system analysis toolbox [4]. In this work, he explained about the transient behavior
of power system network. He has done the time domain analysis and optimum power
flow and continuation power flow.

Manjiri Chiddarwar [5] Electrical power systems are a huge interconnected
network that needs careful design in order to sustain the system’s steady-state oper-
ations and continuous power flow operation without limits. New technology, like as
the FACTS device, is employed in load flow analysis to meet this criterion. ‘Flexible
Alternating Current Transmission System’ (FACTS) is a power electronics device
that is used to manage power flow and increase system stability in a power system.
STATCOM is a versatile controller of the FACTS family of controllers that can
manage all transmission parameters of power systems at the same time, such as
voltage, impedance, and phase angle, which influence the power flow of a transmis-
sion line. This study is primarily concerned with the application of STATCOM’s
steady-state model in the Newton-Raphson approach. The effectiveness and perfor-
mance of the model will be tested using the IEEE bus system. The simulations are
run in a MATLAB environment using a common IEEE bus test system such as the
30 bus system.
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2.1 Contribution of Paper

In this paper, FC-TCR is introduced in MATLAB R2016a Simulink environment to
analyze the impact of compensation on single machine system. After this, ‘FACTS’
controllers such as SVC is incorporated in the electric power system for the improve-
ment of voltage level and minimization of losses with the help of ‘NRLF’ method.
The graphical comparison of results is also presented in this paper. The effectiveness
of proposed technique has been tested on standard IEEE-14 and IEEE-9 bus systems
using MATPOWER 7.1. Optimal size and optimal location have been found with
analytical approach.

3 Simulink Model

An uncompensated system’s fundamental transmission (11 kV) model is shown in
this diagram. The block of current measurement, voltage measurement block, actual
and reactive power block, and scopes are all included in this model. The system
receives 11 kV voltage from the AC voltage source. For the below transmission
line model, line impedance (1 + j1) and load are held constant at 10 MW and
15MVAR. MATLAB/Simulink is used for simulation. The instantaneous source and
load currents flowing through the transmission line are measured by the current
measurement block, while the source and load voltages are measured by the voltage
measurement block. The active and reactive power measuring blocks are used to
measure real and reactive power on the load side. After the simulation, the scopes
show the results. This model provides four scopes: one display the source voltage
(Vs) and source current (Is), second one displays receiving end voltage (Vr) and
current (Ir), third one displays sending end real (Ps) and reactive (Qs) power, and
fourth one displays receiving side real (Pr) and reactive (Qr) power after simulation
(Figs. 1 and 2).

A fixed capacitor is connected in parallel with the thyristor-controlled reactor in
FC-TCR. The FC-TCR circuit has three currents: system current, reactor current,
and capacitor current. The FC-TCR can supply the system with constant lagging and
leading vars. The firing angle of back-to-back thyristor valves linked in series with
the reactor is used to control the flow of current through the reactor. The capacitor
provides the system with leading var. TCR is usually rated higher than the capacitor
for delivering lagging vars to the system.

In Fig. 3, multiple compensating devices are used. Here, α is the firing angle of
thyristors.With the help of varyingfiring angles,we can control the output parameters
of our Simulink model. Firing angle of first unit = 180, second unit= 180, third unit
= 180, and fourth unit = 144.1 (in degree) see Table 1.

Mode 1: Inductive mode, i.e., absorbing reactive power from transmission line, 90
≤ firing angle < 110.
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Fig. 1 MATLAB circuit of uncompensated system

Fig. 2 Compensated system by using FC-TCR

Mode 2: floating mode, i.e., neither absorb nor supply reactive power from/to
transmission line, firing angle = 110.

Mode 3: Capacitive mode, i.e., supply reactive power to transmission line, 110 <
firing angle ≤ 180 (Fig. 4).
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Fig. 3 Compensated system by using multiple units of FC-TCR

The fundamental goal of using reactive shunt compensation in a transmission
system is to enhance the amount of power that can be transmitted. This may be
necessary to improvise the system’s steady-state transmission characteristics and
stability. VAR compensation is thus employed for voltage regulation at the trans-
mission line’s midpoint (or some intermediate) to segment it and at the line’s end
(radial) to prevent voltage instability, as well as for dynamic voltage management to
improve transient stability and ‘damp power oscillations’ [6]. There are lots of facts
devices are available as follows.

Shunt devices—‘SCV,’ ‘STATCOM’

Series devices—‘TCSC,’ ‘GCSC’, ‘SSSC’ [7]

Shunt-Series devices—‘UPFC,’ ‘IPFC’
Table 1 shows that uncompensated system is not capable to fulfill the load demands

so FC-TCR is placed in between load and source. It works into threemodes inductive,
capacitive, and floating mode. In inductive mode, it will absorb reactive power from
system, and in capacitive mode, it will deliver reactive power to the system, but in
case of floating mode, there is no power exchange between them. Eventually, all the
parameters are quite similar in floating mode and without compensation.

It is a graphical representation of results. Figure 5 shows that uncompensated
system where receiving end active power is 6.86 MW, and reactive power is 10.29
Mvar. Figure 6 shows that after compensation, we get 10 MW active power and 15
Mvar reactive power which is equal to load demand.

Sending end voltage is 11 kV and the receiving end voltage is only 9.11 kV in case
of without compensation. Voltage drop is approx. 17.18%. But after incorporation
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Fig. 4 VI characteristics of SVC

Fig. 5 Uncompensated system

of FC-TCR sending end and receiving end voltages both are same. See Table 1. This
situation is called flat voltage profile of the system [8].

As the transmittable power is increased, the area margin given by equal area
criteria is also increased, so that the stability of the system is also improved. The
concept of FACTS implies the use of high power electronics devices in order to
control power flow in a transmission network, thereby allowing transmission lines
to be loaded to their full capacity.
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Fig. 6 Compensated system

3.1 Equations

In this paper, the firing angle model of SVC is used. The following are the differ-
ential and algebraic equations that can be used to create the model with respect to a
sinusoidal voltage:

ISVC = − j BSVCVk

The fundamental frequency of TCR equivalent reactance XTCR is given below:

XTCR = �XL

σ − sin σ

where σ = 2(� − α), XL = ωL .
In term of firing angle

XTCR = �XL

[2(� − α) + sin 2α]

where ‘α’ and ‘σ ’ is firing angle and conduction, respectively. At α = 90°, TCR
conducts fully and the equivalent reactance XTCR becomes XL while at α = 180°,
TCR is blocked and its equivalent reactance becomes infinite. The SVC effective
reactance XSVC is determined with the help of parallel combinations of XC and XTCR

[9].



Voltage Profile Enhancement Using FACTS Devices 127

XSVC = �XL XC

XL{2(� − α) + sin 2α} − �XL

where XC = 1
ωC .

Qk = −V 2k

{
Xc2(� − α) + sin 2α

�XcXL

}

The SVC equivalent susceptibility (BSVC = 1/XSVC) profile as a function of firing
angle has no discontinuities, i.e., Bsvc varies in both operative regions in a continuous,
smooth manner. As a result, linearization of the SVC power flow equations based
on BSVC will have superior numerical behavior than the linearized model based on
XSVC with regard to firing angle [10].

4 Results and Discussion

In this paper, IEEE 9 and IEEE 14 bus system have been used to analyze the incor-
poration of SVC. The comparable study has been done with and without injection
of reactive power to the system. In this work, analytical approach is used to find out
the optimal or suboptimal location and size as well.

4.1 Case 1 IEEE 9 Bus System

It has been observed that the voltage level of the system has been improved after
the injection of reactive power to the system. The overall voltage profile of the
standard system has been improved when the SVC placed at different buses, but
the improvement in voltage profile with maximum deviation is observed only at bus
no. 9. The overall voltage level is shown in figure, after injection of 40 Mvar huge
increment in voltage level can be observed at bus no. 9 (Fig. 7).

Real and reactive power losses in IEEE9 bus system with and without compensa-
tion shown in Figs. 8 and 9, respectively. As we can see, 40 Mvar is an optimal size
for injection of reactive power to the system because at this time, losses are minimum
in comparison to others.

See Tables 2 and 3. After incorporating SVC in case of IEEE 9 system, power
system performance improved, with real power losses reduced from 4.641 MW
(without SVC) to 4.495 MW (with SVC) and reactive power losses reduced from
48.38 MVAR (without SVC) to 46.98 MVAR (with SVC). After implementing SVC
to bus no. 9, the voltage level of the ‘IEEE 9’ bus system is improved from 0.9956
p.u. to 1.0306 p.u. As a result, real and reactive power losses are reduced, and the
voltages profile of the system is boosted with the addition of SVC.
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Fig. 7 Voltage profile of
IEEE9 bus system
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IEEE 9 bus system

Load demands Pd is 315 MW and Qd is 115 MVAR. It has three loads at bus no. 5,
7, and 9. It has three generators, nine buses, and nine branches.
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Table 2 Voltages in p.u. with and without compensation for IEEE9 bus system

Bus Without facts 20 Mvar 25 Mvar 30 Mvar 35 Mvar 40 Mvar 45 Mvar 50 Mvar

1 1.04 1.04 1.04 1.04 1.04 1.04 1.04 1.04

2 1.025 1.025 1.025 1.025 1.025 1.025 1.025 1.025

3 1.025 1.025 1.025 1.025 1.025 1.025 1.025 1.025

4 1.0258 1.0325 1.0341 1.0357 1.0373 1.0389 1.0405 1.0421

5 1.0127 1.0179 1.0192 1.0205 1.0218 1.0230 1.0243 1.0255

6 1.0324 1.0344 1.0349 1.0353 1.0358 1.0363 1.0368 1.0373

7 1.0159 1.0194 1.0203 1.0211 1.0220 1.0228 1.0236 1.0245

8 1.0258 1.0302 1.0313 1.0323 1.0334 1.0345 1.0355 1.0365

9 0.9956 1.0134 1.0178 1.0221 1.0264 1.0306 1.0348 1.0390

Table 3 Active and reactive power losses for IEEE9 bus system

Without facts 20 Mvar 25 Mvar 30 Mvar 35 Mvar 40 Mvar 45 Mvar 50 Mvar

MW 4.641 4.527 4.512 4.501 4.496 4.495 4.499 4.507

MVAR 48.38 47.3 47.15 47.05 46.99 46.98 47.02 47.09

IEEE 14 bus system

Load demands Pd is 259 MW and Qd is 83.7 MVAR. It has fourteen buses, five
generators, eleven loads, and twenty branches.

4.2 Case 2 IEEE-14 Bus System

The voltage profile of the standard system has been noted that it improved after
the installation of SVC. When the SVC is placed at different bus numbers [11], the
overall voltage profile of the system improves, but the improvement in voltage profile
with largest changes is only seen at bus number 14. Take a look at Fig. 10.

In this study, voltage level is observed for each and every bus for IEEE14 bus
system. With the help of Table 5, we can see the highest deviation (1.036–1.060)
observed at 14 bus system. So bus no. 14 is suitable place for FACTS devices. In
this case, analytical approach is taken into account for optimal size of devices. The
optimal size is 8 Mvar because the real and reactive losses are minimum that is
13.341MW and 54.35MVAR. Graphical representation of active and reactive losses
are shown in Figs. 11 and 12.

Voltage level in per unit at each and every bus of IEEE 14 bus system is shown in
Table 4. Parameter shows that voltage level is increasing after injection of reactive
power to the system. Table 5 shows that active and reactive power loss with different
size of compensation.
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Fig. 10 Voltage profile of
IEEE14 bus system
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Active and reactive power losses in IEEE14 bus systemwith and without compen-
sation is reduced to 52 KW and 190 KVAR, respectively, shown in Figs. 11 and 12.
As we can see, 8 Mvar is an optimal size for injection of reactive power to the system
[12].
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Table 4 Voltage in p.u. with and without compensation for IEEE 14 bus system

Bus no. Base case 2MVAR 4MVAR 5MVAR 6MVAR 8MVAR 10MVAR 12MVAR

1 1.060 1.060 1.060 1.060 1.060 1.060 1.060 1.060

2 1.045 1.045 1.045 1.045 1.045 1.045 1.045 1.045

3 1.010 1.010 1.010 1.010 1.010 1.010 1.010 1.010

4 1.018 1.018 1.018 1.018 1.018 1.019 1.019 1.019

5 1.020 1.020 1.020 1.020 1.020 1.020 1.020 1.020

6 1.070 1.070 1.070 1.070 1.070 1.070 1.070 1.070

7 1.062 1.062 1.063 1.063 1.064 1.064 1.065 1.066

8 1.090 1.090 1.090 1.090 1.090 1.090 1.090 1.090

9 1.056 1.057 1.059 1.059 1.060 1.061 1.063 1.064

10 1.051 1.052 1.053 1.054 1.054 1.055 1.057 1.058

11 1.057 1.057 1.058 1.058 1.059 1.059 1.060 1.060

12 1.055 1.056 1.056 1.056 1.057 1.057 1.058 1.058

13 1.050 1.051 1.052 1.053 1.053 1.054 1.055 1.056

14 1.036 1.040 1.044 1.046 1.048 1.052 1.056 1.060

Table 5 Active and reactive power losses in IEEE 14 bus system

Without
facts

2MVAR 4MVAR 5MVAR 6MVAR 8MVAR 10MVAR 12MVAR

MW loss 13.393 13.369 13.352 13.347 13.343 13.341 13.346 13.359

Mvar loss 54.540 54.46 54.4 54.38 54.37 54.35 54.35 54.37

5 Conclusion

The voltage profile of the system should be between permissible limits; failing to do
so will result in voltage sag/swell, which must be avoided in order to keep the power
system stable. In this work, the use of a Static Var Compensator (SVC) is proposed
for improving the voltage profile and lowering system power losses with the help of
Simulink model. A Newton-Raphson load flow problem with the required objective
has been formulated to determine the optimal size and location of SVC in an IEEE
9 and IEEE 14 bus system. It is concluded that the best location for SVC is bus
number 9, and the best size is 40 MVAR in case of IEEE 9 bus system. Similarly,
best location of SVC is bus no. 14 and best size is 8 MVAR in case of IEEE 14 bus
system [13, 14, 15].
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Comparative Analysis of 10T SRAM Cell
using Nanodevices

Deepika Sharma, Shilpi Birla, and Neha Mathur

Abstract Most of the high-speed circuits use static randomaccessmemory (SRAM)
to store electronics data on-chip. The necessity of designing low-area and high-
speed integrated circuits (ICs) leads to scaling the CMOS devices. The limitation
of MOSFET scaling introduced the new transistor technology. The paper intro-
duced the comparative analysis of 10T SRAM cell design using CMOS, FinFET,
and CNTFET. Performance analysis is carried out by using power consumption and
static noise margin of the cells. Among all the cells, FinFET cell offers least static
power of 5.2967 nW while CMOS and CNTFET offer 2.4194 µW and 0.5001 µW.
The CNTFET cell has 42%, 43%, and 41% improved values of HSNM, RSNM, and
WSNM, respectively, from the FinFET cell. The FinFET schemes yield substantially
lower leakage power compared to CMOS and CNTFET-based cells.

Keywords CNTFET · SNM · CMOS · 10T SRAM · FinFET

1 Introduction

SRAMs are the pinnacle to store electronics data on chips to meet the performance
needs of high-performance VLSI chips. In most microelectronic devices, SRAMs
covered awide rangeof areas. SRAMsare themost important parts ofmicroelectronic
devices [1]. Consumer’s demands needed the reduction in the size ofmemory devices.
Scaling of MOSFETs in the subthreshold region leads to increase in the threshold
voltage which indirectly affects the “ON” and “OFF” currents of the transistor [2].
It also creates a lot of unwanted effects which reduces the performance analysis of
the cells. It is became challenging to maintain large ON currents while keeping the
low OFF currents below 45 nm technology nodes. This problem is solved by the
invention of multiple gates controlling transistor. FinFET and CNTFET devices are
the best solutions for implementing nanoscale CMOS devices [3].
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The double gate structure of FinFEThelps in controlling the currents and threshold
voltage of the transistor. The ability of both front and back gates to control threshold
voltage reduces the standby power dissipation. The feature of FinFET having high
performance, low standby power, and high speed makes it a strong candidate to act
as a bridge between bulk CMOS and non-silicon devices [4]. FinFET is the best
candidate to design memory cells.

In the CNTFET structure, the channel is formed by using the carbon nanotube
(CNT). Compared to MOSFET, the CNTFET has excellent features. CNTFET has a
lower value of propagation delay, hence it is 15–20 times faster than MOSFET [5].
The chiral vector is one of the dominating parameters in CNTFET for deciding the
value of threshold voltage and behavior of the channel. It has a direct relation with
CNT diameter and an inverse relation with the threshold voltage. CNTs are made up
of sheets of graphene rolled [6]. CNTFETworkswith the sameprinciple as traditional
silicon devices. It is a 3- or 4-terminal device inwhich a semiconducting tube behaves
as a conducting channel to separate the source and drain contacts. It can beONorOFF
by using a gate terminal. According to the device operation mechanism, CNTFET
can be of different types. The channel region of CNT is undoped, while the other
regions such as drain or gate are heavily doped. Now in all CNTFETs, both source
and drain contacts are made up of metal carbide [7]. The basic structure of SRAM
cell is conventional 6T SRAM cell having 6 transistors in which 4 transistors store
the values from the 2 access transistors. Figure 1 shows the conventional 6T SRAM
cell design.

M1

M2

M3

M4

M5
M6

VDD

WWL

QB
Q

BLB

BL

Fig. 1 6T SRAM cell [4]
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2 10T CMOS, FinFET, and CNTFET SRAM Cells

Figure 2 shows the 10T CMOS-based SRAM cell in which 10 transistors are
connected in such a fashion 6 transistors behave as conventional cell and the
remaining 4 used for enhancing read and write operations. Both the word lines and
bit lines are turned ON to read and write data from the cells [8].

Figure 3 represents the 10T FinFET-based SRAM cell. Cell structure consists
of two inverter pairs and one transmission gate. Different types of word lines and
bit lines are used to read and write data into the cell. Hold operation is initiates by
holding the signal WWLA, RBL, and BB to “1” and the remaining signal to “0”.
Read operation is started by charging the signals read bit line (RBL), RWLWWLA,
and BB and discharges the remaining signals. In write operation signals, WL,WWL,
and RBL are charged to supply while signals WWLB and RWL are connected to
ground.

Figure 4 shows the schematic of the conventional 10T CNTFET SRAM cell [5].
The cell has four transistors that behave as cross-coupled inverters to form the storage.
The other transistor from T5 to T10 helps in reading and writing the data from the
cell.
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Fig. 2 10T CMOS-based cell [8]
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Fig. 3 10T FinFET-based SRAM cell [9]

In the write mode of the cell, the original value of data is assigned to BL and its
complement to BLB. The data from bit lines to nodes are transfer through the access
transistors by turning ON the word lines WWL and RWL.

In the read mode of the cell, WWL is kept low to disabled the access transistors
(T5, T6) and decoupled the storage nodes from the bit lines. Both the bit lines are
precharged to supply voltage for a while. The word line RWL is charged to VDD
to turn ON the transistors T8 and T10. Transistors T7 and T9 are ON or OFF by
the value stored at the storage node. By measuring the potential difference between
the bit lines, the data stored in the cell are read using a sense amplifier. In the hold
state, all bit lines and word lines are set to zero to turn OFF the access transistors to
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Fig. 4 Conventional CNTFET-based 10T SRAM cell [5]

disconnect the storage node from bit lines, and the storage nodes remain the same as
they are.

3 Simulation Results

3.1 Stability

Stability plays an important role in the designing of SRAM cells. SNM helps in
evaluating the stability of cell. SNM is the maximum amount of noise that can be
tolerated by the cell without changing its data [10]. While reading the data, read
stability should be high so that can be read easily without any interference. In a
write operation, write stability is important to factor [11]. The graphical method is
preferred to calculate SNM of the cell [12]. In this method, the VTC curve of one
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inverter is superimposed on another inverted VTC curve [13]. The side length of
smallest square in the lobe of butterfly curve shows the value of SNM.

Butterfly curves of all the CNTFET cell are shown in Figs. 5, 6, and 7 in which the
CNTFET-based cell has the largest value of SNM, and FinFET has the second largest
value of SNM. Furthermore, the conventional CMOS-based cell has the least value
of SNM. All cells are simulated using the tool at 32 nm technology for a supply of
0.5 V. Hold SNM of CMOS is improved by 1.83x and 1.41x, while the read SNM is
improved by 1.95x and 1.43x over FinFET andCNTFET cells, respectively.Whereas
the write SNM has an improvement of 1.41x and 1.21x over FinFET and CNTFET
cell, respectively. Table 1 shows the values of HSNM, RSNM, and WSNM of cells.

Fig. 5 Hold SNM for
CNTFET

Fig. 6 Read SNM for
CNTFET
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Fig. 7 Write SNM for
CNTFET

Table 1 SNM values of cells Type of cell HSNM (mV) RSNM (mV) WSNM (mV)

10T CMOS 110 100 90

10T SG FinFET 155 150 120

10T CNTFET 220 215 170

Table 2 Leakage power
analysis

Supply (V) 10T CMOS 10T SG FinFET 10T CNTFET
(µW)

0.6 72.7817 µW 7.5442 nW 0.7202

0.5 2.4194 µW 5.2967 nW 0.5001

0.4 262.1833 nW 3.6087 nW 0.3201

0.3 70.7828 nW 1.4145 nW 0.1801

0.2 5.6341 nW 563.797 pW 0.08006

3.2 Leakage Power Dissipation

Power dissipation plays an important role in memory design. FinFET technique
helps us in reducing the power consumption in SRAM circuits [14]. Most of the time
SRAM remains idle in the circuit. The flow of currents in the idle portion of SRAM
causes leakage power [15–18]. Table 2 compares the leakage power for all the cells.

4 Conclusion

In this paper, we compared leakage currents and SNM in 32 nm CMOS, FinFET,
and CNTFET-based SRAM cells. Leakage power becomes a dominant factor in
large memory array consumption. All designs are simulated by using HSPICE tool.
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Performance is carried out by comparing SNM and leakage power of all designs.
Both FinFET and CNTFET show better results compared to CMOS. FinFET-based
SRAM cell has improved SNM by 29%, 36.36%, and 16% in the hold, read, and
write modes, respectively, than the CMOS-based cell. While CNTFET has improved
values of HSNM, RSNM, and WSNM by 83%, 95%, and 41%, respectively, than
CMOS cell.
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Integration of Community Solar PV
and DG Set for EV Charging Station

Shashi Kant Jatav and Praveen Kumar Agrawal

Abstract The trend of installing energy storage like batteries in residential areas is
increasing. However, the cost of the battery and complementary electronic hardware
is higher. Also, since there may not be enough power generation from the rooftop
photovoltaic (RPV) system to charge the battery to its full capacity inwinter, batteries
installed in a single home may not be used optimally for most of the time of the year.
On the other hand, if community solar power is optimally designed, the battery can
be used to its full capacity. Renewable energy powered charging stations (CS) are
essential for the sustainability of electric vehicles (EV). Therefore, using community
solar photovoltaic energy as the main energy source for electric vehicle charging
stations is a cost-effective method. In addition, diesel generator sets (DG) and local
power station or grid are also used as backup power sources to provide continuous
power for the EV charging station. The charging station can provide local home load
in islanded mode or grid connected mode or DG connected mode as well. So, when
we merge the idea of community solar with geography and electric power system
infrastructure with scenario of rural India and its importance to establish a robust
EV charging station infrastructure across country it becomes very achievable. This
paper discusses a feasible strategy to effectively implement the community solar
scheme in the low load areas to make a lucrative scenario which can be explored by
corporate entities to set up an EV charging station while keeping it beneficial for the
participating community also. To achieve this kind of capital intensive scheme few
suggestions are proposed, since the India is the very economically diverse country
and capital cannot be available for such projects everywhere from single identity itself
be it the people, the state or the privet sector in such scenarios the suggested way
forward is to incline the privet EV project with the government subsidized schemes
and rope in the local people to form a coalition such that not a single partner has to
bear the project alone.

Keywords Community solar · EV charging station · Bidirectional DC-DC
converter · Battery charging · Grid connected · PV array

S. K. Jatav (B) · P. K. Agrawal
Malaviya National Institute of Technology, Jaipur, India
e-mail: 2019pes5042@mnit.ac.in

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
A. Tripathi et al. (eds.), Intelligent Computing Techniques for Smart Energy Systems,
Lecture Notes in Electrical Engineering 862,
https://doi.org/10.1007/978-981-19-0252-9_14

143

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-0252-9_14&domain=pdf
mailto:2019pes5042@mnit.ac.in
https://doi.org/10.1007/978-981-19-0252-9_14


144 S. K. Jatav and P. K. Agrawal

1 Introduction

In a community-owned solar business model, a group of homes (customers) opt to
buy a portion of their electricity from a solar facility off-site, typically because they
lack adequate on-site solar resources or property ownership rights. Other alternative
is to buy a solar rooftop photovoltaic (RPV) system from a community solar rooftop
photovoltaic (RPV) system installed on houses with appropriate space and suitable
orientation [1], which makes RPV installation in some places more appealing than
in others. The majority of RPVs are placed by individual homeowners, which export
power to the grid between non-peak hours, culminating in a ‘duck curve’ demand
profile, according to the utility.

Additionally, in order to enhance the adoption of RPVs, several authorities have
begun to permit their energy infrastructure to be utilized for exchanging electricity
supplied by RPVs among surrounding customers [2]. A time-varying Feed in Tariff
(FiT), as outlined in [3–5], can promote grid integration by delivering a low FiT
during times of high RPV production and a high FiT during peak hours. Another
option is to use energy storage devices, such as battery energy storage systems,
in residential buildings or in the feeder that supplies them battery energy storages
(BESs). Many research publications have explored using and integrating BESs in
distribution systems, particularly at the home level. For example, improving the
voltage profile [6], managing the quick variations in the electrical output of RPVs
[7, 8], and using an auxiliary power source to regulate frequency [9, 10].

A scheme to deliver electrical power to the community load demand employing
PV array and Diesel Generator set in islanded and utility grid connected modes.
All these modes are tried while charging electric vehicle (EV) battery and deliv-
ering to community electricity demand [11]. This type of arrangement requires a
battery energy storage, however we can realize that the key parameters in battery
design are its charge and discharge rate and the overall capacity. Research presents
a technical analysis of battery energy storages in achieving the desired objectives of
self-consumption, self-sufficiency and peak shaving [12]. Integration of this estab-
lishment is the more inclusive approach and it increases the reliability and stability of
the utility grid. A grid interfaced solar photovoltaic (SPV) power generating system
consisting of a SPV, DC-DC boost converter, voltage source converter (VSC), inter-
facing inductors, ripple filter and a three-phase grid feeding variety of linear and
nonlinear loads [13].

1.1 Proposed System

Figure 1 shownbelow is the schematic diagramof proposed schemeof electric vehicle
charging station (EVCS). The EVCS incorporates the community solar photo voltaic
(PV) and a diesel generator (DG) set as backup power supply for establishing the
EV charging station, which is used for charging the EV and provide the backup
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Fig. 1 Scheme of proposed system [14]

supply to the associated community which is participating in community solar. An
insulated gate bipolar transistor (IGBT) switches-based boost converter works as an
intermediate between the DC bus and the point of common coupling (PCC) or the
point of the EV Charging Station. The Community Solar Photo Voltaic assembly
supplies electricity at the DC bus using a DC-DC boost converter, and the DG and
utility grid supply electricity at the Point of CommonCoupling. The EV connected as
CS withdraw electricity from the DC bus using a bidirectional DC to DC converter.
This bidirectional DC to DC converter can be used for the EV-to-grid power transfer
as well as EV to community power transfer. Local households belonging to solar
community also take power from the PCC. An RC filter is installed on either sides
of the bidirectional switches, this arrangement is installed to limit the noise gener-
ated due switching which are generated when the EV charging station is running in
standalone and DG connected mode or the utility grid connected mode.

2 Design of the Proposed System

The designed system is a three-phase grid connected 100 kW PV array system with
a 3-leg VSC having 6 IGBTs with antiparallel diode connected across each, three
inductors and one capacitor.
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2.1 Design of the Community Photovoltaic Array

The PV power generation system is rated at 100 KW peak power and will be used to
power an EV charging station. As per design considerations solar module consists of
96 cells connected in series. Also as per rating for the given model of PV each cell
has a 0.5–0.66 V open circuit voltage and a 5.96 A short circuit current (Isc). As a
result, each module has a 64.2 V open circuit voltage (Vsc) and a 5.96 A short circuit
current. The generalized equation for maximum active power at MPPT in a PV array
is the product of voltage at MPPT and current at MPPT which is as follows:

PmaxM = VmppM ∗ ImppM (1)

For this system of EV charging station power is supplied via community solar PV
module which will have parallel and series strings as following.

Parallel strings = 66.
Series strings = 5.
Maximum power occurs in a general condition at 85% of the open circuit voltage

and short circuit current rating

PmaxM = (85%of Voc ∗ 85% of Isc

Thus ImppM is 5.58 A and VmppM is 54.7 V of each module.

PmaxM = (54.7 ∗ 5) ∗ (5.58 ∗ 66) ≈ 100 kW

2.2 Designing of DC-DC Boost Converter

The generated voltage as the terminals of PV is 274 V which is needed to be boost as
level of 500 V, this is achieved with the help of DC-DC boost converter. The design
components of the DC-DC boost converter are as following.

Lb is the input inductor and the value is given by,

Lb = VpvD

2�i1 fsh

Here, D is Duty cycle expressed as (D) = 1 − (Vin/Vb). This DC-DC converter
boosts the voltage of PV array from Vin = Vpv = 274V to Vdc = 500 V. The
calculated value of duty cycle D is 0.453 and Vin = Vpv which is the output voltage
of PV array. The input current ripple denoted as �i1 and for this DC-DC converter
design, the value of �i1 is considered 10% of input current, the value of this ripple
current can be calculated as follows
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i1 = (P/Vin) = 368.28A.

The calculated value of �i1 is 36.828A. fsh is switching frequency and its value
considered for this case is fsh = 100 kHz. The value of inductance (Lb) on calculating
with the above mentioned parameters is 5 mH.

2.3 Designing of VSC

2.3.1 Design and Selection of DC Link Capacitor

The calculation of DC link capacitor for proposed scheme has been calculated on the
principal of energy conservation. In this method the design of DC link capacitor (Cd)
of voltage source converter (VSC) depends on the instantaneous energy available to
the VSC at the time of transients. By using the principle of energy conservation the
value of DC capacitor is given as

1

2
Cd

[
V 2
dc − V 2

dc1

] = 3α I V ts

On solving the above equation we get the value of capacitor 6000 μF .
VSC takes input from grid voltage grid current and DC bus voltage and generate

pulses in unison of MPPT control block pulse.

2.3.2 Design of AC Inductor

The ripple current�i, switching frequency f s and DC bus voltage (Vdc) are all factors
in determining the AC inductance L f of VSC.

L f =
√
3mVdc

12h fs�i

where h and m are the overload factor and the modulation index, respectively. Now
taking, �i = 5%, f s = 100 kHz, m = 0.9, Vdc = 500 V, h = 1.2, and solving the
above equation for value of inductor, we get the approximate value of L f , 5 mH.

3 Control Algorithm

The proposed EVCS consists of various electric power generating sources and the
CS works in different configuration for charging the EVCS battery according to the
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charging station’s working plan (see Figs. 2 and 3) As a result, the control must
be configured in such a way that all electric power sources are efficiently exploited
without interfering with the charging of EVCS battery storage or the community
electricity demand. Furthermore, EV charging station must support multimode oper-
ation and a variety of power quality requirements. As a result, the control architecture
for standalone/island, utility grid connected, and auxiliary DG set connected mode
is discussed here.

In island/standalone condition, Fig. 2 illustrate the control scheme for the DC
bus voltage managing in standalone mode, this employs 2 back to back connected
PI controllers. This DC connection voltage is controlled by the outer PI controller,
which also produces the reference current for the current loop. This cascaded PI
controller reduces error in the current signal and thus generates the required duty
cycle for the bidirectional DC to DC converter.

The controller’s goal while operating in utility grid or when in DG connected
scheme is to draw just real power while taking in considering that it does not breaches
the pre-set quality standards, this state achieved by delivering the demand of the reac-
tive power for EV battery charger, harmonics current and community load, locally.
Figure 3 shows the control scheme for the utility grid or DG employed mode.

TheMPPT is attained applying the Perturb and Observe (P&O) dependent MPPT
algorithm [11]. In this procedure, the controller changes the voltage from the array
by a small amount and tests power; if increase in power is observed, the controller
applies further corrections in that direction until increment in power stops.

TheVSC control system uses an external control loop to adjust the DC bus voltage
and an internal control loop to regulate direct and quadrature components of grid
currents. Direct axis or active component of current (Id ) as reference is the output of
the DC voltage external controller. Quadrature axis or reactive component of current
(Iq ) reference is kept zero to keep power factor unity. Active component (Vd ) and
reactive component (Vq ) of voltage outputs of the current controller are changed to
three modulating signals V ∗

abc and are used by the PWM Generator.

Fig. 2 DC bus voltage regulation in standalone/island operation mode

Fig. 3 EV charger control scheme in utility grid interfaced system
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4 MATLAB-Based Modeling

Model of the community solar EV charging station having DG set as backup is
designed on Simulink (MATLAB). The utility grid of 25 kV is interfaced with
the designed system using VSC for exchange of power between EV battery and
utility grid. The voltage outer-loop, and current inner-loop double PI control are
applied operation of VSC. The designed simulation is run on the MATLAB version
9.7.0.1190202 (R2019b) using Simulink toolbox and 1e−6 discrete solver.

5 Results and Discussion

The envisionedEVChargingStation is designed inSIMULINKrealizing the commu-
nity solar scheme as 66 parallel-connected PV modules, VSC has been realized
employing the insulated gate bipolar junction transistor (IGBT) with antiparallel
diodes connected across them bidirectional DC to DC converter (BDDC) and boost
converter also been realized using IGBT’s. The designed EVCS functions in both
island/standalone and utility grid connected mode. The results are derived for steady
state condition in utility grid interfaced or DG connected mode.

5.1 PV Array Scope

The designed PV array is subjected to variable irradiance which ranges from to and
constant temperature of 25, PV coupled DC to DC converter takes bus voltage as
reference and boosts the output to provide desired voltage output, during day time
PV module is generating the electrical energy and delivering the load and charging
the battery storage having the charging control govern by PWM of the converter.

As the irradiance starts to reduce the power output also starts to deplete so the
power delivered to the load and battery charging also starts to reduce (Fig. 4).

5.2 Power Fed to the Grid

Power generated by the CSPV is first delivered to the community load and the
charger/DC-DC converter for battery storage charging, remaining power is then
transferred to the grid, the designed model perform accordingly (Fig. 5).
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Fig. 4 PV array irradiance, temperature, voltage, current and duty cycle at standalone mode

Fig. 5 Power fed to the grid in grid connected mode

5.3 Battery Charging

5.3.1 In Islanded Mode

See Fig. 6.

5.3.2 Grid Connected Mode

The proposed model has been tested in three modes of operation namely, standalone
mode DG connected mode and grid connected mode (Fig. 7).

To take real world scenario in context where load will vary at any given time
the model is tested for a range of KVAr loads and the system is found to be
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Fig. 6 Battery SoC, current I and voltage in standalone mode

Fig. 7 Battery SoC, current I and voltage in grid connected mode

charging/discharging the battery to balance the power at the DC bus, below is the
tabulated data of the test in various modes (Fig. 8).

6 Conclusion

The designed community solar EV charging station connected to utility grid
performed as desired in all three modes of operation and the control algorithms P&O
and double loop control scheme performed as desired for unity power factor. The
total harmonic distortion (THD) in voltage and current are found to be satisfactory.
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Fig. 8 Battery charging/discharging in various modes at different loads
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Impact of Variation of Performance
Parameters on the Efficiency of CNTFET
Based 7T SRAM Cells

Neha Mathur, Shilpi Birla, and Deepika Sharma

Abstract Technology node modification is the demand of the present era of the
IC industry. Conventional CMOS to FINFET and now CNTFET is playing a major
role to fulfill this demand because beyond the 7 nm technology node CNTFET
shows the same performance and is not affected by the issues coming from the short
channel effect. Meanwhile, memory cells are also a backbone of sequential circuits
of digital systems. Among all memory cells, SRAM is a major building block of
digital systems. IC designing of SRAM cells are started with CMOS and now with
increasing technology nodes, its design is saturated with FINFET also. In this paper
CNTFET is taken for SRAM designing which includes all technology nodes for
their designing. Now the task is select the number of CNTFETs for the designing of
SRAM. CNTFET based SRAMs are available with 6T, 7T, 8T, 9T, and many more.
This paper includes a conventional 7T SRAM cell and a new SRAM cell is also
proposed that is also designed using 7T. Both cells are compared in terms of their
efficiency with the variation of performance parameters of CNTFET.

Keywords CNTFET · CMOS · FET · SNM · SRAM

1 Introduction

SRAMs are the pinnacle to store electronics data on chips to meet the performance
with the scaling of technology nodes or enhancement of functionality of systems,
the demand for highly efficient systems in terms of power consumption, delay speed,
etc. is also at the peak of consideration. All these requirements of the systems are
prominently followed by conventional CMOSwith 32 nm technology nodes. Beyond
this limit, major issues like excess leakage current and short channel effect cannot be
neglected [1, 2]. In this situation, the most efficient alternative is CNTFETs because
it reduces the limitations coming from conventional CMOS.
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CNTFET is more dominant than conventional CMOS when compared to their
performance parameters even beyond 32 nm channel length. Some prominent prop-
erties of CNTFET can be expressed in terms of high value of gate dielectric, low
voltage operated quasi ballistic transport, higher drive current, higher transconduc-
tance, lower heat dissipation, higher average carrier velocity, and the higher ON–
OFF current ratio [3, 4]. Memory cells are a fundamental source of Dynamic digital
systems which include SRAM in front this. Thus the performance of digital systems
is majorly dependent on the efficiency of memory cells. The researchers investigated
and then proposed CNTFETs based memory cells and their performance results are
fulfilling the expectation of dynamic digital systems in recent years. In this paper,
static style and dynamic style 7T SRAM cells are simulated. HSPICE tool is used
to design and simulate both conventional 7T and proposed 7T SRAM cells with
Stanford CNTFET model file.

2 CNTFET Based Conventional 7T SRAM Cell with Static
Style

7T-1 SRAMCell: This structure is a mirror image of a conventional 6T-based SRAM
cell with one extra transistor namely, M7, at the bottom of the circuit. M7 is working
to provide feedback connection between the cross-coupling structure of both the
inverters [5, 6]. Gate terminals of access transistors M5 and M6 are controlled by
write select and read select signals (Fig. 1).

Hold Operation is executed by setting write select, read select and write bar at
‘0’ while supply VDD is applied at both read and write a bit. Meanwhile, the read
and write operation can only be performed by exerting the written bar at ‘1’ because

Fig. 1 Conventional
CNTFET based 7T SRAM
cell (7T-1) [7]
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now only M7 will be turned on. Consequently, to perform read operation both write
and read select is need to be set at ‘1’ while the read and write bit is adjusted with
VDD. Similarly, the write operation is executed but also depends on the value want
to write. If the cell is written with ‘0’ then write bit is set with ‘0’ and read bit is set
with ‘1’ and similar to write ‘1’, need to set write a bit with ‘1’ and read bit is set
with ‘0’ [8].

3 CNTFET Based Proposed 7T SRAM Cell

7T-2 SRAM Cell: This proposed structure includes one more PMOS transistor T7
which is connected with VDD and the gate terminal is grounded. This structure also
consists of two inverters designed using T1, T2, T3, and T4 with cross-coupling way
of connection acts as storage cell while T5 and T6 are access transistors, controlled
by a word line (WL). Values are stored at Q and QB outputs of the inverter [9, 10]
(Fig. 2).

Hold operation is accomplished by settingWL is at ‘0’.Which controls the access
transistors by turning them off. Thus Q and QB are completely disconnected, from
bit lines and hold the previously stored values.

Read operation can only be executed by disconnecting Q and QB from the bit
lines but these should be precharged at VDD. Now discontinuation of both storage
nodes can be achieved by turning off the access transistors.

Write operation is executed by setting the data to be stored in a bit line (BL) and
the complement of BL is at the bit line bar (BLB), while the word line is set at ‘1’
[11].

Fig. 2 Proposed CNTFET
based 7T SRAM cell (7T-2)
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Fig. 3 Variations of SNM, power consumption and delay with the variation of Channel Length
(nm)

4 Results and Discussion

4.1 Impact of Variation of Channel Length

Impact of variation of channel length has been observed with the simulation of
conventional 7T SRAM (7T-1) and proposed 7T SRAM (7T-2) to evaluate the effi-
ciency of both the structures. SNM, power consumption, and delay are evaluated for
32 nm, 22 nm, 16 nm, and 7 nm technology node.

As the channel length decreases, both the structures 7T-1 and 7T-2 SRAM cell
shows increased static noise margin [12, 13]. Consequently, 7T-2 is more stable
because of the high value of SNM. This stability demands less power consumption
as well as less delay from their execution. The 7T-2 structure shows almost 10%
more stability for 32 nm, 22 nm, and 16 nm while for 7 nm it is just approx. 2%
more stable in terms of performance parameters. Thus 7T-2 structure of SRAM cell
is more prominent with the variation of channel length (Fig. 3).

4.2 Impact of Variation of Dielectric Material

Dielectric constant with high k values are the prominent solution to overcome the
gate leakage issue produced because of high power dissipation with the demand
of technology scaling. Meanwhile, silicon dioxide having 3.9 its dielectric constant
value, is treated as an ideal interface but shrinking of technology node creates excess
power dissipation [14, 15]. Some most frequently available and used dielectrics are
Silicon dioxide (3.9), Aluminum oxide (9), Hafnium oxide (15), Zirconium oxide
(25), Lanthanum oxide (30), and Titanium oxide (80).
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Fig. 4 Variations of SNM, power consumption and delay with the variation of dielectric constant

Now the next task is to check the impact of variation of dielectric constant for their
performance parameters. This can be accomplished by taking different dielectrics
with its thickness of 1 nm.

It is observed that SNM is going to be increased for the high value of the dielectric
constant in both structures. 7T-2 is showing more SNM than 7T-1 but for the 7T-2
structure, its increasing value is almost 1% from 39 to 80 as shown in Fig. 4. It
is also noted that power consumption is also more for the 7T-1 structure because
of less stability but for two dielectrics Silicon dioxide (3.9), Aluminum oxide (9)
7T-2 structure shows more power consumption. Now more stability and less power
consumption reduce the delay of this 7T-2 structure. Thus, 7T-2 structure of SRAM
cell is more efficient with the variation of dielectric constants (Fig. 4).

4.3 Impact of Variation of Oxide Thickness

Output characteristics of CNTFET depends on the thickness of the oxide layer in an
inversely proportional manner. Thus by reducing the oxide thickness, conductivity
can be increased. To avoid the tunneling effect, the minimum limit of the oxide
thickness is 1.5 nm. In this paper a full range of oxide thickness is used, to observe
the overall efficiency of SRAM cells. This range includes 1.5 nm, 3 nm, 6 nm, 9 nm,
and 15 nm thickness of oxide layer [12, 16].

Both 7T-1 and 7T-2 structure of SRAM cell is simulated with the variation of
oxide thickness and it has been noted that the stability of the cell is decreasing
with the increasing value of oxide thickness in terms of SNM. Consequently, more
power is also required thus power consumption increases for both structures. The
7T-2 structure requires almost 50% reduced power for its execution. Furthermore, a
delay is also increased because of less stability of the cells. When compare both the
structures for the variation of oxide thickness, 7T-2 is more efficient (Fig. 5).
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Fig. 5 Variations of SNM, power consumption and delay with the variation of oxide thickness

4.4 Impact of Variation of Fermi Level

In this paper, both structures of SRAM cell are simulated for different values of
Fermi level in the range of 0.4 eV, 0.5 eV, 0.6 eV, and 0.7 eV. The optimum value
of the Fermi level provides excellent efficiency to the cell. In CNTFET, the value
of the Fermi level is decided by its level of doping [17, 18]. Analyzed results show
that SNM is almost saturated for 7T-1 structure and 7T-2 structure but approximately
15%more for 7T-2. Power consumption is more for the 7T-1 structure when compare
with 7T-2. Thus the 7T-2 structure of SRAM cell is faster than 7T-1 because of less
delay.

Again 7T-2 SRAM cell is more efficient when compared with the 7T-1 SRAM
cell (Fig. 6).

Fig. 6 Variations of SNM, power consumption and delay with the variation of Fermi Level
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Fig. 7 Variations of SNM, power consumption and delay with the variation of chiral vector

4.5 Impact of Variation of Chiral Vector

Chiral vector is the most important design parameter of CNTFET because several
parameters of CNTFET depend on it. Chiral vector also decides the nature of CNT,
whether it will metal or semiconductor [19, 20]. In this paper both 7T-1 and 7T-
2 SRAM cell is analyzed with this range of chiral vector (10, 0), (13, 0), (16, 0),
(19, 0), (22, 0). Simulation shows that SNM is almost saturated for both struc-
tures, individually. But 7T-2 is almost 50% more stable than 7T-1 in terms of SNM.
Meanwhile, power consumption is increasing for the structure with the variation of
the chiral vector. In fact, structure 2 requires more power for their execution and
power consumption is increasing with the variation of the chiral vector. But delay is
decreasing for both the cells. The graph of delay variation is not uniform for all the
values of the chiral vector.7T-2 SRAM cell is more stable than 7T-1 SRAM cell in
performance metric (Fig. 7).

5 Conclusion

In this paper, two structures ofCNTFETbased 7TSRAMcells are taken. Inwhich 7T-
1 is a conventional structurewhile the 7T-2 structure is proposed. The objective of this
paper is to simulate both the structures has completed. Simulation is achieved using
the HSPICE tool and Stanford CNTFETmodel file. Simulation of both the structures
is executed in terms of SNM, power consumption, and delay such that their efficiency
can be measured. The complete execution is represented using different-different
graphs for SNM, power consumption, and delay.

Initially, simulation is accomplished with standard values of all design parameters
of CNTFET. Later as per the objective, variation of all design parameters is intro-
duced. To achieve this, all design parameters like channel length, dielectric constant,
oxide thickness, Fermi level, and chiral vector are taken. Each parameter is varied
with their range of availability which includes channel length variation from 32 to
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7 nm, different dielectrics, oxide thickness from 1.5 to 9 nm, Fermi level from 0.4
to 0.7 eV, and different available range of chiral vectors.

Consequently, simulation has done with the variation of all design parameters and
values of SNM, power consumption, and delay are noted and represented in graphs
with their values. After their proper comparison, it is found that the 7T-2 cell is more
stable and efficient and providing almost 10% more stability than the 7T-1 SRAM
cell.
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Capacitance at Gate-Dielectric Variation
in Surrounding-Gate MOSFET Structure
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Abstract Thisworkpresents gate-oxide variation effect on the performanceof cylin-
drical surrounding double-gate (CSDG)MOSFET, particularly the device saturation
operation. The analysis is based upon the resemblance of the device oxide capac-
itance in the device pinch-off. The capacitance formation at pinch-off cannot be
considered a cylindrical parallel plate; therefore, the capacitance results differently
from conventional computing of capacitance depending on the device dimensions,
oxide thickness, and the material properties of the device structure. In this work, the
authors compare the results of the device with different oxide materials such as SiO2,
Si3N4, Al2O3, Ta2O5, and HfO2 using numerical simulation. The parameter compar-
ison results are insightful, which show that a high drain current is attained with HfO2
gate-oxide material. Moreover, performance degradation has been observed with
decreasing k value of the gate-oxide materials. The analysis results are promising
for enhancing switching characteristics using different gate-dielectric materials. The
device simulation results in DIBL for k = 25, i.e., HfO2 ~ 35.56 mV/V (for k =
3.9, i.e., SiO2 ~ 97.23 mV/V), subthreshold swing (SS) for HfO2 ~ 0.056 V/decade
(for SiO2 ~ 0.080 V/decade). The presented research work helps to evaluate the ON
capacitance of the device, which is appropriate for guiding the improved switching
of CSDG MOSFET.
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1 Introduction

The oxide capacitance of a MOSFET is an essential parameter on which the elec-
trical characteristics primarily depend. Furthermore, in RF and high-frequency appli-
cations, the device capacitance highly influences the switching performance [1, 2].
The oxide layer capacitance is the principal constituent of the overall capacitance,
and therefore, switching can be best controlled by optimizing oxide capacitances.
However, Shockley [3] introduced the channel structure outside the gradual channel
approximation [4]; the channel structure is not the same in pinch-off or saturation.
So, the channels bring capacitance variation since the semiconductor channel serves
as one of the device’s electrodes of the capacitive system. Based on this fact, the
cylindrical surrounding double-gate (CSDG) MOSFET has been an interesting RF
switch [5–7], which can also be analyzed in saturation condition at which the channel
does not follow uniformity. In its place, the channel proceeds in a conical shape that
precisely describes the device’s gate capacitance. The effect of the capacitance of
an ON switch, i.e., saturation, is followed in this proposed work. In their previous
research, the authors have discussed the origin and derived the mathematical analysis
of oxide capacitance of the CSDGMOSFET structure. In this paper, the authors have
done the numerical analysis of gate-oxide capacitance at the pinch-off condition in
the CSDG MOSFET to present insulating material variation’s effect on the device’s
performance.

The paper is organized as follows: Sect. 2 presents theCSDGcapacitance structure
of internal and external gate assembly. Section 3 describes the results of CSDG
MOSFET performance with oxide material variation. Finally, Sect. 4 provides the
conclusion and recommends future work.

2 CSDG Oxide Capacitance at Saturation

A cylindrical surrounding fouble-gate (CSDG)MOSFET structure is conceptualized
from a rotational orientation of planar double-gate MOSFET [8]. However, due to
the cylindrical shape, the analysis of the structure differs from a planar MOSFET.
Figure 1 shows the sketch of the structural representation and the cross section of
a typical CSDG MOSFET. The two cylindrical outer and inner metallic gates serve
as the electrode surrounded by respective gate oxides of thickness (tox) forms oxide
capacitances (Cox1 and Cox2) in a CSDG MOSFET [9].

It is known that in a 2-dimensional view of a MOSFET device pinch-off, the
channel presumes a shape of a triangular region, depleting the transfer of current
that occurs when the drain to source bias increases above an overdrive voltage [10].
Similarly, CSDG has a conical depletion region at the device pinch-off condition
due to its cylindrical shape. However, from the theory of depletion width analysis
[11, 12], it is notable that past pinch-off, the CSDG structure channel adopts a shape
of a truncated cone separately for inner and outer gate cylinder, as shown in Fig. 2.
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Fig. 1 a A typical CSDG structure and b cross section [9]

Therefore, instead of capacitance calculation using a cylindrical parallel plate, the
capacitance of truncated conical shape should be used at pinch-off operation.

The oxide capacitive structure of the device, considering the internal gate of
radius ‘a’ with an insulator thickness ‘tox’, is shown in Fig. 2a. The figure depicts
the truncated cone-shaped capacitive structure formed of semiconductor, oxide, and
internal gate cylinder. Similarly, Fig. 2b shows the gate-oxide capacitor involving the
external gate structure at the pinch-off condition that has radius ‘b’. As the structure
is hollow from the inner side, the cylindrical semiconductor channel forms residual
truncated cone (RTC) shape [9, 12]. Hence, the oxide capacitance of the conical
external assembly is the removal of the virtual truncated cone (VTC) capacitor from
a cylindrical capacitor of radius ‘b’. The resultant is the gate capacitance for the part
at pinch-off. Now, if the external assembly’s capacitive structure, as shown in Fig. 2
that having outer and inner radius of b and a + tsi + tox, respectively, the oxide
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Fig. 2 Schematic of CSDG oxide capacitance structure at pinch-off: a internal gate assembly, b
external gate

capacitance can be written as:

Cox(ext) = CRTC = Cexterior − CVTC (1)

Cexterior is 2πεoL/ln(b/a + tsi + tox), and CVTC has been derived by the authors
using the integration of annuli rings of the truncated cone structure in their previous
work [9]. Considering the dielectric constant of the oxide material εox, the overall
oxide capacitance of CSDG MOSFET at a pinch-off condition would result in:
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For a CSDGMOSFET structure, an ultra-thinMOS structure [11] is appropriately
relevant. Consequently, the threshold voltage of the CSDG device, which accounts
for the oxide capacitance of a CSDG structure, would result as:

VTH = 2φ f +
qNsub

(
2εsiε0

(
2φ f

)1/2 + 1
)

Cox(CSDG)

+
(

φm − (χ + Eg

2q
+ φ f )

)
(3)

where φm, χ, Eg, and φf are the metal work function, electron affinity for
semiconductor, bandgap, and the Fermi potential, respectively. Now, using the
charge sheet approximation method [13], the charge under source is Qs =
−

(
γ qCox/2kTφ

1/2
s

)
e(φs−2φB−VDB )kT/q, and accordingly, the subthreshold current for

a CSDG MOSFET can be determined by:

Isub = W

L
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( q

kT

)(
γ qCox(CSDG)/2kT

√
φs

)
e(φs−2φB−VDS)kT/q(1 − e−kTVDS/q) (4)

The equation includes the internal and external capacitor structure of a CSDG
MOSFET. The resulting capacitance depends upon the channel length (L), both the
gate radii (a, b), the thickness of the semiconductor, and oxides (tsi, tox) of the device.
The given relation assumes free space as a gate dielectric of the capacitor assembly
with dielectric constant εo. In the typical CSDG MOSFET operation, the type of
dielectric material affects the overall results. Therefore, we have used the various
values of the gate oxide to evaluate the effect of the device performance.

3 Results and Comparison

The device characteristics and transconductance have been computed each time using
the electronic simulator, with various oxide materials εox, k = 3.9 (SiO2), k = 7
(Si3N4), k = 9 (Al2O3), k = 22 (Ta2O5), and k = 25 (HfO2) at VD = 0.5 V and
1 V. The mathematical relations established in the saturation region of the device
have been considered. The authors have drawn the electrical characteristics and the
different parameters that describe device performances from the simulation run to
compare performance.
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3.1 Extraction of Threshold Voltage

The threshold is an essential value to turn a transistor into saturation. Therefore, it is
desirable to have a low V th, which means switching at low voltage. Threshold voltage
can be attained from the region VD ≥ Vg − V th. The threshold voltage is determined
by extrapolating graphically in a

√
I D versus gate bias relation of the device.

3.2 Extraction of Subthreshold Swing (SS)

Another critical parameter defines the amount of gate bias required for diminution
of drain current (ID) to 0. It is given by dVG/dlogID. The value of SS should be as
minimum as possible to obtain a high ON–OFF current ratio for switching. At low
SS, a slight gate voltage variation can lead to radical fall of the drain current values
by decades. Conversely, the subthreshold is also an operational region in which the
device current increases exponentially from a pA OFF current to a high μA ON
current. Therefore, the SS defines the current incremental rate beneath the device
threshold for the applied gate bias [11, 14].

3.3 Extraction of Drain-Induced Barrier Lowering (DIBL)

The DIBL value in an ultra-scaled MOS device [14, 15] can be given by:

VT |VDS=0.1V − VT |VDS=0.5V

0.5 − 0.1
(5)

The results of the extracted parameters for the device with various gate-oxide
materials have been obtained. The effect on performance parameters for the transcon-
ductance, the subthreshold swing (SS), and the drain-induced barrier lowering
(DIBL) resulting from variation in gate-oxide materials is shown in Figs. 3, 4, and
5, respectively.

The transconductance plot of the device for various gate insulators is shown in
Fig. 3. At the low gate voltage, the charge densities do not affect the conductance
significantly; therefore, almost similar values of the device transconductance have
beenobserved.However, further, increasinggate bias increases carrier charge density.
A higher the value of dielectric constant k of insulator, the lager is the transconduc-
tance; nevertheless, the linearity at increasing gate bias has not been followed in the
behavior.

The calculated parameters of threshold voltage and SS from the device character-
istics at different gate-oxide materials are listed in Table 1. The device HfO2 as the
gate insulator results in the lowest V th of 0.49 V and 0.43 V for drain voltage values
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Fig. 5 Drain-induced barrier lowering (DIBL) at different oxide materials

Table 1 Parameters at
different gate insulators

Oxide
material

Threshold
voltage at VD
0.5 V

Threshold
voltage at VD
1 V

Subthreshold
swing
(V /decade)

SiO2 0.60 0.51 0.080

Si3N4 0.63 0.54 0.077

Al2O3 0.58 0.55 0.067

Ta2O5 0.52 0.46 0.063

HfO2 0.49 0.43 0.056

of 0.5 V and 1 V, respectively. The obtained value of SS is also represented in Fig. 4,
which depicts that, based on the material’s dielectric constant, desirable low SS can
be achieved for faster switching applications [16].

It has been observed that the high-k gate-oxide material results in a comparatively
larger drain current. The device structure with similar dimensions and gate-oxide
thickness using SiO2 material is inadequate to reduce leakage current due to direct
electron tunneling, while alternative high-k materials can lessen the subthreshold
swing. Figure 5 shows the comparison of the DIBL parameter at different high-k
gate-oxide materials. For the case of HfO2 and Ta2O5 gate dielectric of CSDG, the
DIBL values are pretty close and comparable, yet the device SS is 16.03% larger for
Ta2O5 than with a HfO2. Therefore, HfO2 could be preferable for device switching
with steeper SS oscillation.
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4 Conclusion and Future Aspects

The analysis in this work with various gate-oxide materials shows the effect of
the gate insulator on the device’s characteristics, and the switching behavior of the
device can be improved using different dielectric materials at increasing k values.
The basis of this analysis is a distinct form of the oxide capacitance at the pinch-off
in the CSDG structure. The device simulation results in DIBL for k = 25, i.e., HfO2 ~
35.56mV/V (for k= 3.9, i.e., SiO2 ~ 97.23mV/V), subthreshold swing (SS) forHfO2

~ 0.056 V/decade (for SiO2 ~ 0.080 V/decade). The equivalent insulator thickness
reduces in the case of high-k materials due to increased permittivity. Therefore,
channel isolation effect is more influential in the high-k gate dielectrics of the device.

Similarly, a low DIBL is obtainable with the high-k material as the effective
insulator thicknesses affect. In conclusion, device characteristics can be improved
using an appropriate choice of a high-k dielectric gate insulator for suitable logic and
switching circuits. Furthermore, several applications of CSDGMOSFETs have been
reported, such as high frequency for high speed, data transmission, antenna, sensor
networks, and RF circuits [17, 18] based on the switching phenomenon. Therefore,
the analysis presented in this work is very significant in deeper understanding the
oxide capacitance in a CSDG MOSFET to incorporate in the future applications.
Moreover, the effect of oxide capacitance in saturation can be compared with the one
obtained from the traditional cylindrical capacitor theory to distinguish the impact
as future work.
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Abstract Subject of this paper is to compute the more generalized solution of frac-
tional kinetic equations in terms of generalized Galue type Struve function. To solve
this equation, the author used the Laplace transform. Some special cases are also
discussed which shows that the concluded results are more accurate.
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1 Introduction

1.1 Fractional Kinetic Equations

There are two major types of nuclear reactions: one is nuclear fission in which
nucleus splits into two or more smaller nuclei, and another one is nuclear fusion in
which two or more smaller nuclei are combined to form one big nucleus. Energy
involved in these reactions produces various forms of radiations. Such fusion reac-
tions are also called thermonuclear reactions because of huge amount of heat energy
involved. Energy produced in these reactions is so high that these reactions cannot
be controlled. Stars keep on shining for trillion of years because of these reactions.
All the reactions in the sun is due to these thermonuclear reactions. According to
astronomer’s model, sun is a hot ball of boiling gases with assumed thermal equilib-
rium and its chemical composition are non-uniform throughout its area. On the other
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hand, star can be defined by basic characteristic like brightness, colour, surface tem-
perature, size and mass. The star structures and their models are studied on the basis
of these characteristics and more information regarding state equation and lack of
transparency. Thesemodels explain varying of pressure, luminous intensity andmass
from centre of sun. Thermal equilibrium and hydrostatic equilibrium assumptions
show that there is no time dependency of mathematical equations in mathematical
model which explains about interior structure of stars. For further details, we sug-
gest references [6, 9, 16]. Applied science, such as viscoelasticity, electrochemistry,
signal processing and neuron model in biology [1, 5, 7, 8, 10, 12, 17], has wide
use of fractional calculus. According to recent survey, real-life situations can be
better handled by fractional-order differential equations solution. Many papers have
shown solution of generalized fractional kinetic equationwith involvement of special
functions. Generalized fractional kinetic equation with involvement of generalized
Bessel’s function of first kind is given by Kumar et.al. [11] and generalized Struve
function of first kind is given by Nisar et.al. [13]. Random reaction is shown by
time-dependent quantity N = N (t), and then it is easy to calculate rate of change by
following equation:

dN/dt = −a + f (1)

where a and f are destruction and production rate of N , respectively.
Eq. 1 can be written as

dNi/dt = −aNt + f Nt (2)

where the function Nt is explained by Nt (t∗) = N (t − t∗), t∗ > 0

dNi/dt = −ci Ni (t) (3)

with the initial condition Ni (t = 0) = n0 is the number species at time t=0 is given
by [10]:

Ni (t) = N0e
−ci t (4)

or
N (t) − N0 = c0Dt

−1N (t) (5)

1.2 Struve Functions

Generalized Bessel function of order p is defined as [11]
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a Jp(x) =
∞∑

k=0

(−1)k

�(ak + p + 1)k!
( x
2

)2k+p
, x ∈ R, a ∈ N = 1, 2, 3, . . . (6)

Galue type generalized modified Bessel function is defined as [9]

a Ip(x) =
∞∑

k=0

(1)

�(ak + p + 1)k!
( x
2

)2k+p
, x ∈ R, a ∈ N (7)

Struve function of order ω is given by

Hω(x) =
∞∑

k=0

(−1)k

�(k + 3
2 )�(k + ω + 3

2 )

( x
2

)2k+ω+1
(8)

it is the particular solution of non-homogeneous Bessel differential equation

x2y"(x) + xy′(x) + (x2 + p2)y(x) = 4
(
x
2

)p+1

√
π�(p + 1

2 )

where � is the classical gamma function whose Euler integral is given by

�(z) =
∞∫

o

e−t t z−1dt, Re(z) > 0

Remark 1 Struve function and its more generalization are defined as follows: [2–4,
11, 14, 15, 18–22]

(i) Hψ
ω (t) = ∑∞

n=0
(−1)n( t

2 )
2n+ω+1

�(ψn+ω+ 3
2 )�(n+ 3

2 )
, ψ > 0

(ii)Hψ,μ
ω (t) = ∑∞

n=0
(−1)n( t

2 )
2n+ω+1

�(ψn+ω+ 3
2 )�(μn+ 3

2 )
, ψ > 0, μ > 0

(iii)Hψ

ω,φ(t) = ∑∞
n=0

(−1)n( t
2 )

2n+ω+1

�(ψk+ ω
φ
+ 3

2 )�(n+ 3
2 )

, ψ > 0, φ > 0

(iv)Hψ,μ

ω,φ (t) = ∑∞
n=0

(−1)n

�(μn+φ)�(ψn+ω+ 3
2 )

(
t
2

)2n+ω+1
, ω,ψ ∈ C

(v)Hω,φ,ρ(t) = ∑∞
n=0

(−ρ)n( t
2 )

2n+ω+1

�(n+ 3
2 )�(n+ω+ φ

2 +1)
, ω,ψ, ρ ∈ C

where ω > 0, μ > 0, and φ is an arbitrary constant.

Also generalized Galue type Struve function is defined as [9]

aW
ψ,μ
ω,φ,ρ,χ (t) =

∞∑

n=0

(−ρ)n

�(ψn + μ)�(ψn + ω
χ

+ φ+2
2 )

(
t

2

)2n+ω+1

, a ∈ N , ω, φ, ρ ∈ C (9)
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1.3 Main Result

Theorem 1 If a ∈ C, ω, φ, ρ ∈ C, where φ > 0, χ > 0, andμ is an arbitrary
parameter, then solution of kinetic equation

N (t) − N0

[
aW

ψ,μ

ω,φ,ρ,χ (t)
]

= −δν
0Dτ

−νN (t) (10)

where
[
aW

ψ,μ

ω,φ,ρ,χ (t)
]
is definedby equation9and δν

0Dτ
−νN (t) isRiemann–Liouville

integral operator holds for

N (t) = N0

[

aW
ψ,μ

ω,φ,ρ,χ (t)
∞∑

r=0

(−1)r
tνr

(2n + ω + 1)νr

]
(11)

Proof By substituting value of aW
ψ,μ

ω,φ,ρ,χ (t) by Eq.9 in Eq.10

N (t) + δν
0Dτ

−νN (t) = N0

[ ∞∑

n=0

(−ρ)n

�(ψn + μ)�(ψn + ω
χ

+ φ+2
2 )

(
t

2

)2n+ω+1
]

N (t) + δν
0Dτ

−νN (t) = N0

[ ∞∑

n=0

(−ρ)n

�(ψn + μ)�(ψn + ω
χ

+ φ+2
2 )

(t)2n+ω+1

(2)2n+ω+1

]

(12)
by taking Laplace transform on both sides of Eq.12

N (s) + δν
0Dτ

−νN (s) = N0

[ ∞∑

n=0

(−ρ)n

�(ψn + μ)�(ψn + ω
χ

+ φ+2
2 )

L[(t)2n+ω+1]
(2)2n+ω+1

]

N (s) + [1 + δν
0Dτ

−ν]

= N0

[ ∞∑

n=0

(−ρ)n

�(ψn + μ)�(ψn + ω
χ

+ φ+2
2 )(2)2n+ω+1

�(2n + ω + 1

S2n+ω+1

]

N (s)
[
1 +

( s
δ

)ν] = N0

[ ∞∑

n=0

(−ρ)n�(2n + ω + 1)S−2n+ω+1

�(ψn + μ)�(ψn + ω
χ

+ φ+2
2 )(2)2n+ω+1

]

N (s) = N0

∞∑

n=0

(−ρ)n�(2n + ω + 1)S−2n+ω+1

�(ψn + μ)�(ψn + ω
χ

+ φ+2
2 )(2)2n+ω+1

∞∑

r=0

[
−

( s
δ

)−νr
]

(13)
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Now on taking inverse Laplace transform of equation13

N (t) = N0

[ ∞∑

n=0

(−ρ)n�(2n + ω + 1)

�(ψn + μ)�(ψn + ω
χ

+ φ+2
2 )22n+ω+1

L−1

∞∑

n=0

(−1)rδνr s2n+ω+2+νr

]

N (t) = N0

[ ∞∑

n=0

(−ρ)n�(2n + ω + 1)

�(ψn + μ)�(ψn + ω
χ

+ φ+2
2 )22n+ω+1

L−1

∞∑

n=0

(−1)rδνr t2n+ω+2+νr

�(2n + ω + 1 + νr)

]

N (t) = N0

[

aW
ψ,μ

ω,φ,ρ,χ

∞∑

n=0

(−1)r
tνr

(2n + ω + 1)νr

]

Hence, the theorem is completely proved.

Theorem 2 If a ∈ C, ω, φ, ρ ∈ C, where φ > 0, χ > 0, d �= δ, and μ is an arbi-
trary parameter, then solution of kinetic equation

N (t) − N0

[
aW

ψ,μ

ω,φ,ρ,χ (dν tν)
]

= −δν
0Dτ

−νN (t) (14)

where
[
aW

ψ,μ

ω,φ,ρ,χ (t)
]
is defined by Eq.9 and δν

0Dτ
−νN (t) is Riemann–Liouville

Integral Operator holds for

N (t) = N0

[

aW
ψ,μ

ω,φ,ρ,χ (t)
∞∑

r=0

(−1)r
δνr tνr

(2n + ω + 1)νr

]
(15)

Proof By substituting value of
[
aW

ψ,μ

ω,φ,ρ,χ (t)
]
by Eq.9 in Eq.14

N (t) + δν
0Dτ

−νN (t) = N0

[ ∞∑

n=0

(−ρ)n

�(ψn + μ)�(ψn + ω
χ

+ φ+2
2 )

(
dν tν

2

)2n+ω+1
]

N (t) + δν
0Dτ

−νN (t) = N0

[ ∞∑

n=0

(−ρ)n

�(ψn + μ)�(ψn + ω
χ

+ φ+2
2 )

(dν tν)2n+ω+1

(2)ν(2n+ω+1)

]
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N (t) + δν
0Dτ

−νN (t) = N0

[ ∞∑

n=0

(−ρ)n

�(ψn + μ)�(ψn + ω
χ

+ φ+2
2 )

(dν tν)2n+ω+1

(2)ν(2n+ω+1)

]

(16)
Now on taking Laplace transform on both sides of Eq.16

N (s) + δν
0Dτ

−νN (s) = N0

[ ∞∑

n=0

(−ρ)n

�(ψn + μ)�(ψn + ω
χ

+ φ+2
2 )

L(dν tν)2n+ω+1

(2)ν(2n+ω+1)

]

N (s) + [1 + δν
0Dτ

−ν]

= N0

[ ∞∑

n=0

(−ρ)n(dν)2n+ω+1

�(ψn + μ)�(ψn + ω
χ

+ φ+2
2 )(2)ν(2n+ω+1)

�ν(2n + ω + 1)

Sν(2n+ω+1)

]

N (s)
[
1 +

( s
δ

)ν] = N0

[ ∞∑

n=0

(−ρ)n�ν(2n + ω + 1)Sν(−2n+ω+1)

�(ψn + μ)�(ψn + ω
χ

+ φ+2
2 )(2)ν(2n+ω+1)

]

N (s) = N0
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n=0

(−ρ)n�ν(2n + ω + 1)S−ν(2n+ω+1)

�(ψn + μ)�(ψn + ω
χ

+ φ+2
2 )(2)ν(2n+ω+1)
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r=0

[
−

( s
δ

)−νr
]

(17)

now on taking inverse Laplace transform on both sides of Eq. 17

N (t) = N0

[ ∞∑

n=0

(−ρ)n(dν)2n+ω+1�ν(2n + ω + 1)

�(ψn + μ)�(ψn + ω
χ

+ φ+2
2 )2ν(2n+ω+1)

L−1

∞∑

n=0

(−1)rδ−νr s−ν(2n+ω+2+νr)

]

N (t) = N0

[ ∞∑

n=0

(−ρ)n(dν)2n+ω+1�ν(2n + ω + 1)

�(ψn + μ)�(ψn + ω
χ

+ φ+2
2 )(2)ν(2n+ω+1)
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n=0

(−1)rδνr tν(2n+ω+2+νr)

�ν(2n + ω + 1 + νr)

]

N (t) = N0

[ ∞∑

n=0

(−ρ)n(dν)2n+ω+1

�(ψn + μ)�(ψn + ω
χ

+ φ+2
2 )(2)ν(2n+ω+1)
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n=0

(−1)r
tν(2n+ω+2+νr)

�ν(2n + ω + 1 + νr)νr

]
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N (t) = N0

[

aW
ψ,μ

ω,φ,ρ,χ (dν tν)
∞∑

n=0

(−1)r
tνrδνr

(2n + ω + 1)νr

]

Hence, the theorem is completely proved.

Theorem 3 If a ∈ C, ω, φ, ρ ∈ C, where φ > 0, χ > 0, d �= δ, and μ is an arbi-
trary parameter, then solution of kinetic equation

N (t) − N0

[
aW

ψ,μ

ω,φ,ρ,χ (dν tν)
]

= −dν
0Dτ

−νN (t) (18)

where
[
aW

ψ,μ

ω,φ,ρ,χ (t)
]
is defined by Eq.9 and δν

0Dτ
−νN (t) is Riemann–Liouville

Integral Operator holds for

N (t) = N0

[

aW
ψ,μ

ω,φ,ρ,χ (dν tν)
∞∑

r=0

(−1)r
dνr tνr

(2n + ω + 1)νr

]
(19)

Proof By substituting value of
[
aW

ψ,μ

ω,φ,ρ,χ (t)
]
by Eq.9 in Eq.18

N (t) + dν
0Dτ

−νN (t) = N0

[ ∞∑

n=0

(−ρ)n

�(ψn + μ)�(ψn + ω
χ

+ φ+2
2 )

(
dν tν

2

)2n+ω+1
]

N (t) + dν
0Dτ

−νN (t) = N0

[ ∞∑

n=0

(−ρ)n

�(ψn + μ)�(ψn + ω
χ

+ φ+2
2 )

(dν tν)2n+ω+1

(2)ν(2n+ω+1)

]

(20)
Now on taking Laplace transform on both sides of Eq.20

N (s) + dν
0Dτ

−νN (s) = N0

[ ∞∑

n=0

(−ρ)n

�(ψn + μ)�(ψn + ω
χ

+ φ+2
2 )

L(dν tν)2n+ω+1

(2)ν(2n+ω+1)

]

N (s) + [1 + dν
0Dτ

−ν]

= N0

[ ∞∑

n=0

(−ρ)n(dν)2n+ω+1

�(ψn + μ)�(ψn + ω
χ

+ φ+2
2 )(2)ν(2n+ω+1)

�ν(2n + ω + 1)

Sν(2n+ω+1)

]

N (s)
[
1 +

( s

d

)ν] = N0

[ ∞∑

n=0

(−ρ)n�ν(2n + ω + 1)S−ν(−2n+ω+1)

�(ψn + μ)�(ψn + ω
χ

+ φ+2
2 )(2)ν(2n+ω+1)

]

N (s) = N0

∞∑

n=0

(−ρ)n�ν(2n + ω + 1)S−ν(2n+ω+1)

�(ψn + μ)�(ψn + ω
χ

+ φ+2
2 )(2)ν(2n+ω+1)
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r=0

[
−

( s

d

)−νr
]

(21)
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now on taking inverse Laplace transform on both sides of Eq. 21

N (t) = N0

[ ∞∑

n=0

(−ρ)n(dν)2n+ω+1�ν(2n + ω + 1)

�(ψn + μ)�(ψn + ω
χ

+ φ+2
2 )2ν(2n+ω+1)

L−1

∞∑

n=0

(−1)r d−νr s−ν(2n+ω+2+νr)

]

N (t) = N0

[ ∞∑

n=0

(−ρ)n(dν)2n+ω+1�ν(2n + ω + 1)

�(ψn + μ)�(ψn + ω
χ

+ φ+2
2 )(2)ν(2n+ω+1)

∞∑

n=0

(−1)r dνr tν(2n+ω+2+νr)

�ν(2n + ω + 1 + νr)

]

N (t) = N0

[ ∞∑

n=0

(−ρ)n(dνr )2n+ω+1

�(ψn + μ)�(ψn + ω
χ

+ φ+2
2 )(2)ν(2n+ω+1)

∞∑

n=0

(−1)r
tν(2n+ω+2+νr)

�ν(2n + ω + 1 + νr)νr

]

N (t) = N0

[

aW
ψ,μ

ω,φ,ρ,χ (dν tν)
∞∑

n=0

(−1)r
(dt)νr

(2n + ω + 1)νr

]

Hence, the theorem is completely proved.

2 Conclusion

In view of the effectiveness and a great importance of fractional kinetic equation in
various fields of applied sciences and engineering as well, a significant amount of
research in this area has been carried out so far. The theorem established in the present
paper contains solution to a generalized form of fractional kinetic equations involv-
ing generalized Galue type Struve function by application of Laplace transform. On
account of being general in nature, our main findings under suitable parametric con-
straints yield numerous known and new results in terms of simple functions which
mayprove to be very useful in applications to various fields of science and technology.
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Current Status of Renewable Energy
Sources in India and Its Utilization
in Hybrid Energy System

Sunny Vaish, Naveen Kumar Sharma, and Gagandeep Kaur

Abstract The utilization of Renewable Energy Sources (RESs) is the best solution
to overcome the bad impacts obtained from conventional power plants in the environ-
ment. RES has potential to generate enough power to support modern power sector
and simultaneously reduces the greenhouse gases. India is a country that rich in RES.
The current status of RES in India is presented in this paper. RESs like solar and
wind energy relies on weather condition. They are intermittent in nature and varied
throughout the whole year. Due to this, a single RES connected system are not more
stable. A hybrid renewable energy source system is capable to efficiently utilizing
and extracting the maximum possible power from the available RES in the environ-
ment. A collaboration of two or more RESs join to form hybrid renewable energy
source (HRES) system. Various configuration of HRES system based on selection of
type of bus is discussed in this paper. This type of system supports the power system
and cost-effective operation. Some upcoming Wind-Solar Park projects which can
contribute to the targets of RES programme in a country are also mentioned.

Keywords Renewable energy sources · Hybrid renewable energy sources ·
Configuration of HRES

1 Introduction

The population of world increased day by day which responsible for rapidly growing
in demand of electricity. The generation of electricity is necessary to enhancing the
living status of human beings and economy of any country [1]. The deficiency of
energy is arising due to larger rate of consumption of energy around the world. The
generation of power through conventional energy sources are now become more
costly and incapable to serve the load demand effectively due to shortage of fossil
fuels. The conventional energy sources (fossil fuels) are limited and also imperfectly
disseminated on the earth. The excessive usage of fossil fuels (for example gas, oil,
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coal) to generate power causes its depletion. This process continuously increases the
bad impacts on the atmosphere which responsible for the rising of CO2 levels that
causes the global warming. Hence, this is very crucial to usage of Renewable Energy
Sources (RES) to overcome these types of issues in the environment [2]. The RESs
are sustainable resources that includes various sources such as solar energy, wind
energy, biomass, geothermal energy and hydro, generated by nature. The potential
of RES can be defined by changeability and availability of sources in the nature.
The energy generated by solar and wind is utmost effective solution for issues raised
through conventional fuels to generate power [2, 3]. The significance role of RESs
in the markets of electricity and economy in the world [3]. The introduction of
RESs delivers emission free power generation and reduces CO2 levels. But RESs are
dependent on environmental conditions and intermittent in nature. The maximize
utilization and extraction of power from RES system can be achieved by hybrid
renewable energy sources (HRES) system and Energy Storage System (ESS). The
amalgamation system of HRES (solar photovoltaics, wind turbines, diesel engine
system) and ESS (battery storage system) can minimize the cost of power [4]. The
HRES system can be a promising solution of utilization of erratic nature of RES
in the environment [5]. The utilization of ESS with HRES system in power system
is more beneficiary than the single RES system. The sizing of HRES system for
photovoltaic-based Micro grid (MG) by design space approach [6]. The ESS play
key role in theHybrid Energy System (HES). The reason behind is that the integration
of ESS in the power generation sector provides surplus power in peak demand period
at low cost and help to extract the maximum power from the RES system connected
with it [7].

This paper consists of four sections. The first section presents the overall intro-
duction and second section presents the current scenario of RES. A utilization of
RES in hybrid renewable energy source (HRES) system explain in third section. The
last fourth section presents the conclusion of the paper.

2 Current Scenario of Renewable Energy Source

According to International Energy Agency (IEA), the estimation of increment in
demand of renewable energy is near about 1% from2019 as compared to other energy
resources. The delays in construction and supply chain arisen through pandemic of
COVID-19 but still renewable electricity generation raises by approximately 5%.
The annual growth (in percentage) for renewable electricity generation by source is
shown in Fig. 1.

The RES system provides 30% of electricity around the world. The hydro power
generation system is reached more than half of all RES power generation which
is near about 60%. The speed of addition of RES could reduce in 2020 because
of disturbances and constructions caused by shortage of labour [8]. It is expected
that 60% of all RES capacity addition can be obtained from SPV in 2025 and wind
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Fig. 1 Annual growth (in
percentage) for renewable
electricity generation by
source in the world,
2018–2020 [8]
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supports near about another 30%. RES would become a largest source of electricity
generation and left behind the electricity generation from the coal by the 2025 [9].

2.1 Installed Capacity of India

The ranked of India in electricity consumption is reached at 3rd position in the world
[10]. Figure 2 shows the total installed capacity in India (As on 30/04/2021). India is
a country which has secured the position of third largest consumer and producer of
electricity in the world [11]. According to Central Electricity Authority (CEA), the
total installed capacity of India is about 382,730 MW. Thermal (coal, lignite, gas,
diesel), nuclear, hydro and renewable energy sources are the main contributor in the
total installed capacity of India [12].

0 50,000 100,000 150,000 200,000 250,000
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Total installed capacity in India by source (in MW)

Fig. 2 Total installed capacity in India by source (as on 30/04/2021) [12]
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India has got 3rd rank in power production and consumption, but it also contributes
to the harmful gases in the environment. The coal is the main source of energy which
contribute near about 53% of total installed capacity. The generation of power from
coal is more than 50% in India. The RES contributes near about 36% of total power
installed capacity in India [12].

2.2 Status of Renewable Energy Source in India

India is a one of the countries which generate large amount of power from renewable
energy sources. The Table 1 presents the status of installed capacity of grid integrated
renewable energy sources in India. The India has ranked 4th largest renewable power
capacity around the world. It is near about the 136 GWwhich contribute 36% of total
capacity of renewable energy in India and increasing continuously [13]. The total
grid integrated RES power is approximately 94,433.79 MW in India [14].

The potential of solar renewable energy is the highest amongst the various RES in
the country. The ground mounted and roof top solar power is near about 35,645 MW
and 4439 MW, respectively. India has 250 to 300 clear sunny days in some states.
The annual solar irradiance varies from 2200 to 1600 kWh/m2.

Thewaste to energy andSolar Photovoltaic (SPV) are contribute to off-gridRES in
India. The power contribution of waste to energy and SPV is approximately 218MW
and 1149MW, respectively. The total contribution is 1368MW in off-grid RES [14].
The set target of other RES technologies is 0.60 (in lakh) in which 0.11 is achieved
in April–March 2021. The total contribution of other RES technologies is 51.65 (in
lakh). There are some off-grid RES system or devices which also contribute to the

Table 1 Status of installed capacity of grid integrated renewable energy sources in India (in MW)
[14]

Renewable energy
source (RES)

Target (in MW) Achievements
(April–March 2021) (in
MW)

Cumulative
achievements (as on
31.03.2021) (in MW)

Wind power 3000.00 1503.30 39,247.05

Solar power—ground
mounted

9000.00 3533.14 35,645.63

Solar power—roof top 2000.00 1924.44 4439.74

Small hydro power 100.00 103.64 4786.81

Biomass (bagasse,
cogeneration)

200.00 173.37 9373.87

Biomass (non-bagasse,
cogeneration)

50.00 97.24 772.05

Waste to power 30.00 21.00 168.64

Total 14,380.00 7356.13 94,433.79
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Table 2 Status of off-grid renewable energy sources in India (in MW) [14]

Renewable energy
source (RES)

Target (in MW) Achievements
(April–March 2021)

Cumulative
achievements (as on
31.03.2021)

Waste to energy 10.00 20.76 218.95

SPV systems 500.00 171.11 1149.49

Total 510.00 191.87 1368.44

RES in India. The total number of SPVStreet Lighting System (SLS),HomeLighting
System (HLS), Solar Lanterns (SL), pumps are 830,373, 1,723,479, 7,948,219 and
286,830 installed, respectively. There are 218.95MWwaste to energy and216,407.67
kWp (kiloWatt peak) power plants are also contribute to RES system India [15]. The
status of off-grid renewable energy sources in India is depicted in Table 2.

India power system has capable to enhanced the power quality, access of contin-
uous electricity at urban, rural and remote areas and fulfil power demand through its
RES system. From the last 5.5 years, the installed solar capacity is increased around
2.6 GW to more than 34 GW. The country has also launched the world’s largest
RES expansion programme of 175 GW till 2022. India got globally 5th position for
overall installation of RES capacity.

2.3 Upcoming Hybrid Renewable Energy Sources in India

India is country that blessed with enormous amount of RES such as solar energy
and wind energy. They both RES can utilize as the alternative energy source to
the conventional source of energy to accomplish the requirement of energy in the
country. The potential of solar power and wind power of the country is 749 and
695 GW (at 120 m above from ground level), respectively. The National Institute
of Wind Energy (NIWE) recognizes the best possible sites for the development of
the wind/wind-solar hybrid power projects. The sites or location for project selected
on the basis of availability of wind RES and adequate suitable land for wind power
plants. If the site or location has found to be suitable for solar power plant also, the
authority can consider to developing the Wind-Solar Power Park [16].

The introduction of Wind-Solar Power Park in the country has several benefits.
These types of projects help to finish the target of 175 GWRES programme, support
to transmission and distribution systems and also help to reduce the CO2 emissions,
etc. There are some planned locations for development of Wind Parks/ Wind-Solar
Hybrid Park in India depicted in Table 3 [16].
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Table 3 Planned locations for development of Wind Parks/ Wind-Solar Hybrid Park in India [16]

State District Area (km2)
available

Average
wind speed
(m/s)

Average wind
power density
(W/m2)

Installable
potential (MW)
(assuming
5 MW/km2)

Tamil Nadu Tirunelveli 68 7.326 572.730 340

Tuticorin 169 6.998 305.284 845

Coimbatore and
partially
Palakkad
(Kerala)

351 8.588 558.989 1755

Tiruchirappalli
and Perambalur

547 7.093 444.8000 2735

Andhra
Pradesh

Tumakuru and
Anantapur

1055 7.307 334.628 5275

Karnataka Chitradurga and
Davangere

640 7.132 369.945 3200

Bellary and
Davangere

924 7.139 335.037 4620

Chitrdurga 269 7.153 309.581 1345

Chitrdurga and
Davangere

380 7.194 335.889 1900

Gujarat Junagadh and
Porbandar

2900 7.017 385.530 14,500

Kutch 771 7.329 337.750 3855

Kutch 680 7.510 371.885 3400

Kutch 590 7.434 372.130 2950

Kutch 308 7.297 358.508 1540

Rajasthan Barmer 265 6.50 289.84 1325

Barmer 109 6.52 286.69 545

Madhya
Pradesh

West Nimar 220 6.91 400.90 1100

Telangana Ranga Reddy 346 7.14 299.65 1730

Ranga Reddy 197 6.61 268.43 985

Total (MW) 53,945
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3 Utilization of RES in Hybrid Renewable Energy Source
(HRES) System

3.1 Hybrid Renewable Energy Source (HRES)

The RES such as solar energy and wind energy are natural resources which provides
emission free environment but depends on environmental conditions. The power
generation from solar and wind energy system depends upon the availability of
intensity and irradiance level of sunlight and high cut-in wind speed, respectively.
They are not uniformly distributed and not constant at every place.AFig. 3 depicts the
typical hybrid renewable energy source system. The system which consists of non-
renewable energy source and two or more renewable energy source known as HRES
systems [17]. Due to this, HRES system are now becoming more popular for power
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Photovoltaic

 System

ButtonDC/ DC

ButtonAC /AC
Conventional 
Fuel Energy 

System

AC Loads Power System

DC Loads
Energy Storage 
Systems (ESSs)

Wind Energy 
System

DC BUS

AC BUS

ButtonDC / AC ButtonAC / DC
Bidirectional 

Converter

Fig. 3 A typical hybrid renewable energy source system [3]
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generation atmodern power sector aswell as remote areaswhere access of centralized
power is difficult. A study of current status and features of 19 software [18]. For
hybrid energy system, a study of optimum sizing, management of energy, strategy
for operation and controlling, variousRES integration [3]. The issues of perfect sizing
of hybrid energy system to supply sufficient energy to accomplish the necessities of
loads and minimizing the investment and operational cost [19]. HRES system can
operate off-grid mode (stand-alone) and on-grid mode (grid connected). The off-
grid HRES system has lower cost and higher flexibility that of Solar Photovoltaic
(SPV) or wind energy system. The utmost common HRES system constitute from
SPV, wind, storage system (batteries) and SPV, (non-RES) diesel, storage system
(batteries). The simulation and optimization of off-grid HRES system [20]. The ESS
plays a crucial role in the stand-alone as well as grid tied HRES system. They store
energy during the availability of solar energy andwind energy and delivers this stored
energy when a useful work is to be carried out in the future. The RES system suffered
from intermittency due to the variation in availability of sources.

This intermittency can be diminished from theHRES system throughdevelopment
of the energy management strategies. A review of energy management techniques in
HRES systems [21].

3.2 Configuration of Hybrid Energy System with RES

Selection of Common-Bus Type—In the hybrid energy system, a various RES and
non-RES, ESS, AC/DC loads and grid is connectedwith theDC orAC bus depending
on the type of bus configuration is to be selected (AC/DC bus type) [22].

3.2.1 AC Common-Bus Type [22, 23]

AC common-bus type is a configuration in hybrid energy system which consists of
various RES and non-RES, ESS, AC/DC loads and grid connected with common
AC bus. All the power generating units are connected to AC bus through the power
converters. The power delivered to AC bus by the sources. AC common-bus type
system is more flexible than DC common-bus system because it can supply power
directly to the grid as well as their consumers (AC loads). This type of system more
advantageous for AC loads type consumers. Figure 4 presented the AC common-bus
type configuration of HRES.

3.2.2 DC Common-Bus Type [22, 23]

DC common-bus type is a configuration in hybrid energy system which consists of
various RES and non-RES.
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ESS, AC/DC loads and grid connected with common DC bus. A DC common-bus
type configuration of HRES depicted in Fig. 5. The all-crucial power generator units
are integrated with DC common-bus. The AC power generators have to first rectify
their power by the power converters and then connected with the DC bus system.
There is requirement of inverter to supply the power to utility grid and AC.

3.2.3 Hybrid AC-DC Type [22, 23]

Hybrid AC-DC type is a configuration in hybrid energy system which consists of
various RES and non-RES, ESS, AC/DC loads and grid connected with common DC
bus as well as common AC bus. A Fig. 6 shows hybrid AC-DC type configuration of
HRES. The hybrid AC-DC type configuration better than both AC common-bus and
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DC common-bus type configuration because it has both the features of aforemen-
tioned configurations. In this type of configurations, RES and non-RES can directly
supply a power to the AC loads consumer and increase system performance. The
converter connected between the AC bus and DC bus can be replaced by bidirec-
tional converters. The bidirectional converter can supply surplus power in the peak
demand period.

The entry of various types of technologies of RES and storage system has lower
costs which delivers power to the small communities. The investigation of modelling
tools of HRES to create the emergent prospects that include social indicators to
optimize systems in small communities [24]. The introduction of volatile RES in
HRES system is very difficult. To develop economically and technically practicable
HRES configuration is very crucial for the system. The feasible sizing of a HRES
and significance of selection of data with erratic RES [5]. Due to changeability and
randomness property of oneRESsystem (for examplewind and solarRES) aremostly
stand-alone systems. To design the HRES system more effective and reasonable, the
sizing of every component should be known. The methodologies for sizing, current
classification and various evaluation indicators [25].

3.3 Cost-Effective Operation of HRES

Hybrid renewable energy systemprovides optimal and performs cost-effective opera-
tion. This paper presents the various configuration of hybrid energy system connected
with RES systems (Solar and Wind energy system). But these RESs depend upon
environmental conditions. The energy produced by RESs is variable and highly
weather dependent. Therefore, an ESS can be installed to storing charge (electric



Current Status of Renewable Energy Sources in India … 195

power) when RESs are available and discharge when there is demand of power. The
integration of solar and wind energy system (HRES) in conventional power system
can reducing the excess usage of fossil fuels as well as help to reduce the problems
arising from pollutions.

3.3.1 SPV System

RES, such as sun and wind energy have volatile behaviour. The dilemma of compli-
cations in integration of RES with power system can be avoided by introducing
the HRES in which various energy sources (conventional or non-conventional) are
interconnected. An algorithm for optimal sizing of HRES is proposed on the basis
of selection of data of extremely inconstant RESs in [5]. The aim of design and
installation of SPV system is to utilize it minimum of 20–30 years and its monitoring
and controlling unit functioning long lasting. The SPV power system required less
maintenance than any other type of power generation equipment in running. The
necessary condition for optimal maintenance operation is [26]:

1. Cleanliness of module surface by removing dust particles, snow, soil, etc.
2. Controlling of growing of vegetation nearby modules.
3. Examination of wires and all electrical contacts.
4. Inspection of inverter operation carefully.
5. Check mechanical mounting system.
6. Replacing the cracked or broken component (e.g. panels or its frame, etc.).

The Levelized Cost of Energy (LCOE) method takes into account the investment
cost, the operating cost and recycling costs and the total energy produced during the
system service life. In a simplified form, the LCOE can be expressed as:

LCOE = IC+ ∑n
k=1 OCk

∑n
k=1 EPk

(1)

where the IC, OCk , EPk and n represents the cost of investment, operating costs (such
as maintenance) in the specific year, the production of electrical energy in specific
year and number of production year, respectively. The LCOE method is very useful
to know the economics practicability of PV plan developments for comparing the
other technologies of electricity generation [27].

3.3.2 Wind Energy System

Wind energy available at free of cost and relies on environmental condition. The
cost of installation for the wind turbine can be governed by initial capital cost of
wind turbines (towers and installation) which is equal to approximately 84% of total
installation cost of wind plant. The higher installation cost is one of the key barriers
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to their uptake. Once the wind power plant installed, there is no need to investment
for fuels. The capital costs of wind power plant can be divided into the following
major groups:

1. Costs of turbine costs—This cost includes the blades, tower and transformer.
2. Costs of civil work—This includes whole construction cost to for preparation

of site and foundations for the towers.
3. Costs of grid connection—This consists of transformers, sub-stations, connec-

tions with the transmission networks and local distributions and
4. Other Capital Costs—This includes the construction of buildings, system for

controlling, costs of project consultants, etc.

The main key cost components of for off-shore and on-shore wind power plants
are project planning and development, wind turbines, installations, connection of
grid and cabling and foundations. These key components also play a very crucial
role for overall cost reduction of wind power plant installations [28]. The different
materials (such as, copper, fibreglass and iron), workers, legal and financial costs
contributed approximately 30% of the cost reduction of wind turbines prices over the
period 2005–2017. The finding of gap of acquaintance by quantitatively inspecting
the drivers behind the cost reductions of on-shore wind turbines from 2005 to 2017
[29]. The minimization of cost depends upon performance of wind turbines. The
size of wind turbine installation can be estimated by not only statistics of wind at a
specific site but as well as infrastructure of turbine and costs of maintenance. The
analysis study of six different standard wind turbines (GE 1.5 SLE, Enercon E44,
Enercon E53, FD21-100, EWTDW54 and Hummer H25.0–200 kW) for comparison
on account of the cost of energy and performance [30].

The solar and wind energy are available at free of cost and can generate enough
power without polluting environment. The introduction of these RESs in the power
system can help to reduce the generating cost of power from fossil fuels. The capital
cost of installation of wind and solar power plant is required at starting stage. Then
there is no investment is required to buy fuel. Simultaneously utilization of HRES in
power system is help to reduce the GHG emissions developed by fossils fuels. When
grid is at peak demand stage, ESS connected HRESs can utilized to accomplish
the power demand and help to stable the system as well as performs cost-effective
operations. HRES are also utilized in the condition of power events such as power
cuts, faults and also in the condition when supply of power from the grid end is very
high.

4 Conclusion

The conventional power sector relies on the fossil fuels to generate the power. A large
amount of power is generated from a coal in the entire world and also depend on oils
for producing energy. A conventional fuel is the key source of greenhouse gases in
the atmosphere. The flexibility and performance of conventional power system can
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be enhanced by penetration of RES. The RES is sustainable energy sources that can
supports the green environment and reduces the dependency on conventional fuels
in modern power sector. But RESs are not available at all the time in adequate form.
They are non-uniformly distributed on the atmosphere of earth. By using HRES
system with energy storage system, a RES can utilize in better manner. India became
a 3rd largest producer and consumer of electricity plays a key role in reducing the
CO2 levels in the world. India can contribute in the targets for initiatives to installed
more RES systems and reducing CO2 emissions in the world. A discussed HRES
configuration based on the selection of type of bus are beneficial for optimal designing
of system. A system become a cost-effective if significant configuration is to be
selected. HRES system can support grid in peak demand and power outages/fault
events and provide power at reasonable cost. They can also provide power to remote
areas where access of centralized power is not possible.
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Comparative Sentiment Analysis
on Stock Market News Using Machine
Learning

Devansh Sachar, Hemlata Goyal, and Vijay Kumar Sharma

Abstract The forecasting of the stock market values particularly the multi-national
firms is a truly intriguing and thought provoking task. Sentiment Analysis instigates
many companies to conduct market survey, competitive analysis and gain an edge
in their respective industry along with expedite the process to understand the future
trends of stock news data. In the context of sentiment analysis, top 25 economic
news and reddit reviews are taken for sentiment analysis using natural language
processing for this work. The dataset is taken downfallen stock range (2000–2008)
and uplifting stock range (2009–2016), in two slots. We examine machine learning
classifiers of Random Forest, Multi Binomial Naïve Bayes, Passive Aggressive and
Linear Regression individually for training–testing with accuracy measures of the
sentimental data. Sentimental data is extracted with the N-gram and TF-IDF vector-
ization to evaluate the sentiment accuracy in changing the stock of the particular
period. On the basis of Performance Measures for Random Forest, Multi Binomial
Naïve Bayes, Passive Aggressive and Linear Regression machine learning models,
a very less considerable difference is measured. Among all the machine learning
models, Random Forest classifier is selected as best classifier with 85.97% accuracy
and±1.0 error in terms of the effect of emotional values with respect to stock market
values by the performance matrices. The obtained performance accuracy of all the
applied models is more than 83% in all.

Keywords Machine learning · Stock news · n-grams · Tf-idf · Natural language
processing
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1 Introduction

In the field of engineering as well as finance, stock news analysis is a challenging
problem. The aim of this work is to develop a sentiment analysis prediction model
on the basis of connecting words and assigning positive or negative sentiment
accordingly.

The stock market plays one of the most centric roles in an economy. The financial
industry is expanding its horizons toward finance and business analytics sectors to
fully understand the stockmarketmovement. In this work, primarily focus is given on
the economic news after the infamous 2008 stock market crash to fully understand
the correlation between sentiment analysis and stock movement. Our generation
consumes news articles on a daily basis through many mediums primarily economic
headlines of newspapers through different news apps. Therefore, the news headlines
play a humongous role in changing consumer sentiment. The fact of the matter still
remains that what is the extent of the impact of these headlines. We found that
the impact is far greater than expectation. We will use sentiment analysis on these
headlines to carry out satisfactory results. This approach will help users gain the
maximum clarity whether to trust these headlines or not.

Sentiment evaluation has been the leading application to extract sentiment and
determine the values from online platform. Subjectivity evaluation aims at dividing
languagedevices into categories: objective and subjective,while sentiment evaluation
tries to divide the language devices into categories; negative and positive [1, 2].
Sentiment evaluation is the procedure of figuring out people attitudes, opinions,
evaluations, value determinations and feelings toward entities [3].

The headline of financial information is required for sentiment analysis. Text pre-
processing [4, 5] is an intricate pillar in textual mining, NLP and gathering statistics.
It is used for obtaining ready unstructured records for understanding extraction.
These are just some of the things which can be done by text pre-processing. Tokens
are small stream of words or units which are created by splitting text into words by
the process of tokenization. Stop words are basically a set of common words which
are used in any language. Stop-word-elimination is the procedure of removing the
often repeated phrases that don’t add any significant relevance to the data record. On
removal of stop words, dataset size decreases and the time to train the model also
decreases. Removing stop words can potentially help improve the performance as
there are lesser and onlymeaningful tokens left. Stemming is the process of returning
the variation of the word into common representation by removing suffixes [4].

The proposed model uses Random Forest, Multi Binomial Naïve Bayes, Passive
Aggressive and Linear Regression machine learning models for training–testing-
validation of sentimental stock news dataset.

This is achieved by selecting news articles about companies, world economies,
financial reports and text analysis for handling unstructured message data. Sentiment
analysis can help new age investors inmaximizing profits, minimizing costs and risks
and improving investors’ understanding of the stock market, leading to accurate
investment decisions.
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2 Related Work

In recent times these have been a tremendous upsurge in field of sentiment analysis
and financial technology which has instigated many researchers to carry out data
driven results to improve accuracyof differentmodels.Many studies aimat improving
accuracy by using twitter dataset as well as prices from different stock exchanges
such as S&P 500 and NSE. The accumulation of both has given satisfactory results
[6].

In order to integrate word association and lexical resources for analyzing stock
market news, various integrative text extraction approaches are used in analyzing
sentiments for financial markets, focus on price prediction with different time frames
[7] and increase the accuracy of the prediction [8, 9]. To deal with unstructured data,
all of the above studies are challenging.

Text mining approaches are used to forecast the trend analysis of the stock values
on the basis of text information versus closing prices and price chart [10].

Bing et al. [11] planned an algorithmic rule to predict stock worth movements
with 76.12% accuracy to analyze the social media public information contained
within the tweet dataset. NLP techniques are employed in conjunction with data-
processing approaches to reveal relationship patterns between public sentiment and
numerical stock prices. A model for predicting stock prices supported the mix of
a self-organizing-map (SOM) and supporting-fuzzy-vector-machines (FSVM) was
proposed. This contribution suggested the idea to extract the fuzzy rules by themixing
of applied mathematics models of Machine learning [12].

The perfect accumulation of sentiment analysis into machine learning approach
implementing upon the basics of SVM which will help attain empirical results and
affect the investor’s decision and the companies risk factor [13].

Stock Twits accompanied with sentiment analysis for constructing an optimum
model of stock pricemovement prediction. Basically classifying each tweet as bullish
or bearing which essentially means positive or negative [14].

The review structure is domain oriented formany sentiment analysis documents as
one needs to be oriented of the topic and the keywords to find fitting tools to perform
sentiment analysis. The author also mentions that negation is a key challenge in this
process whether there is any form of structured data [15].

A sentence level summary model is introduced into the daily summaries of stock
values forecasting by news articles. This paper discusses a general framework for
forecasting stock prices that uses text document as input and generate predicted price
movement as output [16].

The Stock Sonar (TSS) is primarily a sentiment analysis tool on the basis of hybrid
technique that combines various sentiment dictionaries and various compositional
patterns [17]. One of the most ground breaking features of TSS is that it provides
to the point sentiment extraction i.e., only highlighting the polar attributes namely
positive and negative leaving out the un-useful content of the article. This paper
mainly aims at showing how it can enhance the process of document level sentiment
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classifiers. The insights from this paper mainly focus on saving the time of daily
investors which is utmost necessary in this digital age.

The aim of this paper is to minimize loss and get high accuracy prediction of
sentiment analysis of stock news resulting returns to confirm a financially secure
future.

3 Methodology

The proposed architecture of the model starts off by selecting a relevant data set
which has a future scope and gives insightful results with high accuracy of sentiment
analysis by using the most optimum combination and order of tools.

In this work, we will help users to determine which is the best way to maximize
accuracy in order to make the perfect model on the basis of the top 25 headlines
from 2000 to 2008 downfallen stock range and 2009–2016 uplifting stock range, in
two slots. Text pre-processing is required for sentiment analysis [18] of stock news
dataset. We used both ’n-gram’ and ’tf-idf vectorizer’ to convert text into vectors and
applied RandomForest,Multi Binomial Naïve Bayes, Passive Aggressive and Linear
Regression machine learning classifier for training–testing-validation and select the
best model on the basis of performance measure.

The detailed methodology is given in Fig. 1 which essentially consists with three
key components. Phase-1 is cleaning the data using pre-processing of the text and
applying n-grams. The result of phase-1 is given as input to phase-2.

Fig. 1 Methodology of sentiment analysis for stock news
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In phase-2, the text is converted into the vectors using tf-idf. Now time-series
dataset of 2000–2008–2016 and sentiment analysis correlation above that 70% is
sent to machine learning classifiers for training–testing.

In the last phase-3, we evaluate the performance measure matrices of Random
Forest, Multi Binomial Naïve Bayes, Passive Aggressive and Linear Regression
machine learning classifier for better understanding. All these processes are key to
obtain the effective results and understand the usefulness of Machine learning in
Sentiment analysis. Each design block is explained in the following sections.

3.1 Data Description

Stock news dataset is acquired from Kaggle repository from 2000 to 2008 and 2009
to 2016 in which headlines related to economics from the Reddit World Channel
are taken. They’re ranked based on the votes of Reddit users and selection of top 25
headlines are taken for a single date.

The main driving force which led to the division of the dataset in two slots was
the 2008 Stock Market crash which was an abrupt moment in the stocks which led to
the stock market coming at all time low very fast speed. The division of the dataset
has been done to create a comprehensive contrast between values before and after
the crash to increase the variance dimensionality for comparative sentiment analysis.

The dataset under consideration is a combination of world news and stock price
changes. Date is taken in the first columnwhile news headlines are in second column.
All stock news is taken in sorted order from top to bottom ranking according to
relevance. Hence, each date row having 25 lines. There are approximately 2000
rows of data for comprehensive analysis.

3.2 Classification Description

Themain aim is to classify the stock news dataset into positive or negative sentiments.
For this purpose, the data in the message text is pre-processed, followed by the
classification of the messages using the Naive Bayes classifier. The following pre-
processing processes are applied on various classificationmodels on the basis of their
input data specifications. Following is the text pre-processing steps that are carried
out as given.

Tokenization. Tokenization is considered the building block of any text related task in
a NLP related project. Tokenization is a way of separating a piece of text into smaller
units called tokens. In our project we used tokenization to top news headlines into
small streams of words which were later processed upon by N-gram.

Conversion in lowercase. To convert all the data to lowercase as during the training
of the models it may consider same words as different as its case sensitive.
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Removing of Stop words, Tags, Special Character. Stop words are not important
in news text so removing them will help us bringing down the dimensionality of the
model thus making it fast and better.

No need of tags and punctuations in news text as of no use to understand the sentiment
of the news text and will just end up increasing the dimensionality and latency of the
model. So, removal of these common punctuations and tags is done.

Stemming. To make similar words to their base word or in short removing the
abbreviations used. At times these words will be treated differently even though they
mean same such as ‘doesn’t’ and ‘does not’ to increase dimensionality.

N-Gram. It is a probabilistic model for training the corpus typically word sequences
occur in corpus text and so estimating the probabilities.

Term Frequency Inverse Document Frequency (TF-IDF). Term Frequency refers
to the occurrence of a word pops up in a text and word occurrence in a document
corpus is known as Inverse Document Frequency. In tf-idf, words are weighted
according to their significance. Capital letter, non-alphanumeric characters, special
characters and not necessary punctuations are eliminated first. After it, we gathered
terms that were similar.

There are multiple methods to convert words to vectors. Here we use tf-idf, math-
ematical formulation is shown in Eq. (1–3) that allots each words a specific value on
basis of their repetitions in each news text.

t f (t, d) = fd(t)

max
wεd

fd(w)
(1)

id f (t, D) = ln

( |D|
|{d ∈ D : t ∈ d}|

)
(2)

t f id f (t, d, D) = t f (t, d).id f (t, D) (3)

Afterward, we used sklearn’s tf-idf Vectorizer to convert the scanned text to tf-idf
features, to construct a bag of terms, a count vector, and a tf-idf matrix.

How sentiment shifts over time, what was the sentiment of the general public that
day with the package ‘sentimentr’ in order to pertain conclusive results, and plot the
stock values versus the dates as shown in Fig. 4.

3.3 Machine Learning Classifiers

Random Forest Classifier. It belongs to the supervised ensemble technique and
may be used for each Classification and Regression issues in Machine Learning. It
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is a system of mixing a couple of classifiers to clear up a complicated hassle and to
enhance the overall performance of the model.

Multi Binomial Naïve Bayes classifier. Naive Bayes is usually used in text classi-
fication with issues pertaining to numerous classes. Bayes theorem calculates like-
lihood P(c|d) wherever c is that the class of the potential outcomes and d is the
given instance that needs to be classified, representing some sure feature as shown
in Eq. (4). Naive Bayes combines both Prior Probability and Likelihood measures
to perform Posterior probability which is shown in Eq. (4). Naïve Bayes classifier is
used to divide the input to positive and negative sentiment primarily by using tf-idf
values.

PN B(C |d) = P(c).(
∏m

i=1 P( fi |c)ni(d)

P(d)
(4)

Passive Aggressive Classifier. It is underrated in the field of machine learning.
It works by reporting as passive for correct classifications and agressive in any
miscalculations. It is used to diversify the range of classifiers used in NLP field.

Logistic Regression. The primary reason for choosing Logistic Regression model is
because it is widely implemented in the Financial Sector and makes utmost sense. It
predicts the category dependent variable using the predefined independent variables.
The result is a discrete value like 0 or 1. Logistical Regression is primarily used in
classification problems as it optimum in determining the variables for classification.

4 Results

Stock news dataset is acquired fromKaggle repository from 2000 to 2008 downfallen
stock range and 2009–2016 uplifting stock range, in two slots, in which headlines
are ranked based on the votes of Reddit users and selection of top 25 headlines are
taken for a single date as shown in Fig. 2.

To classify the stock news dataset into positive or negative sentiments, the data
in the message text is pre-processed, followed by the classification of the messages
using the Naive Bayes classifier and prediction model on the basis of connecting
words and assigning positive or negative sentiment accordingly, shown in Fig. 3.

Year 2008, inwhich the greatest stockmarket crash took place, therefore, studying
and analyzing the sentiments of general public after the crash will prove utmost
insightful as shown in Fig. 4.

Figure 5 depicts the test results accomplished to forecast and analyze the stock
marketplace behavior by the usage of sentiment evaluation. In the sentiment eval-
uation, the information statistics are split into training and testing sets. The results
for the same have been depicted in Fig. 6. The results display that highest accu-
racy executed for sentiment evaluation version is as much as 85.97% for Random
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Fig. 2 Data description for stock news

Fig. 3 Sentiment analysis dataset (0—negative, 1—positive)

Forest Classifier, 84.65% accuracy for Multi Binomial Naïve Bayes, 85.44% for
Passive Aggressive and 83.20% for Linear Regression. Random Forest set of rules
offers precise performance, excessive accuracy and accomplished nicely with textual
statistics.

Figure 7 shows confusionmatrix forRandomForest,Multi BinomialNaïveBayes,
Passive Aggressive and Linear Regression machine learning classifier, applied on
sentimental stock news dataset. Random Forest is selected as best classifier with
high precision, high recall and high accuracy of 85.97%.

Table 1 depicts the accuracy of Random Forest, Multi Binomial Naïve Bayes,
Passive Aggressive and Linear Regression machine learning classifier, applied on
sentimental stock news dataset.
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Fig. 4 Stock values downfall view (2000–2008)

Fig. 5 Sentiment analysis of positive, negative (2008–2016)
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Fig. 6 Performance accuracies of machine learning models

(a) Random Forest (b)  Multinomial Naïve Bayes  

(c) Passive Aggressive (d) Logical Regression

Fig. 7 Confusion matrices of applied machine learning model
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Table 1 Training–testing
accuracy of models

Machine learning classifier Accuracy (%)

Multi binomial Naïve Bayes 84.65

Random Forest 85.97

Passive Aggressive 85.44

Logical Regression 83.20

5 Conclusion

In retrospect to the standard stock market prediction systems, our unique approach
combines the sentiments of news feed ranked by reddit users which are quintessen-
tially common people to understand the conduct of the equity related markets and in
particular the stock market.

The proposed study investigated impact of reading extraordinary varieties of clas-
sifiers for expertise inventory marketplace conduct. The proposed version advanced
helped in choosing the correct classifier for analysis of inventory marketplace, via
way of means of thinking about extraordinary varieties of each day information at
some point of a selected day. Highest accuracy executed for sentiment evaluation
version is as much as 85.97% for Random Forest Classifier, 84.65% accuracy for
Multi Binomial Naïve Bayes Classifier, 85.44% for Passive Aggressive and 83.20%
for Linear Regression, in which Random Forest classifier is selected as best classifier
for stock sentimental news dataset.

6 Future Work

This work is not analyzing the sentiments of audience emotions, twitter talks that
are misspelled or double meaning, SMS messages. The future work to add above
said text types in the current work to predict the accuracy with text analytics and
machine learning algorithms. This model can be visually interpreted by making a
‘Sentiment Analysis Web App’ to help the user to evaluate the sentiment of his/her
data in real time. Like RoBERTa which is a part of Facebook’s ongoing commitment
to develop with less reliance on time- and resource-intensive data labeling can also
be implemented in this work.
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A New Hybrid Chaotic Map-Based
Image Steganography Using Spectral
Graph Wavelet

Shikha Chaudhary, Saroj Hiranwal, and C. P. Gupta

Abstract This paper proposes a new hybrid chaotic map-based image steganog-
raphy using spectral graph wavelet (SGWT). A new hybrid chaotic map method
is proposed using the composition of two existing chaotic maps: Hénon map and
Duffing map. Using the proposed hybrid chaotic map, the secret image is scrambled.
The SGWT transform using graph signal processing (GSP) is performed on cover
and secret image, where each image is generated as a 2D grid graph and each pixel is
displayed as a vertex of a graph. To hide the secret image in a cover image, the alpha
blending operation is performed. Furthermore, the inverse graph wavelet is applied
to bring forth the stego image. The experimental analysis and outcomes show that
the suggested technique gives improved PSNR and NCC.

Keywords Steganography · Spectral graph wavelet · Graph signal processing ·
Chaotic map · Information hiding

1 Introduction

The term Steganography is originated from Greek that signifies “Covert Writing.”
It is the technique of hiding data without arising suspicion [1, 2]. In ancient era,
secret messages were hidden by some physical means such as pigeons and head
of a man was shaved to write the secret message, and women’s earrings, etc. The
invisible ink, drawings were also used to hide information by varying the length
of a line, the colors, or other features of the picture. It is proved that great artists,
such as Leonardo Da Vinci, Rafael, and Michelangelo, have concealed messages
in their paintings [3]. The contemporary microdot, which consists of printed-period
size images, also called Microdots started being popular in 1941, during the World
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War II [4]. The scientific study of digital steganography started in 1983 when the
cryptographer Gustavus Simmons [5] published the first steganography work.

These days, steganography is primarily used to protect confidential data. The
use of digital communication has effectually increased by which the internet has
come up as a fastest way of communication [6]. Simultaneously, data through the
internet is more vulnerable to various attacks like copyright violation, snooping,
and goofing therefore the necessity of secret, reliable, and secure communication is
required. Steganography is one of the techniques used for information hiding likewise
fingerprinting andwatermarking. It is reflected as a cutting-edge technique for hiding
information which has secretiveness as its ultimate goal.

Steganography can be classified into two prime categories, (1) spatial domain:
where the surreptitious message is straightly embedded into the pixel intensity of
cover media, also known as substitution method [7]. It extracts some bits of secret
image conating major information about the image and embeds it inside a cover
image by altering covers’ bits, example of spatial domain steganography approach is
the Least Significant Bit (LSB) Substitution [8]. (2) Transform domain or Frequency
domain technique: in this, data is inserted in the transform coefficients of the cover
media after applying transformation on cover and secret media. This steganography
scheme provides high level of security and could conceal huge data. It also provides
the better invisibility of the hidden data as well as no loss of extracted secret infor-
mation. The Discrete Cosine Transform (DCT), Discrete Fourier Transform (DFT),
and Discrete Wavelet Transform (DWT) are examples of transfer domain technique
[9–11].

2 Related Work

Various steganography schemes are showed in this section, to hide the information
securely in a cover media. The most familiar steganography method is least signif-
icant bit substitution [12], where LSB of pixel is reformed by inserting the secret
message which results in lesser PSNR and poor extracted image. Abdelwahab and
Hassan [13] used DWT to transform cover and secret images. Kumar and Kumar
[14] presented a steganography scheme using DCT and DWT but the information
was lost in this scheme because of rounding. The DWT-based robust data hiding
scheme was presented by Al-Ataby and Al-Naima [15], where the high-capacity
insertion method is used to insert secret data in a cover data however the computa-
tion timewas high.Masaebi andMoghaddam [16] proposed a steganographymethod
using Contourlet transform; it is a robust scheme against common image processing
attacks. Narasimmalou and Joseph [17] suggested a data hiding scheme where the
cover image is decomposed using the DWT transform and its transform coefficients
are modified. Raftari and Moghadam [18] designed a steganography approach by
combining the integer wavelet transform (IWT) and DCT, the secret data is inserted
in transfer domain by the use of Munkres’ assignment algorithm. Ioannidou et al.
[19] suggested an information hiding technique to conceal the secret data in the edges
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of the image. However, this method has less payload capacity. Hemalatha et al. [20]
developed a technique by hiding dual secret images inside a cover image to generate
a good visibility of stego image. A new steganography method was proposed by
El-Emam and Al-Zubidy [21] to insert a huge quantity of secret data inside a cover
image by means of four security layers using an adaptive neural network. However,
the computational time is high. Singh et al. [22] developed image steganographyusing
SVDand IWTand generates good quality of stego image but,more persuade to image
processing attacks. Sujarani et al. [23] presented chaotic map-based steganography
technique, where the chaotic logistic map is applied to choose the pixel location of
the cover image to insert the secret image. Sharma et al. [24] suggested a technique
where steganography is combined with cryptography and neural network to make
the technique more secure. Sahu and Swain [25] proposed a technique where right-
most n bits are used to hide the secret information which results in a better quality of
stego image and good embedding capacity. Kiruba et al. [26] proposed a data hiding
technique where the optimal pixels from each block is selected using Fruit fly opti-
mization improved hybridized seeker algorithm to conceal the secret data. Muhuri
et al. [27] suggested an IWT- and PSO-based steganography technique to discover a
substitution matrix of secret data. Sharma et al. [28] proposed a Daubechies DWT-
based steganography approach to hide secret data scrambled using Arnold transform.
The smoothening operation using genetic algorithm was performed to denoise the
generated stego image.

3 Background

Spectral graph wavelet transform (SGWT) [29] describes various wavelet transforms
applied on data which can be presented in the form of graph. The graphs offer
an exceptionally supple way to model the data of the applications whose data can
be represented as vertices like connectivity networks, social networks, brain point
clouds, and images, etc. It is the spectral decomposition of NXN size image, where
N denotes the number of nodes of the graph and L is the Laplacian matrix of the
graph [30]. A kernel function g is applied on L as a filter and s is a scaling function of
wavelet. SGWT is centered on Chebyshev polynomial approximation that reduces
the computational time by reducing the calculation of all sets of eigenvalues as well
as eigenvectors of L.

A new hybrid chaotic map in discrete dynamic system is designed by compositing
the two discrete classic chaotic maps: Hénon map and Duffing map. The Hénon map
was presented by Michel Hénon [31]. The map is two-dimensional and maps the
coordinates (xi, yi) to new points using following equation:

{
xi+1 = 1 − ax2i + yi

yi+1 = bxi
(1)
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Equation (1) contains the parameters a and b having values a = 1.4, b = 0.3, on
the given values of a and b the map shows chaotic behavior.

The Duffing map [32] is a discrete-time dynamic system which maps points (xi,
yi) to new points using the following equation:

{
xi+1 = yi

yi+1 = −bxi + ayi − y3i
(2)

The map’s behavior depends on the parameters a and b, for the value of a = 2.75
and b = 0.2, it shows chaotic behavior.

4 Proposed Hybrid Chaotic Map

To design a new composite mapping scheme, Eq. (1) and (2) are combined with some
modification to map the points (pi, qi) to new points (xi+1, yi+1). The new mapping
scheme is derived as follows:

pi+1 = 1 − up2i + qi

qi+1 = vpi (3)

xi+1 = qi+1

yi+1 = −bpi+1 + aqi+1 − q3
i+1

In Eq. (3) the parameters a ∈ [0, 2.75], b ∈ [0, 0.2] and u ∈ [0, 1.4], v ∈
[0, 0.3] the chaotic behavior of new hybrid mapping system is analyzed on aforesaid
parameters for the initial value of points (pi, qi)= (1, 1). It is observed that the system
shows chaotic behavior for the value of a = 2.75, b = 0.15, u = 1.4, v = 0.3, pi, =
1, and qi = 1 as shown in Fig. 1.

5 Proposed Chaotic Map-Based Steganography Technique

The steganography mainly involves two steps: embedding process and extracting
process. In embedding process, a secret image is first scrambled using a novel hybrid
chaotic Henon Duffing map as shown in Eq. (3) and a secret key. Scrambling is a
process to shuffle the position of image pixels so that it would not be identified. Spec-
tral Graph Wavelet transform (SGWT) is performed on cover image and scrambled
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Fig. 1 Chaotic behavior of
proposed hybrid chaotic map
a = 2.75, b = 0.15, u = 1.4,
v = 0.3, pi, = 1, qi = 1, and i
= [0, 255]

secret image. The alpha blending operation is now performed on transformed images
to embed the secret data in cover image. Alpha blending is an operation to generate
a new image by mixing of two images [33]. The blending factor ∝ controls the visi-
bility and quality of generated stego image where 0 ≤∝≤ 1 and 1, lower value of
∝ generates good quality of stego image whereas higher value of ∝ provides good
visibility of extracted image but poor stego image.

CB = (1− ∝)CGW+ ∝ SIGW (4)

HereCB represents the blended image;CGW is cover image and SIGW is scrambled
secret image. Afterward, inversewavelet transform is performed to generate the stego
image.

5.1 Embedding Phase

The embedding process includes various operations such as Graph wavelet analysis
(SGWT), hybrid chaotic map for scrambling, alpha blending and graph wavelet
synthesis (Inverse SGWT) to form stego image. The algorithmic steps of embedding
process are shown in the following way:

Embedding Algorithm:

Step 1 Input cover image C of size M X N and secret image I of size PXQ.
Step 2 Resize the secret image of size M X N.
Step 3 Apply Hybrid Chaotic map using Eq. (3) to scramble secret image and/or

generate a scrambled image SI using a secret key K.



216 S. Chaudhary et al.

Fig. 2 Flowchart of embedding process for hiding secret image in a cover image

Step 4 Apply Spectral Graph wavelet on C and SI to get the transformed images
CGW and SIGW.

Step 5 Perform Alpha Blending operation on CGW and SIGW and get blended
image CB using Eq. (4).

Step 6 Apply Inverse Graph wavelet on CB to generate stego image STI .

To send the secret information I to the receiver, first the secret image is scrambled
using the hybrid chaotic map represented in Eq. (3) and a secret key so that in case
of identification of presence of some noise in the transmitted image, the presence
of secret image would not be identified; as an output the scrambled secret image
SI is generated. The SGWT is performed on the cover image C and the scrambled
image SI. In this approach, a 2D grid graph is used to present the images using graph
signal processing. The Itersine single filter is used from the filter banks of graph
signals. Both images CGW and SIGW are blended together to hide primary feature of
secret image in cover image. Inverse graph wavelet is performed on blended image
to generate the stego image. The flowchart of whole embedding process is presented
in Fig. 2

5.2 Extracting Phase

The extracting process is the reverse of the embedding process, where spectral graph
wavelet is applied on the stego image and cover image to build the 2D grid graphs
of the images. The difference of both the generated graphs of stego and cover is
carried out through alpha blending operation to extract the hidden scrambled secret
image information. Inverse SGWT is applied to generate the hidden scrambled image
through the extracted graph of hidden scrambled secret image. Finally, inverse hybrid
chaotic map is applied on the scrambled secret image to extract the hidden secret
image. The flowchart of the extracting process is shown in Fig. 3 and algorithm to
extract the hidden secret image is as follows:
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Fig. 3 Flowchart of extracting process for extracting secret image from stego image

Extracting Algorithm:

Step 1 Receive stego image STI and secret Key K.
Step 2 Apply Spectral Graph wavelet on C and STI to get the transformed images

CGW and STGW.

Step 3 Perform Alpha Blending operation on CGW and STGW to extract encrypted
information of secret image Ei.

ES = STGW − CGW

Step 4 Apply Inverse Graph wavelet on ES using a secret key K to get hidden
scrambled image HS.

Step 5 Apply inverse Hybrid Chaotic map on HS to extracted secret image ESI.

6 Experimental Analysis

To assess the performance of the suggested chaotic map-based image steganography
scheme, MATLAB R2018a is used. The images Lenna.tif (256 × 256), Pepper.tif
(256 × 256) are used as cover and secret image respectively for the evaluation of the
performance of proposed method. We tested our approach on different values of ∝
between the ranges 0.001–0.30.

The performance of the suggested steganography scheme is measured by some
performance parameters such as Mean Square Error (MSE), Peak Signal to Noise
Ratio (PSNR), and Normalized Cross Correlation (NCC) [34, 35]. The MSE is used
to calculate the variance between cover and stego image whereas PSNR is used
to measure the alteration between the cover image and generated stego image as
presented in Eqs. (5) and (6).
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MSE = 1

MN

M∑
k=1

N∑
l=1

(
Ck,l − STI k,l

)2
(5)

PSNR = 10 log10
MaxS2

MSE
dB (6)

Here MXN is the size of cover and stego image, Ck,l, STI k,l is the pixel value
located at kth row and lth column and MaxS is the maximum intensity of the pixel
of a cover image. The low value of MSE and high value of PSNR signifies the good
quality and better visibility of stego image. The value of PSNR greater than 30 dB
is good because it is hard to discriminate the difference between cover image and
stego image by human eyes.

NCC represents the correlation among the cover image and stego image, the value
of NCC lies between [0, 1]; greater value of NCC signifies higher similarity. NCC
is calculated using following equation:

NCC =
M∑
k=1

N∑
l=1

(
Ck,l∗STI k,l

) 1∑M
k=1

∑N
l=1 C

2
k,l

(7)

6.1 Experimental Performance Analysis

To assess the performance of the suggested hybrid chaotic map-based steganography
scheme, different gray-scale images Lenna.tiff, Baboon.jpeg, and Airplane.jpeg of
size (256X256) are taken as cover media and Boat.jpeg (256 × 256) as secret image
as shown in Fig. 4.

The algorithm is tested on various values of alpha (α) ranging from 0.010 to 0.050
as mentioned in Table 1, this can be noticed from the table that the lower value of
α gives good PSNR and NCC and lower MSE, but the quality of extracted image is
poor. The higher value of α improves the quality of extracted image but degrades the

Fig. 4 Cover images of size (256 × 256) a lenna b baboon c airplane d flower
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Table 1 PSNR,MSE, and NCC on different values of α, cover image Lenna and secret image Boat

α PSNR MSE NCC Quality of extracted image

0.001 64.3296 1.3706e + 03 0.9990 Poor

0.002 58.3090 5.4825e + 03 0.9980 Poor

0.003 54.7871 1.2336e + 04 0.9971 Poor

0.004 52.2884 2.1930e + 04 0.9961 Poor

0.005 50.3502 3.2466e + 04 0.9951 Poor

0.006 48.7665 4.9343e + 04 0.9941 Average

0.007 47.4276 6.7161e + 04 0.9932 Average

0.008 46.2678 8.7720e + 04 0.9922 Average

0.009 45.2447 1.1102e + 05 0.9912 Average

0.010 44.8296 1.37E + 05 0.9902 Good

0.020 38.3090 5.4825e + 05 0.9806 Good

0.030 34.7871 1.2336e + 06 0.9712 Good

0.040 32.2884 2.1930e + 06 0.9619 Good

0.050 30.3502 3.4266e + 06 0.9527 good

quality of stego image. For the value of α = 0.010 and α = 0.020, the PSNR and
NCC between cover and stego image is good, quality of extracted secret image is
good as well.

The secret image Boat Fig. 5a is scrambled using proposed hybrid chaotic map
and the output of the scrambled secret image is shown in Fig. 5b. SGWT is applied on
cover and secret image and both images are blended using alpha blending operation
for α = 0.010, generated stego image is shown in Fig. 5c.

The performance of the proposed technique is also evaluated and compared using
the existing chaotic map-based technique [23] for different cover image and secret
image as shown in Table 2. It can be observed from the table that the proposed hybrid
chaotic map-based technique gives better PSNR than the existing chaotic map-based
steganography technique. The NCC ≈ 1 shows that the generated stego image and

Fig. 5 a Secret image boat b hybrid chaotic map scrambled secret image boat c stego image
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Table 2 PSNR and NCC of different cover image and Boat.jpeg as secret image on alpha = 0.010

Cover
image

PSNR NCC

Chaotic
map [23]

DDWT [28] Proposed
technique

Chaotic
map [23]

DDWT [28] Proposed
technique

Baboon 44.53 43.32 44.9402 – 0.9902 0.9910

Flower 43.98 44.15 44.2384 – 0.9913 0.9901

Lena 44.54 43.82 44.8296 – 0.9906 0.9902

Airplane 44.42 43.69 44.6328 – 0.9904 0.9927

cover image are almost similar. The performance comparison of PSNR and NCC of
different stego images is drawn in Figs. 6 and 7, where Fig. 7 is representing the
graph between the PSNR value of existing and proposed techniques and NCC plot
between existing technique and proposed technique is shown in Fig. 7.

Fig. 6 PSNR of different
cover images and Boat as
secret image
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Fig. 7 NCC of different
cover images and Boat as
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6.2 Computational Time Complexity Analysis

The time complexity of the proposed technique depends upon the time complexi-
ties of all the sub-processes involved in the algorithm. The time complexity of the
embedding process on the input image of size (m × n) can be calculated as follows.

TS (m, n) ≤ THybrid(m, n) + TSGWT(m, n) + TAlphaB(m, n) + TISGWT(m, n)

TS(m, n) ≤ O(m ∗ n) + O(max(m, n)) + O(m ∗ n) + O(max(m, n))

Let m = n

TS(n) ≤ n ∗ n + n + n ∗ n + n

TS(n) ≤ 2n2 + 2n

TS ≤ 2n2 + 2n

TS(n) ≤ 3n2

For n ≥ 1, C = 3

TS(n) ≤ Cn2

TS(n) = O(n2)

From above derivation, it is proved that the total time taken by the algorithm is
O(n2). The time complexity to compute various wavelet transforms are described in
[35].

7 Conclusion

Steganography offers a way to hide the information. In this paper, we proposed a
hybrid chaotic map-based steganography technique using spectral graph wavelet. In
this technique, first hybrid chaotic map-based scrambling technique is generated,
the method is the composition of Henon and Duffing map; then, the secret message
is first scrambled using the proposed chaotic approach. The cover and scrambled
secret image is transformed using spectral graph wavelet (SGWT). The transformed
images are blended using alpha blending to mix the images and inverse SGWT is
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performed to generate the stego image. The process is just reversed to extract the
hidden secret image. The investigation is carried out on different cover images and
observation is made that the proposed method gives good PSNR and NCC than the
existing technique.
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A Comprehensive Review on Fast
Charging Stations Deployment
for Electric Vehicles

Shakti Vashisth, Praveen Kumar Agrawal, Nikhil Gupta, K. R. Niazi,
and Anil Swarnkar

Abstract The depletion of fossil fuels, strict environmental laws, and advancements
in electricmotors and storage technologies envisages the global acceptance of electric
vehicles (EVs). The high growth in EVsmay be expected in near future on account of
fast and smooth acceleration, pollution-free operation, low running, andmaintenance
costs. The growing market of EVs imposes challenges behind the integration of fast
charging stations (FCSs) in present distribution systems. Since EVs poses significant
loading on the distribution systems, their integration alters distribution flows. This
may reflect a negative impact on efficiency, node voltage, load profiles, reliability,
protection, and security of the distribution system unless FCSs being allocated by
considering these vital issues related to the system operation. A lot of work has been
reported in the literature about the allocation of FCSs while addressing a variety of
objectives and is successfully solved using different optimization techniques. This
paper attempts to provide a brief literature review and an overview of recent research
directions about the allocation of FCSs in primary distribution systems. The paper
also throws some light on the impacts and issues of EVs integration which may
be commonly confronted during system operation and also presents some futuristic
directions for further research in this area.

Keywords Distribution systems · Electric vehicles · Fast charging stations

1 Introduction

In recent years, transportation sector is having a major shift from conventional vehi-
cles to electric vehicles (EVs). One of the significant reasons for this is the dete-
rioration in the air quality index due to the pollution caused by the combustion of
the fossil fuels [1–3]. Moreover, most of the countries such as India need to import
crude oil from other countries at higher prices. Therefore, the use of gasoline for
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conventional vehicles is not only having adverse effects on environment but also
have considerable running cost [4]. EVs on the other hand are the optimal solution
for the above problems posed by the conventional vehicles. In addition, they are
capable of delivering, sometimes, stored power to the grid. With the introduction of
net metering, the EV owner can gain significant financial gains against the power
sold to the grid. Since EVs usually employ highly efficient lithium-ion batteries, their
running cost is low and distance covered in a single charge is noteworthy [5]. The
other important benefit of EVs is that it has fewer moving parts in comparison to
the conventional vehicles. This is due to the absence of internal combustion engines.
Fewer moving parts results in lower maintenance cost. Hence, from the above dis-
cussion, it can be stated that EVs will be the main contributor for road transportation
on account of economy, robustness, and environmental concerns. Due to the rapid
growth of EVs, there is an urgent need for extensively distributed publicly accessible
charging stations (CSs) that supplies electrical energy for recharging an EV battery
[6].

Though EVs can be charged at residential or official parking bays from low volt-
age (LV), charging time is substantial. Moreover, the secondary distribution should
be adequately designed to allow such operations. On the other hand, charging time is
considerably reduced if EVs are charged through fast charging stations (FCSs) as it
provide charging at medium voltage (MV). Such FCSs refer to direct current charg-
ing station (DC-CS) with nominal power greater or equal to 50 kW [7]. The time
necessary for fast charging is about 20min for charging up 80% capacity of the EV
battery [8]. Thus, the total traveling distance of EVs can be greatly extended. More-
over, to reduced charging time, FCS can also assist EV owners during contingencies
in the midway [6].

In many countries, FCS infrastructure is developing rapidly. To promote manu-
facturing of FCSs and adoption of EVs, the Government of India has taken several
initiatives for ensuring safe, reliable, and affordable charging infrastructure includ-
ing the subsidies on the purchase of EVs, which is a major step toward the promotion
of these vehicles [9]. Also, charging reasonable tariff from the CS owners is another
step toward motivating the businessmen and entrepreneurs to set up CSs at diverse
locations of the country.

Plenty of research work has been reported in the area of planning and allocation
of FCS, considering several issues and concerns while optimizing a variety of objec-
tives using different optimization techniques. This paper presents a comprehensive
literature review pertaining to FCS allocation, highlighting its impact on contempo-
rary distribution systems, and discusses the challenges to be faced by distribution
systems owning to installation of FCS. The paper also throws some light on the
future excursions of the current research while considering more realistic issues of
distribution systems with FCSs.
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2 Planning of Fast Charging Station

Appropriate planning of FCS plays most significant role to enable large-scale EV
penetration. Primary step for planning is site selection for developing infrastruc-
ture. A proper site selection improves the service quality and operational efficiency
of FCS. It basically depends upon social, technical, economic, and environmental
perspectives [2, 10]. One of the major social perspective, for FCS planning is pop-
ulation density which ought to be determined before selection of site, i.e., number
of EVs should be known passing through that area which can be calculated by using
closed-circuit television (CCTV) cameras and global positioning system (GPS) [11].
Population density helps to determine the most suitable location and FCS capacity.
Generally, more dense areas and highways are preferable places for locating FCSs.
Also, service level, traffic convenience, and location safety are the other important
social aspects to be considered.

Technical perspectives consider the capacity of distribution system [12] that
includes capacity of lines, transformers, switchgears, and protective devices. The
site selection of FCS affects line losses, node voltage profile, and line flows. Further-
more, the coordination of existing distributed energy resources (DERs) and expected
grid power transactions should be taken into account while planning infrastructure
for FCSs.

Economic perspectives also play an important role in FCS planning; therefore,
analysis of the total investment cost becomes significant. Investment cost for deploy-
ing FCS includes initial investment cost, operating cost, and maintenance cost. Ini-
tial cost can further be categorized into land acquisition cost, infrastructure cost etc.
Operating cost includes energy and switching loss cost whilemaintenance cost incor-
porates converters, batteries, and other infrastructural maintenance expenses [6].

Environmental impacts consist of the waste disposal problem, ground water
destruction, and greenhouse gas emission issues [2, 10]which if not addressed appro-
priately may lead to environmental hazards. It has been broadly projected that by
the current degree of acceptance, most of conventional vehicles in India would be
replaced by EVs in the near future. Therefore, in order to assist EV charging during
the long road trips, government has proposed to construct a FCS at every 100km on
each side of the highway [9].

3 Impact of EVS on Distribution Systems

Recent studies have shown that EVs have significant impact on existing power dis-
tribution systems.

• As EVs are increasing rapidly, significant additional load is subjected to the dis-
tribution system. This surplus load leads to a substantial variation in load profile
and may increase the peak demand of the system which can cause threat to the
security of the power system [12, 13].
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• EVs also can create reverse power flow in distribution systems. The bi-directional
flow of power has some significant impacts on the following characteristics of dis-
tribution system, viz. load profile, load factor, and uncontrolled peak demand,
change in voltage levels, violation of statutory limits, and voltage imbalance
[14, 15].

• As load increases, the corresponding load factor, defined as the ratio of average
load to the peak load, gets reduced [13]. Load factor is a measure of utilization
rate of electrical energy usage, and that is why, reduced load factor indicates that
load is not using electric system efficiently.

• As the mathematical perspective, EV charging systems are non-linear in nature
which creates harmonic pollutions in the grid, and consequently, RMS value of
current gets increased leading to the power losses in the distribution feeders [16].

• The deviation in voltage at the bus affects the reliability of the network which may
deteriorate the system performance [10, 17, 18].

• Uncoordinated charging of EVs plays significant role to raise peak demand of the
system which can be vulnerable for the security of the system.

4 Issues with Deployment of Fast Charging Stations

Deployment of FCSs at a particular location shall motivate EV procurement, conve-
nient vehicle charging, employment opportunities to the individuals etc. However,
their installation requires a huge investment. Moreover, FCS installation poses cer-
tain issues, which need to be resolved for their successful operation. Few of themajor
concerns have been discussed below.

• Theprojected high penetration levels ofEVs and the necessity forwide deployment
of fast charging facilities will introduce large loads on the distribution system [19].
Moreover, uncontrolled EV charging may increase stress on the system which if
not addressed in time may lead to grid failure [11].

• In order to satisfy the increased load demand, further expansion or up gradation
of network will be required [7], which demands a huge investment cost.

• Determination of charge scheduling policies in order to mitigate the negative
impacts of the additional EV load on the grid, such as deterioration of power
quality, transformer overloads, and peak load increment could be a major chal-
lenge [20].

• Lithium ion battery takes approximate 15min to charge 80% of its capacity if bat-
tery is not over loaded, whereas gasoline vehicles takes 5min to charge completely
thus charging time is still higher than conventional vehicles [21].

• Since, EVs’ fast charging duration is long in comparison to the duration of refilling
conventional vehicles. This may lead to the formation of queues and long delays
to the EV owners [22].

• In order to reduce waiting time of EVs drivers, FCS should have multiple outlets
[22] which makes the FCS expensive to install initially.
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• Charging infrastructure highly depends on electricity prices andbattery sizeswhich
will possibly rise in the future [23]. Higher running cost may adversely affect the
popularity of EVs in the market.

• For installing a FCS, service providers must go through a proper procedure. The
FCS owner needs to take the permission of the utility, local government, and
business owners, which may take considerable amount of time. Therefore, FCS
installation is a time-consuming process and can frustrate the FCS owner [21].

5 Recent Trends

In previous works, diverse objectives in context of FCS installation have been
reported, such as minimization of the FCSs deployment cost [6, 16, 19, 24, 25],
energy loss cost [6, 16, 19], maximization of flexibility of distribution system [18],
voltage profile improvement [19], minimization of customer’s waiting time [22, 26],
minimization of social cost by reducing the distance traveled for charging EVs [24],
enhancement of fast charging service capacity [27], maximization of convenience of
EVs owners [6, 16], peak load minimization using battery energy storage (BESS)
[5], convenience of FCS planner [8], improvement in the economics, and flexibil-
ity of EV charging station using BESS and demand response program [28]. The
planning problem of FCS is solved by suggesting suitable single or multiple objec-
tives and is solved using a variety of potential metaheuristic techniques, e.g., genetic
algorithm (GA) [14], binary lighting search algorithm (BLSA) [16], cooperative co-
evolutionary genetic algorithm [19], binary particle swarm optimization(BPSO) [20,
29], and binary firefly algorithm (BFA) [6].

From the discussions in the previous sections, it can be concluded that planning
of FCS requires an appropriate location that can be determined by various factors
like traffic density, distribution system capacity, cost of the appropriate location etc.
Various methodologies have been proposed for solving issues related to these factors
such as in [10], the authors proposed Bayesian network model for FCS site selection
considering uncertainties, risks, qualitative, and quantitative factors. Moreover, a
sensitivity analysis was performed regarding environmental, social, economic, and
technical criteria, and it was concluded that technical and environmental criteria have
the largest and lowest impacts, respectively, on the probability of site selection. In
[11], a spatial and temporal model EV charging demand for a rapid CS located near
highway exit is developed. The model is based on fluid dynamics traffic model and
M/M/s queuing theory considering EVs charging demand which varies in space and
time. Therefore, this model provides the coordination among neighboring utilities
and may help distribution utility planners to identify charging demand for a specific
charging location. Rural planner can also identify location and size of FCS on a
highway. In [16], binary lightning search algorithm has been used to optimize the
location and sizing of the FCS while considering build up cost, battery state of
charge, road traffic density, transmission loss, and grid power losses. In [25], the
modeling of a fast DC charging EV station with vehicle to grid (V2G) capability
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has been presented and a strategy for charging station placement in a distribution
system without hindering the reliability, and quality of the power is proposed. The
FCS planning is a very complex and combinatorial problem due to having various
techno-economic objectives. In [8], they proposed a simplified analytical approach
which provides a few set of alternative attributes to the FCS planner so that an
appropriate decision can be made while planning of FCS deployment. The proposed
analytical approach eliminates the need of optimization techniques.

The other important parameter for the FCS installation is the estimation of the
investment cost. The FCS owner will definitely try to minimize the investment cost
of the charging station. Many research works focused in the direction of minimizing
the various costs in order to set up a charging station with greater economy. Several
researchers worked on minimizing the initial investment, energy loss, maintenance,
operating costs etc. In [14], a day-ahead optimal network reconfiguration has been
utilized to reduce the operation cost of the distribution system by alleviating the
negative impact of EV integration, i.e., power and switching losses. GA has been
utilized to optimize the performance of the distribution system. In [18], it has been
observed that energy storage capability of electric vehicle mobility (EVM) fleets
could mitigate the intermittency of wind generation and enhance system reliability
as well as to reduce operation costs and increase the system flexibility by providing
energy and ancillary services to the grid. In [19], a scenario-basedplanningofFCShas
been developed while considering network reconfiguration for reducing the energy
loss cost and improving the voltage profile using cooperative co-evolutionary genetic
algorithm (CCGA). After establishment of FCS, the basic problem faced by most of
the countries is the congestion in traffic due to queuing of vehicles at the charging
stations. Due to this, waiting time gets increases which leads to frustration in EV
drivers. Therefore, it becomes important to identify the means to reduce the waiting
time of the EV owners. A few of the works addressed this problem by increasing
the mobility of vehicle’s charging. In [7], a specific study is performed to quantify
the impact of the FCS and to identify the most suitable planning solutions needed
to boost electric mobility and allow the effective integration of EVs on a real MV
distribution system of the A2A utility situated in Italy. In [22], authors proposed a
FCSmodel which provides multiple outlets (AC or DC) for charging EVs’ according
to their design. This is done in order to reduce the density of EVs waiting in a single
queue. This paper also proposes new pricing policy with an aim to increase the
operator’s financial benefit and reducing the customers’ waiting time simultaneously.
According to this policy, FCS operator sets a threshold level of energy and increases
the price for per obtained kWh if customers request to charge their batteries more
than the threshold level. This scheduling mobile charging station (MCSs) to service
the additional EVs during increased demand is proposed. MCS is a vehicle which
carries large number of batteries for energy storage and can charge a number of EVs.
Hence, MCS can be helpful to reduce the waiting time of EVs at fixed CS and can
provide assistance to various EVowners at different spots while driving on highways.

A forthcoming technology to reduce customer waiting time is battery swapping.
Battery swapping station (BSS) charges the batteries at off peak time and prepares
them to be swapped in a considerably less time. They can potentially provide unique
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benefits to the power system. In [26], a model for the scheduling of battery charging
from the CS owner perspective is proposed. This paper also investigates the bene-
fits of building the BSS from various perspectives. A concept of queuing theory for
determining the arrival rates of EVs is becoming more popular and is a commonly
used method. Certain research works focus on reducing the waiting time of EVs by
enhancing their technical capabilities. The more profound use of digital technology
can aid to the significant reduction in the waiting period of EVs. In [30], application
of mobile Internet in identifying the parking space for the EVs in FCS has been intro-
duced. The methodology suggests the generation of QR code for each vehicle which
is scanned at the FCS and thereby assists dynamic parking space, routing guidance,
orderly parking, vehicle charging, and card-free billing on the basis of time-of-use
(TOU) strategy which increases the comfort of EV’s driver. In [31], two types of
algorithms have been proposed for selecting FCS while driving on the highway.
First algorithm exploits local information of an EV, and second algorithm exploits
the global information. Global information can be obtained through interactions
between the EVs and a global CS selection server over the mobile telecommuni-
cations network. It has been concluded that the global information-based algorithm
provides better solution to identify the workload status of each FCS, and therefore,
drivers can reduce their waiting time while charging EVs. In [5], authors addressed
the additional load demand of EV fast charging loads by integrating BESS within
the FCS. This integration improves the operation of power system, relieves power
congestion, and reduces the peak demand. On the other hand, implementation of
demand response programs are also most effective solutions to reduce the peak load
[32, 33]. In [28], an optimal decision-making model has been proposed coordinated
with BESS. Moreover, participation of EV charging station in emergency demand
response is also incorporated in order to improve the flexibility and economics of
the charging station.

6 Conclusions and Future Directions

Deployment of FCS requires smart infrastructure for its smooth operation. Themajor
infrastructural modifications are required in the existing distribution systems such
as setting up new substations and reinforcement of feeders. Also, a suitable location
for FCS installation is crucial considering the population density or traffic den-
sity. Upgradation of distribution system and land acquisition demands an enormous
investment cost which becomes a major concern for the FCS owner. Moreover, few
other important factors such as customers’ convenience and owner’s benefits cannot
be ignored. In this work, a comprehensive literature review has been performed in
order to bring insights of the upcoming challenges and concerns while planning the
installation of a FCS.

Moreover, the paper also addresses few operational issues while setting up a FCS.
FCSs poses significant fast varying loading which may adversely affect efficiency,
power quality, reliability, and security of the distribution system besides their smooth



232 S. Vashisth et al.

functioning and operations. The coordinated operation and planning of available
energy resources may provide help in system operation but practically increases
complexity and additional cost on control equipment, communication infrastructure,
etc. However, price-based demand response programs may provide amicable means
as they can diversify loading of FCSs which may be explored in future research.
Moreover, new tariff structures may be evolved for FCSs as being one of the highly
commercial activities with the aim of better network operations. On the other hand,
conventional operational strategies such as network reconfiguration and on-load tap
changers may also be explored. In this context, the distribution system expansion
planning may also be investigated by erecting new tie-lines, new transformers, or
the capacity enhancements of lines and transformers. Finally, new strategies may be
developed and investigated to reduce the waiting period of EVs up to the convenience
of customers.
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Effect of Noise on Concurrence
of Compact Photonic CNOT Gate
Designed Using Universal Cloner

Amit Kumar Sharma, Shishir Kumar Sharma, and Ritu Sharma

Abstract In this paper a two Qubit deterministic compact photonic CNOT gate is
analyzed under noisy conditions. Concurrence of the designed compact photonic
CNOT gate has been calculated with and without noise parameter. The behavior
of this gate is universal. The feasibility of the scheme by observing variation in
concurrence with different system parameters are assessed and reported. In strong
(g/k = 2.4 and ks/k = 0.05) and weak (g/k = 0.1 and ks/k = 0.01) coupling
condition the concurrence calculated is 0.01441 and 0.753, respectively. Under noisy
environment the computed concurrence in strong (g/k = 2.4 and ks/k = 0.05)
and weak (g/k = 0.3 and ks/k = 1) coupling condition is 0.1231 and 0.5265,
respectively.

Keywords CNOT gate · Photonic qubits · Concurrence · Linear optics quantum
computing (LOQC) · Quantum dot (QD)

1 Introduction

In the mid 1980s Richard Feynman and Yuri Manin coined the term quantum
computing and communicated the possibility that a quantum computer can simulate
the things that a classical computer proved unable. Recently, quantum phenomena’s
(Uncertainty, superposition and entanglement, etc.) have been investigated for
computing and addressed significant computing problems such as quantumkeydistri-
butions, quantum teleportation, Grover’s algorithm (data base search) and Shor’s
algorithm (integer factorization). Nuclear magnetic resonance (NMR), Trapped ion,
linear optics quantum computing (LOQC) and Quantum electrodynamics (QED) are
the approaches which have been reported in literature for realizing quantum algo-
rithms physically. LOQC can be employed for the designing of scalable quantum
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computer utilizing linear optical elements. Photons are used as Qubits in the LOQC
approach so that faster quantumcommunication and decoherence can be achieved [1–
9]. In 2019 Aankur Saharia et al. presented a review article on linear optics quantum
computing and established an elementary optical logic circuit [10]. In 2020 Min-
Sung Kang et al. proposed a deterministic Fredkin gate using QD cavity unit, which
can perform controlled swap operation between three Qubits [11]. It is difficult to
design twoQubit quantumgates employingLOQC, as photon interaction is extremely
challenging. The research presented in this paper will help researchers in exploring
quantum circuits designed using QD cavity unit. A promising circuit (QD embedded
inside a double sided optical cavity) as shown in Fig. 1, is explained and established as
key component for all optical-based quantum computing, networking and memory.
QD cavity acts as a spin-dependent beam splitter. It resolves the problem of photon
interaction which is the main challenge in implementing two Qubit deterministic
quantum circuits for photonic Qubits [13–19].

Two Qubit CNOT gate is universal gate that can be used to design any quantum
circuit with help of one Qubit gates. Two Qubit CNOT gate is depicted in Fig. 2 ‘x’
is control Qubit and ‘y’ is target Qubit. A ‘NOT’ operation will be performed on
target Qubit only if control Qubit ‘x’ is 1, else it will remain unchanged [12].

The unitary matrix representation for ideal CNOT gate U is [12].

CNOT [U ] =

⎡
⎢⎢⎣

1 0 0 0
0 1 0 0
0
0

0
0

0
1

1
0

⎤
⎥⎥⎦ (1)

In this paper analytical investigation of two Qubit photonic compact CNOT gate
has been done under noisy condition and optimized parameters are calculated.

The CNOT gate is designed using QD within the double sided cavity depicted
in Fig. 3. In this paper to describe the designed system the Heisenberg equations of

Fig. 1 QD within the double
sided cavity [13]

Fig. 2 CNOT [12]
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Fig. 3 CNOT gate designed using quantum dot inside double sided optical cavity [20]

motions are used. The Heisenberg equations of motions are expressed fromEq. (2–5)
[13]

dâ

dt
= −

[
i(wc − w) + k

2
+ ks

2

]
â − gσ− − √

kâin (2)

dσ−
dt

= −
[
i(wX − w) + γ

2

]
σ− − gσz â (3)

dσz

dt
= 2g

(
σ+â + â+σ−

) − γ′′(1 + σz) (4)

âout = âin + √
kâ (5)

where w, wc, wX are the frequencies of incoming photon, cavity and the transition,
respectively. g is the coupling strength, k is the cavity field decay rate and ks is the
side leakage rate of the cavity field. γ/2 is the total QD dipole decay rate and γ′′ /2
is the spontaneous emission rate. Dynamics of CNOT gate designed using cavity
system can be found by solving master equation. Although, analytical solution of
master equation is very difficult, quantum optics toolbox in MATLAB can be used
to found density matrix of cavity Qubit system.
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dρ

dt
= −i[HJC , ρ] + (K + KS)

(
âρâ+ − 1

2
â+âρ − 1

2
ρâ+â

)

+ γ′′

(
σ̂−ρσ̂+ − 1

2
σ̂+σ̂−ρ − 1

2
ρσ̂+σ̂−

)
+ γ ∗(σ̂zρσ̂z − ρ

)
(6)

Parameters are same as in Eq. (1)–(4). HJC is the driven Jaynes—Cummings
Hamiltonian.

HJC = (wc − w)â+â + (wX − w)σ+σ− + ig
(
σ+â − â+σ−

) + i
√
kâin

(
â − â+)

(7)

Reflection (R(ω)), transmission (T (ω)), side and leakage (S(ω)) and noise (N (ω))
of QD cavity unit for hot cavity condition (g �= 0) are expressed by Eq. (8)–(11) [13]

R(ω) =
i(ωc − ω) + ks

2 + g2

i(ωX−−ω)+ γ

2

i(ωc − ω) + k + ks
2 + g2

i(ωX−−ω)+ γ

2

(8)

T (ω) = −k

i(ωc − ω) + k + ks
2 + g2

i(ωX−−ω)+ γ

2

(9)

S(ω) =
√
ksk

i(ωc − ω) + k + ks
2 + g2

i(ωX−−ω)+ γ

2

(10)

N (ω) =
ig

√
γ k

i(ωX−−ω)+ γ

2

i(ωc − ω) + k + ks
2 + g2

i(ωX−−ω)+ γ

2

(11)

Similarly these coefficients can be calculated for cold cavity case by putting g =
0.

2 Photonic Compact CNOT Gate

Schematic of compactCNOTgate designed using linear optical component, universal
cloner and QD cavity system is shown in Fig. 3 [20]. Initially two photons 1 and 2

are prepared in states
∣∣∣ψ ph

1

〉
= cos θ1|R1〉 + sin θ1|L1〉 and

∣∣∣ψ ph
2

〉
= cos θ2|R2〉 +

sin θ2|L2〉, and QD electron spin is initialized in state |ψ s〉 = (|↑s〉. Photon 1 is
control photon (applied at c1 port) and photon 2 is target photon (applied at t1
port). Half wave plate (HWP) will work as Hadamard gate for right and left circular
polarized quantum states. c-PBS is polarizing beam splitter which transmit right
circular polarized photon (|R〉) and reflect left circular polarized photon (|L〉). σx

transformation (apply only when control Qubit is in |L〉 state) is performed exactly



Effect of Noise on Concurrence of Compact Photonic … 239

twice before and after target Qubit interact with QD cavity system and its action is
to transform |↑s〉 → |↓s〉 |↓s〉 → |↑s〉. pϕ is applied to add negative sign to the
input Qubit. Delay line, DL1 and DL2 are used to provide required delay to control
and target Qubit. Circulator is used to separate input and output target quit from QD
cavity. Universal cloner copies the input control Qubit.

The final output state |ψt 〉 (photon 1 at c9 port and photon 2 at t4 port) of Compact
CNOT gate under noisy conditions is given as

|ψt 〉 = n1|R1R2 > +n2|R1L2 > +n3|L1L2 > +n4|L1R2 > (12)

The coefficients n1, n2, n3 ad n4 are expressed by Eq. (13)–(16)

n1 = cos θ1(cos θ2t0 + sin θ2r0) (13)

n2 = cos θ1(sin θ2t0 + cos θ2r0) (14)

n3 = √
fuc sin θ1(sin θ2t + cos θ2r) (15)

n4 = √
fuc sin θ1(cos θ2t + sin θ2r) (16)

3 Results and Discussion

For perfect CNOT gate operation, hot cavity must provide R(ω) = 1 and T (ω) = 0,
and cold cavitymust provide R(ω) = 0 and T (ω) = 1.But in practical case reflection
and transmission coefficient depends onQDcavity parameters and inputQubits. Thus
the performance and efficiency of the quantum gate will depend on input Qubits as
well on cavity parameters. Amplitude and phase of reflection R(ω), transmission
T (ω), leakage S(ω) and noise N (ω) coefficients are plotted (as shown from Figs. 4,
5, 6 and 7) with detuning (ω − ωc)/k parameter with γ

/
k = 0.1 for hot and cold

cavity.
To measure the performance of the CNOT gate, the concurrence has been intro-

duced]. The concurrence is used to quantify entanglement and indicates synchro-
nization of output Qubits of CNOT gate and can be calculated by Eq. (17)
[21]:

Concurrence (|ψt〉) =
∣∣∣〈ψt| ψ̃t

〉∣∣∣ (17)

here |ψ t〉 is the final state of the designed CNOT gate and |ψ∼t〉 is expressed by
Eq. (18)
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Fig. 4 Reflection coefficient R(ω) versus detuning (ω − ωc)/k with γ
/
k = 0.1 for hot and cold

cavity

|ψ∼t〉 = σy ⊗ σy

∣∣ψ∗
t

〉
(18)

Here σy is Pauli operator

[
0 −i
i 0

]
and |ψ ∗ t〉 is |ψ t〉 with its amplitude complex

conjugated.
It has been observed from Fig. 8 that concurrence is strongly correlated with

coupling strength ‘g’ and cavity field decay rate ‘k’. In strong (g/k = 2.4 and ks/k =
0.05) and weak (g/k = 0.1 and ks/k = 0.01) coupling condition concurrence
calculated are 0.01441 and 0.53, respectively.

It can be seen form Fig. 9 that concurrence also depends on both normalized
coupling strength ‘g’ and cavity field decay rate ‘k’. In strong (g/k = 2.4 and ks/k =
0.05) andweak (g/k = 0.3 and ks/k = 1) coupling condition concurrence calculated
are 0.1231 and 0.5265, respectively. Table 1 summarizes concurrence of Photonic
Compact CNOT gate with andwithout noise under weak and strong coupling regime.
Concurrence is strongly depending on noise parameter. Concurrence is achieving
highest value in weak coupling condition for both noisy and without noisy cases.
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Fig. 5 Transmission coefficient T (ω) versus detuning (ω − ωc)/k with γ
/
k = 0.1 for hot and cold

cavity

4 Conclusion

The result reported in this paper shows that coupling strength ‘g’ and cavity field
decay rate ‘k’ greatly affects the concurrence of Photonic Compact CNOT gate.
The desired concurrence can be achieved by optimizing the system parameters. The
computed maximum concurrence is 0.753 at g/k = 0.1 and ks/k = 0.01 without
considering noise. The computed maximum concurrence is 0.5265 at (g/k = 0.3
and ks/k = 1 with noise, which shows that noise greatly affect the performance of
Compact CNOT gate. Compact CNOT gate is providing maximum concurrence only
in weak coupling regime for both (with and without noise) the cases.
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Fig. 6 Sideband leakage coefficient S(ω) versus detuning (ω − ωc)/k with for hot and cold cavity

Fig. 7 Noise coefficient N (ω) versus detuning (ω − ωc)/k with γ
/
k = 0.1 for hot and cold cavity
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Fig. 8 Concurrence of photonic compact CNOT gate versus the coupling strength ‘g’ and cavity
field decay rate ‘k’

Fig. 9 Concurrence of Photonic Compact CNOT gate versus the coupling strength ‘g’ and cavity
field decay rate ‘k’ under noisy conditions
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Table 1 Concurrence of photonic compact CNOT gate with and without noise under weak and
strong coupling regime

ωc = ωX− γ
/
k = 0.1

Quantum circuit Coupling condition ks
/
k

g/
k Concurrence

Photonic compact CNOT gate under
noisy condition [reported in this paper]

Weak 1 0.3 52.65

Photonic compact CNOT gate under
noisy condition [reported in this paper]

Strong 0.05 2.4 12.31

Photonic compact CNOT gate without
noise [reported in this paper]

Weak 0.01 0.1 75.3

Photonic compact CNOT gate without
noise [reported in this paper]

Strong 0.05 2.4 1.441

Photonic Iswap gate using quantum
hot cavity [22]

Weak 0 0.02 47.4
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PSO and Firefly Algorithm Application
for AGC Thermal-EV Integrated System
with Nonlinearities

Hiramani Shukla and Siddhant Gudhe

Abstract System stability, frequency deviation, or power mismatch issues are due
to the large-scale integration of electric vehicles (EV) to the preexisting power grid.
EV acts as an energy storage system that not only acts as the load but also as a
source. The quality of power is defined by the power flow and minimum frequency
deviation for a particular area. Automatic generation control (AGC) on the generation
side acts as a key component to achieve high-power quality. The variation of supply
frequency and its stability along with its automatic control when the load fluctuates
is called automatic load frequency control (ALFC). A time-delayed system with
nonlinearities such asGDBandGRChas a very poor dynamic response of the system.
So, the system optimization problem becomes complex by adding nonlinearities. EV
as an energy storage source acts as an excellent candidate for frequency management
by selecting optimum controller values. In this paper, two area systems have been
taken for study. Both the areas include thermal and EV integration. The system
is analyzed for step load disruption as well as random load disruption. To control
the frequency, a proportional-integral-derivative (PID) controller is applied. Particle
swarm optimization (PSO) and firefly algorithm (FF-A) optimization techniques are
implemented to find the control variables and compared them. The time delay effect
is also considered, and the system under study is verified in MATLAB/Simulink
environment. The simulation results show that FF-A has low oscillation, reduced
settling time, and a huge delay margin improvement.

Keywords Load frequency control · Electric vehicles · Time delay · GDB · GRC ·
PSO · Firefly algorithm

1 Introduction

Electric vehicles (EVs.) have also been increasing at an exponential rate. The pene-
tration of EV along with the renewable sources possesses more stability concerns.
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Electric vehicles in a large quantity connected to the grid have an effect on the system
frequency, power, and stability. If such fleets of EV charging and discharging are not
managed, which may lead to power quality issues and also the transformer may
overload.

The variation of supply frequency and its stability along with its automatic control
when the load varies is called automatic load frequency control (ALFC). The area
of research nowadays is the intelligent communication between EV and the grid.
Bidirectional power flow in the EV can solve the problems with additional merits.
EV can not only act as a load but also as an energy storage system. The owners of
EVs could also benefit from the bidirectional mode. There is rapid technological
advancement in the battery. There are various modes for EV charging. EV charging
with no coordination or with one-way charging is called grid to vehicle (G2V) mode.
EV also offers a vehicle to grid (V2G) with a bidirectional charger such that power
flow is reversed. The bidirectional charger must be coordinated, regulated as well
as smart to optimally use for grid load frequency control. Numerous optimization
methods have been used for controllers for the tuning of the parameters.

Generator dead band (GDB) and generator rate constrain (GRC) are system
nonlinearities that deteriorate system performance by large overshoots and large
settling times. There have been over implications of the mathematical model of the
system by ignoring the simultaneous presence of GDB and GRC. A small distur-
bance in the system with GRC and GDB can results in large nonlinearly. So, the
selection of proper controllers is important using optimization techniques.

PID controller has been researched extensively as an appropriate controller for
ALFC. Particle swarm optimization (PSO) is the most used optimization technique
to find control parameters for the controller. Firefly algorithm (FF-A) optimization
techniques have been proven efficient for the ALFC. In fact, FA outperforms PSO in
all aspects of the control system.

The FF-A has been successfully implemented for the thermal power system [1],
but the integration of EV and time delay effects has not been considered. Study [2]
shows that FF-A used to find control variables for two area systems using integral
controller, but implementation for proportional-integral (PI) or PID controller has
not been discussed. Implementation using PI controller has been conducted [3]. Both
PI and PID controllers have been investigated [4, 5] for FF-A, but time delays have
not been taken into consideration. Fuzzy-PID using FF-A has been shown [6], and
PID for hybrid energy sources is studied [7], but the time delay factor has not been
discussed substantially.

The effect of EV on LFC is a prime area of research. The EV effect on the multi-
area system has been carried out in detail [8–13]. The system with nonlinearities
have been studied extensively [14], but the effect of communication time delays is
not considered for this research.

The proposed model in the paper contains a thermal model, and aggregated model
of EV [14] is under study. Section 2 describes the system under study, and Section 3
discusses the particle swarm optimization (PSO) technique and firefly algorithm
(FF-A). Simulation performance and conclusion are discussed in Sects. 4 and 5.
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2 System under Investigation

In order to analysis for the system using controllers, two area system models are
considered. Two controllers are used, and their variables are calculated by using
optimization technique. The electric vehicle model is introduced in both areas, and
the analysis is completed. The system undergoes through step load as well as random
load variation. The time delay effect is also taken into account.

2.1 Time Delay Effect

Large integration of various power sources increases the inertia, and frequency vari-
ation is very low. There are delays in the power system which is not intentional,
but the delay is provided to receive at the control unit. For the large power system,
time delays are usually not considered. A delayed linear system is marginally stable
with all the roots lying on the left side of the s-plane. There is an infinite number
of roots or time delays available for the same system [15]. The impact of the time
delay factor is also considered, but the calculation of time delay margin is beyond
the scope of this paper. Various methodologies are used in literature to calculate time
delay margin [15, 16].

2.2 Model of Overall System

The overall system model consists of two area systems. The block diagram of the
system under study is shown in Fig. 1. Area 1 and Area 2 contain the thermal plant
model along with the aggregate EV model. Both the areas are applied with time
delay for communication with the command centre. System nonlinearity such as
GDB and GRC is added to the thermal power plant. Both step load disruption (SLD)
and random load disruption (RLD) are applied and tested in both areas. The system
is studied for the change in frequency in both the areas and the change in tie-line
power.

2.3 Model of Electric Vehicle (EV)

The frequency regulation using EV and large fleets of EV are used to penetrate
into the power system. The control centre for EV is called an EV aggregator which
controls the charging-discharging of every EV. The dynamic model of the EV is
defined by the first-order transfer function containing time constant TEV and gain
KEV. The transfer function for the first EV is given by Eq. (1).
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Fig. 1 Block diagram of the overall system under investigation
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2.4 Model of Thermal Power Plant

The generator dead band (GDB) and generator rate constrain (GRC) are considered
system nonlinearities that increase overshoot and oscillation and also results in poor
dynamic response.Governor in the thermal power plant hasmechanical friction, valve
overlaps in hydraulic relays, backlash, etc., as dead bands. The specified maximum
rate at which the power generation is changed is called a generator rate constrain.
This is made by adding a limiter to the control system. Figure 2 shows the block
diagram for GRC. Equation (2) shows the GDB where N1 and N2 are the second
and third constant-coefficient, respectively, of the Fourier series.

N1 + N2s

Tsgs + 1
(2)

Fig. 2 Block diagram of
generator rate constrain Δu

Δt
1
s
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Fig. 3 Block diagram of
PID controller design
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2.5 Controller Design

PID controller has been well known and widely used controller for several years.
Figure 3 shows the blockdiagram, andEq. (3) defines thePIDcontroller.Byoptimally
tuning the control variables proportional gain, integral gain, and derivative gain, the
performance is improved for the kth area controls the overshoots, rise time, and
steady-state error with minimum effect on settling time affects the overshoots and
rise time, but the effect on settling time is still negligible. The cost function to compare
PSO and FF-A is shown in Eq. (3)

G(s)P I D = KPk + KI k

s
+ KDk · s (3)

3 System under Investigation Optimization Techniques
used for Analysis

3.1 Particle Swarm Optimization

PSO is ameta-heuristicsmost popular optimizationmethod. It is based on the concept
of swarm intelligence observed in nature in animals who live in swarms, like fishes
and birds. PSOhas gained popularity in recent times in various applications in diverse
fields. The PSO algorithm was brought up by Dr Kennedy and Dr Eberhart in 1995
[17]. The approach of PSO involves an involvement of all particles in the whole
search space. Each particle plays a significant role in having an influence on all
other existing particles also in the neighbourhood. In its formulation, it follows the
movement pattern towards optimal value based on the self-experience and experience
of nearby particles (Fig. 4).

The PSO technique is applied to extract the various controllers’ parameters. The
PSO parameters considered are learning rates c1 = c2 = 1.496, damping factor
(ωdamp) = 0.729, inertia weight (ω) = 1, population size (n) = 10, and iterations
(iter) = 100.

The governing equations update the velocity vector and position vector of the
particles. Every particle represents a potential solution. They are bound to travel in



252 H. Shukla and S. Gudhe

Start

Intializtion of position and velocity 
vector with random value

Termination by gBest as outcone, 
giving optimal solution to the controller

Evaluation of fitness for Position (P)

If fitness of P better then 
fitness of pBest then replace pBest by P

Set best of pBest as gBest

C
on

tin
ue

 ti
ll 

co
ns

id
ar

at
io

n 
fo

r 
al

l p
ar

tic
le

s C
ontinue till reaching m

ax no. of Iterations

m+1 m m m m m
demp 1 1 2    2

m+1 m+1

Updatation of particles corresponding 
velosity and position vectors
V = ω*ω V + a × pBest –X + a × pBest –P
P =P +V

:
r r j

r

rr rh h

Fig. 4 Flowchart of particle swarm optimization. Where r = 1,… Z, Z is total number of particles,
m is the current iteration number, a1 and a2 are acceleration constants, h1 and h2 are randomnumbers
between 0 and 1, Vr

m is particle j velocity for mth iteration, (ω) is inertia weight and (ωdamp) is
damping factor, Pr

m is current position of the particle r of iteration m, pBestrm is the previous best
position of particle r, gBestrm is global best position of particles

discrete time steps defined by the algorithm and update their new position. In the
search space, the velocity vector corresponding to the particle has an influence on its
own social behaviour along with the social behaviours of all other particles. The next
task of the algorithm is to find the best value as per individual particle and also with
respect to the whole swarm called personal best and global best values, respectively.
Similarly, the velocity vector is also updated in subsequent iterations. The iterative
process is stopped when it meets the pre-defined criteria by the algorithm. The itera-
tions count is kept high to ensure efficient convergence and enhancing the reliability
of derived optimization values.

3.2 Firefly Algorithm

Population-based algorithmwhere flashing patterns and behaviour of tropical fireflies
is analyzed called as firefly algorithm (FF-A). This is a good optimization technique.
FF-A has been proposed by Yang in 2008 at the University of Cambridge. This
algorithm was further developed for multimodal optimization by Yang XS in 2009.
The objective function is formulated by the magnitude of light of a firefly. The
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brightness of firefly I at selected position x is given by as I(x)/f (x) for minimization
of the objective function. The equation of light brightness is given by Eq. (4) (Fig. 5)

I = Ioe
−γ r (4)

Where
I0 = original intensity of light,
γ = coefficient of light absorption which varies with distance r.
β is called as attractiveness which is defined by other fireflies. As the distance

between sources and light decreases, media absorbs light, therefore degree of absorp-
tion changes the attractiveness which is given by β = βoe−γ r2 for r i considered as
zero.

The motion of a firefly I is allured to another, and more enchanted firefly j [18,
19] is determined by Eq. (5)

xk+1
i = xki + βoe

−γ r2i j (xkj − xki ) + αεki (5)

where
α = Randomization parameter and vector of random numbers are given by εki .
For FF-A optimization used in this study, tuned values are number of fireflies =

10, maximum iterations = 100, β = 0.2, α = 0.5, and γ = 0.5.

Fig. 5 Flowchart of firefly
algorithm
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4 Simulation Performance

Simulation is performed in three parts. In the first part, the comparison of PID
controller parameters using PSO and FF-A is performed. In the second part, simula-
tion results are shown for various loadings, and in the last part, the system is tested
for the time delays. All the results are verified with the aggregate model of EV
connected. The parameters for the simulation are shown in Table 1. The variable
load applied to the system under study is shown in Fig. 6. The results for the PSO
and FF-A comparison for step load disruption (SRD) are shown in Figs. 7 and 8 and
show the random load disruption (RLD) comparing PSO and FF-A.

Figure 8 also shows the time delay of 0.5 s applied to the system along with RLD.
At exact 0.5 s, PSO variables make the system marginally stable. Beyond 0.5 s, PSO
gives variables for PID which makes the system unstable. So, the time delay margin
for PSO-based controller is less than 0.5 s. The calculation of time delay margin has
tedious mathematical calculations depending on the system. The exact time delay
margin is not shown as delay in simulation is based on Pade approximation [15].
Figure 9 gives the convergence curve for PSO and FF-A. Figure 10 shows the bar
chart for the cost function for Eq. (3).

Table 1 Simulation
parameters for system under
investigation

Parameters Values

f (frequency), Bi (damping
constant), R (regulation)

60 Hz, 0.425 pu/Hz, 2.4 Hz/pu

Thermal power plant

Tg, Tt , N1, N2, T sg 0.3 s, 0.08 s, 0.8, −0.2/π, 0.1 s

Electric vehicle

KEV, TEV 1, 1 s

Power system

KPi, TPi 120, 20 s

Tie line

T12, a12 0.0867, −1

Fig. 6 Variable load applied to the system under study
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Tables 2 and 3 show the controller parameters obtained from the two optimization
techniques. Table 4 shows the magnitude of peak overshoot, peak undershoots, and
settling time for PSO and FF-A for TID controller, respectively. The cost function
using FF-A is lesser than PSO. The low value of the convergence curve and cost

Table 2 PID control variables using PSO algorithm

Parameters (PSO) KP KI KD N

PID Area 1 0.5733 0.6135 0.4727 65.16

Area 2 0.5264 0.6534 0.6805 66.9
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Table 3 PID control variables using firefly algorithm

Parameters (FF-A) KP KI KD N

PID Area 1 1 0.6303 0.9989 55.67

Area 2 0.8566 0.9485 0.5436 49.71

Table 4 Control system parameters using PSO and FF-A

Parameters �f 1 (Hz) �f 2 (Hz) �Ptie (pu)

PSO Peak overshoot (ms) 0.9 0.32 0.05

Peak undershoot (ms) 24.6 6.75 4.2

Settling time (s) 12.4 13.2 12.3

FF-A Peak overshoot (ms) 0.66 – 0.01

Peak undershoot (ms) 9.26 2.44

Settling time (s) 7.8 6.7 10.1

function gives optimized controller parameters. Therefore, it can be easily concluded
that FF-A gives very optimized parameters compared to the PSO algorithm.

5 Conclusion and Discussion

In this paper, two area systems are analyzed to find PID controller control vari-
ables using PSO and FF-A optimization techniques. Both the time-delayed areas
are operated with generator dead band (GDB) and generator rate constrains (GRC)
nonlinearities. The simulation results show that system dynamics using the FF-A
system outperforms the PSO system for settling time and oscillations. Both the tech-
niques are tested for under step load and random load disruption. Time delay effects
are considered, and the time delay margin is approximated. For the system under
study, the delay margin for FF-A-based system is 0.5 s, but the system becomes
marginally stable at exact 0.5 s for PSO-based system. Therefore, a system with a
PSO stabilitymargin is less than 0.5 s.More stabilitymargin indicates that the system
is robust and reliable. Also, the verification of FF-A superiority can be concluded
from peak overshoot, undershoot, as well as settling time. Peak overshoot for FF-A
is considerably improved compared to PSO. The cost function using FF-A is lesser
than PSO. The low value of the convergence curve and cost function gives optimized
controller parameters. Therefore, it can be easily concluded that FF-A gives very
optimized controller parameters compared to the PSO algorithm.

The simulation results can be generalized for the multi-area system. In the future
research, the different controllers can be tested using both techniques. For the calcu-
lation of the time delay margins, different methodologies for the large-scale power
system can be explored.
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Abstract In this chapter, we study about a new idea (γ , δ)-fuzzy hyperideals in
�-hypernear rings also study some different topics (γ , δ)-Cut set, on direct product
(γ , δ)-fuzzy hyperideals.
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1 Introduction

Dr. Zadeh introduced fuzzy set in 1965 [1]. Since then many researchers applied
the fuzzy concept in many branches of algebra like in group theory introduced by
Rosenfeld [2] and in ring theory introduced by Mukherjee and Sen [3]. T. K. Dutta
andT.Chanda introduced fuzzy ideal of�-Ring and fuzzy ideals in near-rings studied
by Abou-Zaid [4].

Hypersystem is well-established algebraic structure in classical algebraic theory.
Hypersystem has many applications in branch of mathematics, computer applica-
tions, information science and many more. Nowadays, hypersystem is studying in
large number of countries of the whole world. In general, hyperstructure is an exten-
sion of classical algebraic structure. An idea about hyperstructure was firstly intro-
duced by Marty in 1934 [5], and he introduced hypergroup after that Marty was
started their results with fraction function, applications of group and many more
algebraic structures. Recently, the two authors in a monograph of Leoreanu and
corsini have collected last fifteen years many applications of algebraic hyperstruc-
ture mainly from the following topics: lattices, fuzzy sets, binary relation, rough set,
geometry, hypergraph, automata, artificial intelligence, probabilities, codes, algebra,
cryptography, relation algebra and median [6] and important relationships between
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algebraic structures and hyperstructures were studied by Ameri, Davvaz, Cristea,
Leoreanu, Corsini, Zhan and many more researchers [7, 8, 9]. Sen et al. introduced
the concept of fuzzy hypersemigroups in [10]. Leoreanu Foteaa and Davvazb studied
about fuzzy hyperrings in [8], and characterization properties of fuzzy hyperideals
in hyperrings with respect to a triangular norm introduced by Hila, Naka in [11]
and characterization properties of fuzzy hyperideals in hyperrings with respect to a
triangular norm introduced by Hila and Naka in [11]. Fuzzy hyperideals in hyper-
near rings studied by Zhan et al. in [12]. An algebraic structure hypernear ring was
introduced by Dasic in [13]. Yamak et al. introduced normal fuzzy hyperideals in
hypernear ring [14].

Firstly, a concept (∈, ∈ ∨q) in a subnear ring and ring theory is introduced by
Narayana and Manikantan [15], and in hypernear ring, it is introduced by Davvaz
et al. [12] and a concept which based on of (∈, ∈ ∨q) studied by many research’s
like Yao introduced (λ, τ)-fuzzy groups in [16] and (λ, τ)-fuzzy ideals in subring in
[17]. Direct sum of (λ, τ)-fuzzy sub-ring introduced by Selvaraj and Sivakumar [9].
(λ, τ) an important role in fuzzy algebraic structures the reader refer to [18, 19, 20].

In this paper, first introduction and some basic definitions are related to this
chapter, and in second section, we give definition, properties, example of (γ, δ)-
fuzzy hyperideals in hypernear ring; in Sects. 3 and 4, we study about (γ ,δ)-cut and
direct product of (γ, δ)-fuzzy hyperideals in hypernear ring, respectively.

Now we introduced the some basic concepts which is necessary for this chapter.
An algebraic structure (N ∗, +, �∗) is a near-ring which satisfy:

(1) (N ∗, +) is a satisfy all properties of group (not necessarily commutative),
(2) (N ∗, �∗) is semigroup,
(3) satisfy one of distributive properties, i.e. iρ ( j+k) = iρ j+ iρk ∀ i, j, k ∈ N ∗

and rho ∈ �∗.

A subset R∗ of a near-ring N ∗ is ideal where

(i) (R∗, +, �∗) is a �-near-ring,
(ii) ( jρk)ϒk = iρ( jϒk)∀ i, j, k ∈ R∗ and ρ, ϒ ∈ �∗,
(iii) (R∗, +, �∗) normal subgroup of N ∗,
(iv) iρ ( j + k) − iρk ∈ R∗ (resp iρ j ∈ R∗) ∀ j ∈ R∗, i, k ∈ N ∗.

A subset R∗ of N ∗ is ideal of N ∗ if it satisfies all the conditions.

Definition 1 [4] A fuzzy collection τ is a fuzzy ideal of �-near-ringN ∗ if it satisfies
the following axioms:

(i) min{τ(i), τ ( j)} ≤ τ(i − j), for i, j ∈ N ∗.
(ii) τ( j) ≤ τ(i + j − i) for i, j ∈ N ∗.
(iii) τ( j) ≤ τ(iρ( j + k) − iρk) for i, j, k ∈ N ∗ and ρ ∈ �∗.
(iv) τ(i) ≤ τ (iρ j) for i, j ∈ N ∗.

A non-vacant set �∗ is an hyperstructure exist a map “◦”: �∗ ×�∗ → ℘∗(�∗) here
℘∗(�∗) is power set of �∗. An algebraic structure (�∗, +) is canonical hypergroup
(not necessarily abelian) if it satisfies these properties:
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(i) ∀ j, k, l ∈ �∗, j + (k + l) = ( j + k) + l
(ii) ∃ 0 ∈ �∗ such that 0 + j = j + 0 for each j ∈ �∗.
(iii) For each j ∈ �∗, a single element ∃ j ′ ∈ �∗ as for 0 ∈ ( j + j ′) ∩ ( j ′ + j)

(here j ′ is inverse of j);
(iv) l ∈ j + k implies k ∈ − j + l and j ∈ l − k.

Definition 2 [12] An algebraic structure (N ∗, +, �∗) is �-hypernear ring if it
varifies the following properties:

(i) (N ∗, +) be an canonical hypergroup;
(ii) Semigroup with respect to the operation �∗.
(iii) verify one of distributive properties, i.e.

iρ ( j + k) = iρ j + iρk ∀ i, j, k ∈ N ∗ and ρ ∈ �∗.

Note: If j ∈ N ∗ and let two non-vacant subsets J ∗, K ∗ ofN ∗, then by these J ∗+K ∗,
J ∗ + j and j+K ∗ consequently ∪

j∈J ∗,k∈K ∗
j+k, J ∗ +{ j} and { j}+K ∗, respectively.

Also, ∀ j, k ∈ N ∗, we have −(− j) = j and 0 = - 0 where -( j + k) = −k − j and
0 is an only element. A subhypergroup J ∗ ⊆ N ∗ is an normal if for each j ∈ N ∗, it
satisfies j + J ∗ − j ⊆ J ∗. A normal subhypergroup J ∗ is referred to as a hyperideal
of the hypergroup N ∗ if iρ ( j + k) − iρk ∪ iρ j ∈ J ∗ ∀ i, j, k ∈ N ∗ and ρ ∈ �∗.

Definition 3 [21] Let a fuzzy set τ of an structure (N ∗, +, �∗) is called fuzzy
�-hypernear ring of N ∗ if it satisfies the following inequalities:

(i) min{τ(i), τ ( j)} ≤ inf
∈i− j τ(
)∀ i, j ∈ N ∗.
(ii) τ(i) ≤ τ(−i)∀ i ∈ N ∗,
(iii) min{τ(i), τ ( j)} ≤ τ(i j)∀ i, j ∈ N ∗.
(iv) τ( j) ≤ inf 
∈i+ j−iτ(
),∀ i, j ∈ N ∗,
(v) τ(i) ≤ τ(iρ j), ∀ i, j ∈ N ∗.
(vi) τ( j) ≤ inf
∈iρ ( j+k)−iρk τ(
), ∀, i, j, k ∈ N ∗ and ρ ∈ �∗.

2 (γ, δ)-Fuzzy Hyperideals in Γ -Hypernear Rings

In this section, we discuss (γ, δ)-fuzzy right or left hyperideals and give some
properties and examples related to (γ, δ)-fuzzy hyperideals in Γ -hypernear rings.

Definition 4 A fuzzy collection R∗ of hypernear ring N ∗ is a (γ, δ)-fuzzy
hyperideals of N ∗ if it is satisfying the following axiom:

(i) τ(i) ∧ τ( j) ∧ δ ≤ inf 
∈i− jτ(
) ∨ γ ∀ i, i ∈ N ∗
(ii) τ( j) ∧ δ ≤ inf 
∈i+ j−iτ(
) ∨ γ ∀ i ∈ N ∗ and j ∈ R∗.
(iii) τ( j) ∧ δ ≤ inf
∈iρ ( j+k)−iρk τ(
) ∨ γ ∀, i, k ∈ N ∗, j ∈ R∗ and ρ ∈ Γ ∗.
(iv) τ(i) ∧ δ ≤ τ(iρ j) ∨ γ ∀ i, k ∈ N ∗, j ∈ R∗ and ρ ∈ Γ ∗.
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Here γ, δ are two real numbers lying between 0 and 1 with γ < δ and also min
(p, q) and max (p, q) is represented by (p ∧ q) and (p ∨ q), respectively.

Obviously, an (γ, δ)-fuzzy hyperideal is (ε, ε ∨ q)-fuzzy hyperideals of N ∗ if
γ = 0 and δ = 0.5.

Example 5 LetN ∗ = {0∗, i∗, j∗, k∗} and hyperoperation (+) and another operation
ρ ∈ Γ ∗ define on N ∗ is by the following tables:

+ 0∗ i∗ j∗ k∗

0∗ {0∗} {i∗} { j∗} {k∗}
i∗ {i∗} {0∗, i∗} { j∗} {k∗}
j∗ { j∗} { j∗} {0∗, i∗, k∗} { j∗, k∗}
k∗ {k∗} {k∗} { j∗, k∗} {0∗, i∗, j∗}

ρ 0∗ i∗ j∗ k∗

0∗ 0∗ i∗ j∗ k∗

i∗ 0∗ i∗ j∗ k∗

j∗ 0∗ i∗ j∗ k∗

j∗ 0∗ i∗ j∗ k∗

Clearly (N ∗, +, Γ ∗) is a Γ -hypernear ring, define mapping τ : N ∗ → [0, 1] by
τ(0∗) = 0.8, τ(i∗) = 0.6, τ( j∗) = 0.5, τ(k∗) = 0.2 and γ and δ is 0.3 and 0.7,
respectively.

Then, a simple calculation reveals that τ is a (γ, δ)-fuzzy hyperideal of N ∗.

Lemma 6 Let τ be a (γ, δ)-fuzzy hyperideal of a Γ -hypernear ring N ∗, so τ(0) ∨
γ ≥ τ(i∗) ∧ δ ∀ i∗ ∈ N ∗ where 0 is additive identity of N ∗.

Theorem 7 If τ is a fuzzy subcollection of a Γ -hypernear ring N ∗, then following
conditions are equivalent:

(i) τ is a (γ, δ)-fuzzy hyperideal of N ∗.
(ii) τe is an hyperideal of N ∗ for any e ∈ (γ, δ].
Proof (i) ⇒ (ii)

For any e ∈ (γ, δ] since τ is a fuzzy hyperideal ofN ∗ clearly τe �= φ. Now we want
to show that τe is an hyperideal of N ∗. (i) for every i, j ∈ τe, inf 
∈i− jτ(
) ∨ γ ≥
(τ (i)∧τ( j))∧δ ≥ e∧δ = e. Thus, 
 ∈ i − j ∈ τe. (ii) Let for every i ∈ τe, j ∈ N ∗,
Now inf 
∈ j+i− jτ(
) ∨ γ ≥ τ(i) ∧ δ ≥ e∧ δ = e. Thus, 
 ∈ j + i − j ∈ τe. (iii) Let
for every j ∈ τe, i, k ∈ N ∗ and ρ ∈ Γ ∗ Now inf 
∈iρ( j+k)−iρkτ(
)∨ γ ≥ τ( j)∧ δ ≥
e ∧ δ = e. Thus, 
 ∈ iρ( j + k) − iρk ∈ τe. Hence, τe is an hyperideal of N ∗.
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(ii) ⇒ (i)

Suppose that τe is a hyperideal of N ∗ for any e ∈ (γ, δ]. Now we have to prove
that τ is an (γ, δ) fuzzy hyperideal of Γ -hypernear ring N ∗. We can prove this
by contradiction, (i) Let for any i, j ∈ τe suppose inf 
∈i− jτ(
) ∨ γ < (τ(i) ∧
τ( j)) ∧ δ = e, thus inf 
∈i− jτ(
) ∨ γ < e (since e ∈ (γ, δ]) so, 
 ∈ i − j /∈ τe
which is contradiction. Therefore inf 
∈i− jτ(
) ∨ γ ≥ (τ (i) ∧ τ( j)) ∧ δ. (ii) Let
for any i ∈ τe and j ∈ N ∗ suppose inf 
∈ j+i− jτ(
) ∨ γ < τ(i) ∧ δ = e, thus
inf 
∈ j+i− jτ(
) ∨ γ < e (since e ∈ (γ, δ]) so, 
 ∈ j + i − j /∈ τe which is
contradiction therefore inf 
∈ j+i− jτ(
) ∨ γ ≥ τ(i) ∧ δ. (iii) Let for any j ∈ τe,
i, k ∈ N ∗ and ρ ∈ Γ ∗ then suppose inf 
∈iρ( j+k)−iρkτ(
) ∨ γ < τ( j) ∧ δ = e,
thus inf 
∈iρ( j+k)−iρkτ(
) ∨ γ < e (since e ∈ (γ, δ]) so, 
 ∈ iρ( j + k) − iρk /∈ τe
which is contradiction therefore inf 
∈iρ( j+k)−iρkτ(
) ∨ δ ≥ τ( j) ∧ δ. Hence τ is a
(γ, δ)-fuzzy hyperideal of N ∗.

Corollary 8 If τ is a fuzzy subcollection of a Γ -hypernear ring N ∗, then the
following conditions are equivalent:

(i) τ is a (γ, δ)-fuzzy hyperideal of N ∗.
(ii) τe is an hyperideal of N ∗ for any e ∈ (γ, δ).

Theorem 9 Let Q be any non-vacant subcollection of an Γ -hypernear ringN ∗ and
τQ be an (γ, δ) fuzzy collection in N ∗ characterized by,

τQ(i) =
⎧
⎨

⎩

d if i ∈ Q
e if i /∈ Q

∀ i ∈ N ∗ and d, e ∈ (γ, δ] with d > e. Then τQ is an (γ, δ)-fuzzy hyperideal of
N ∗ iff Q is a hyperideal of Γ -hypernear ring N ∗. Also, N ∗

τQ
= Q.

Proof Let consider τQ be an (γ, δ)-fuzzy hyperideal of hypernear-ring N ∗ and let
i, j ∈ Q. then inf 
∈i− jτQ(
)∨γ ≥ min{τQ(i), τQ( j)}∧δ = d∧δ = d that implies

 ∈ i− j ∈ Q. For each i ∈ Q, j ∈ N ∗. inf 
∈ j+i− jτQ(
)∨γ ≥ τQ(i)∧δ = d∧δ = d
that implies 
 ∈ j+i− j ∈ Q. For each j ∈ Q, i, k ∈ N ∗ inf 
∈iρ( j+k)−iρkτQ(
)∨γ ≥
τQ(i) ∧ δ = d ∧ δ = d that implies 
 ∈ iρ( j + k) − iρk ∈ Q. Therefore, Q is
hyperideal of hypernear ring N ∗.

Conversely, let Q be an hyperideal of hypernear ring N ∗ and let i, j ∈ N ∗.

(i) (a) For i, j ∈ Q, then 
 ∈ i − j ∈ Q and so inf 
∈i− jτQ(
) ∨ γ = d = d ∧ δ ≥
min{τQ(i), τQ( j)}∧ δ. (b) If atleast one of i or j is not in Q, then 
 ∈ i − j /∈ Q and
so inf 
∈i− jτQ(
) ∨ γ = e = e ∧ δ ≥ min{τQ(i), τQ( j)} ∧ δ. (c) If both i, j /∈ Q,
then 
 ∈ i − j /∈ Q and so inf 
∈i− jτQ(
)∨γ = e = e∧ δ ≥ min{τQ(i), τQ( j)}∧ δ.
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(ii) (a) Let i, j ∈ N ∗ and if i ∈ Q then 
 ∈ j+i− j ∈ Q then inf 
∈ j+i− jτQ(
)∨γ =
d = d ∧ δ ≥ τQ(i) ∧ δ. (b) If i not in Q, then 
 ∈ j + i − j /∈ Q, and so
inf 
∈ j+i− jτQ(
) ∨ γ = e = e ∧ δ ≥ τQ(i) ∧ δ.

(iii) (a) Now let i, j, k ∈ N ∗, ρ ∈ Γ ∗ and if i ∈ Q, then 
 ∈ iρ( j + k) − iρk ∈ Q
and so inf 
∈iρ( j+k)−iρkτQ(
) ∨ γ = d = d ∧ δ ≥ τQ( j) ∧ δ. (b) If j not in Q, then

 ∈ iρ( j+k)− iρ j /∈ Q, and so, inf 
∈iρ( j+k)−iρkτQ(
)∨γ = e = e∧δ ≥ τQ( j)∧δ.

Thus, τQ is an (γ, δ)-fuzzy hyperideal of Γ -hypernear ringN ∗. NowN ∗
τQ

= {i ∈
N ∗|τQ(i) = τQ(0)} = {i ∈ N ∗|τQ(i) = d} = {i ∈ N ∗|i ∈ Q} = Q.

Corollary 10 LetR be a non-vacant subcollection of a Γ -hypernear ringN ∗,R is
hyperideal of N ∗ if and only if ψR is a (γ, δ)-fuzzy hyperideal of N ∗. (Here ψR
represent characteristic function of R).

Theorem 11 Let τ, σ be (γ, δ)-fuzzy hyperideals of Γ -hypernear ring N ∗. Then
τ + σ is also a (γ, δ)-fuzzy hyperideals of N ∗ where

(τ + σ) (i) = sup {τ(i1) ∧ σ(i2)|i = i1 + i2}, ∀ i ∈ N ∗

Proof Let ∀ i, j ∈ N ∗ and ρ ∈ Γ ∗, we have

(i) inf
∈i− j (τ + σ) (
) ∨ γ

≥ sup{inf 
∈i1−i2τ(
) ∧ inf 
∈ j1− j2σ(
)|i = i1 + j1, j =i2 + j2}
∨ γ ≥ sup{τ(i1) ∧ τ(i2) ∧ σ( j1) ∧ σ( j2) ∧ δ|i = i1 + j1, j = i2 + j2}
= sup{τ(i1) ∧ σ( j1)|i = i1 + i1} ∧ sup{τ(i2) ∧ σ( j2)| j = i2 + j2} ∧ δ

= (τ + σ) (i) ∧ (τ + σ) ( j) ∧ δ.

(ii) inf
∈ j+i− j (τ + σ) (
) ∨ γ

≥ sup{inf 
∈ j+i1− jτ(
) ∧ inf 
∈ j+i2− jσ(
)|i = i1 + i2}
∨ γ ≥ sup{τ(i1) ∧ σ(i2) ∧ δ|i = i1 + i2}
= sup{τ(i1) ∧ σ(i2)|i = i1 + i2} ∧ δ = (τ + σ) (i) ∧ δ.

(iii) inf
∈iρ( j+k)−iρk(τ + σ) (
) ∨ γ

≥ sup{inf 
∈iρ( j1+k)−iρkτ(
) ∧ inf 
∈iρ( j2+k)−iρkσ(
)| j = j1 + j2} ∨ γ

≥ sup{τ( j1) ∧ σ( j2) ∧ δ| j = j1 + j2}
= sup{τ( j1) ∧ σ( j2)| j = j1 + j2} ∧ δ

= (τ + σ) ( j) ∧ δ.

So, τ + σ is a (γ, δ)-fuzzy hyperideals of N ∗.

Definition 12 Let N ∗ and M∗ be Γ -hypernear rings. A map η : N ∗ → M∗ is
homomorphism if η (i + j) = η (i) + η ( j) and η (iρ j) = η (i) ρη ( j)∀ i, j ∈ N ∗
and ρ ∈ Γ ∗.

Theorem 13 Let η : N ∗ → M∗ be a homomorphism and τ be an (γ, δ)-fuzzy
hyperrideal of Γ -hypernear ringN ∗ then η (τ) is also an (γ, δ)-fuzzy hyperideal of
a Γ -hypernear ring M∗. where
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η (τ) ( j) = inf
j∈M∗{τ (i)|η (i) = j}∀ j ∈ M∗.

Proof Let τ be an (γ, δ)-fuzzy hyperideal of hypernear ring N ∗. Now (i) Let for
any i1, i2 ∈ N ∗ and j1, j2 ∈ M∗ then we have

inf 
∈ j1− j2η (τ) (
) ∨ γ

= inf i1,i2∈N ∗ {inf 
∈i1−i2τ(
)|η(i1 − i2) = j1 − j2} ∨ γ

= inf i1,i2∈N ∗ {inf 
∈i1−i2τ(
) ∨ γ |η (i1 − i2) = j1 − j2}
≥ inf i1,i2∈N ∗ {(τ (i1) ∧ τ(i2)) ∧ δ|η (i1) = j1, η (i2) = j2}
= infi1∈N ∗ {τ(i1) ∧ δ|η (i1) = j1} ∧ inf i2∈N ∗ {τ(i2) ∧ δ|η (i2) = j2
= η (τ) ( j1) ∧ η (τ) ( j2) ∧ δ.

(ii) Let for any i1, i2 ∈ N ∗, j1, j2 ∈ M∗ then we have

inf 
∈ j2+ j1− j2η (τ) (
) ∨ γ

= inf i1,i2∈N ∗ {inf 
∈i2+i1−i2τ(
)|η(i2 + i1 − i2) = j2 + j1 − j2} ∨ γ

= inf i1,i2∈N ∗ {inf 
∈i2+i1−i2τ(
) ∨ γ |η (i2 + i1 − i2) = j2 + j1 − j2}
≥ inf i1∈N ∗ {τ(i1) ∧ δ|η (i1) = j1}
= inf i1∈N ∗ {τ(i1) ∧ δ|η (i1) = j1} ∧ δ

= η (τ) ( j1) ∧ δ.

(iii) Let for any j, i1, i2 ∈ N ∗, j ′, k1, k2 ∈ M∗ and ρ ∈ Γ ∗, ρ ∈ Γ ∗ then

inf 
∈k1ρ‘( j ′+k2)−k1ρ‘k2η (τ) (
) ∨ γ

= in f j,i1,i2∈N ∗ {inf 
∈i1ρ( j+i2)−i1ρi2τ (
)|η(i1ρ( j + i2) − i1ρ i2)

= k1ρ
‘( j ′ + k2) − k1ρ

‘k2} ∨ γ

= in f j,i1,i2∈N ∗ {inf 
∈i1ρ( j+i2)−i1ρi2τ (
) ∨ γ |η(i1ρ( j + i2) − i1ρi2)

= k1ρ( j ′ + k2) − k1ρk2}
≥ inf

j∈N ∗{τ( j) ∧ δ|η ( j) = j ′)}
= η (τ) ( j ′) ∧ δ.

Hence proof is completed.

Theorem 14 If ω : N ∗ → M∗ is a homomorphism and D is a (γ, δ)-fuzzy
hyperideal of a Γ -hypernear ringM∗, then ω−1(D) is a (γ, δ)-fuzzy hyperideal of
a N ∗ where

ω−1(D) (i) = D(ω(i))
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Proof Let D be an (γ, δ)-fuzzy hyperideal of Γ -hypernear ring M . Now we want
show that ω−1(D) is a (γ, δ) fuzzy hyperideal of N ∗.

(i) For any i, j ∈ N ∗ then we have

inf 
∈i− jω
−1(D) (
) ∨ γ

= inf 
∈i− jD(ω(
)) ∨ γ ≥ D(ω(i)) ∧ D(ω( j)) ∧ δ

= ω−1(D)(i) ∧ ω−1(D)( j) ∧ δ.

(ii) For any i, j ∈ N ∗ then we have

inf 
∈ j+i− jω
−1(D) (
) ∨ γ

= inf 
∈ j+i− jD(ω(
)) ∨ γ ≥ D(ω(i)) ∧ δ

= ω−1(D)(i) ∧ δ.

(iii) For any i, j, i ∈ N ∗ and ρ ∈ Γ ∗. We have

inf 
∈iρ( j+k)−iρkω
−1(D) (
) ∨ γ

= inf 
∈iρ( j+k)−iρkD(ω(
)) ∨ γ ≥ D(ω( j)) ∧ δ

= ω−1(D)( j) ∧ δ.

Hence, ω−1(D) is a (γ, δ)-fuzzy hyperideal of N ∗.

Theorem 15 If {τ p(i)|p ∈ P} be a family of (γ, δ)-fuzzy hyperideals of
Γ -hypernear ring N ∗, then ∨

p∈P
τ p is also (γ, δ)-fuzzy hyperideal of N ∗.

Proof Let consider a family {τ p(i)|p ∈ P} of (γ, δ)-fuzzy hyperideal of
Γ -hypernear ring of N ∗. For i, j, k ∈ N ∗ we have,

inf 
∈i− j ( ∨
p∈P

)τp(
) ∨ γ

= inf 
∈i− j sup{τp(
)|p ∈ P} ∨ γ

≥ sup{min{τ p(i), τ p(i)|p ∈ P} ∧ δ

= min{sup
p∈P

τ p(i) ∧ δ, sup
p∈P

τ p( j) ∧ δ}

= min{ ∨
p∈P

τ p(i) ∧ δ, ∨
p∈P

τ p( j) ∧ δ}.

inf 
∈ j+i− j ∨
p∈P

τp(
) ∨ γ = inf 
∈ j+i− j sup{τ p(
)|p ∈ P} ∨ γ

≥ sup{τ p(i)|p ∈ P} ∧ δ = sup
p∈P

τ p(i) ∧ δ = ∨
p∈P

τ p(i) ∧ δ.
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inf 
∈iρ( j+k)−iρk ∨
p∈P

τp(
) ∨ γ

= inf 
∈iρ( j+k)−iρk sup{τ p(
)|p ∈ P}. ∨ γ

≥ sup{τ p( j)|p ∈ P} ∧ δ

= sup
p∈P

τ p( j) ∧ δ = ∨
p∈P

τ p( j) ∧ δ.

Hence, ∨
p∈P

τ p is an (γ, δ)-fuzzy hyperideal of N ∗.

Theorem 16 If {τ p(i)|p ∈ P} be a family of an (γ, δ)-fuzzy of Γ -hypernear ring
N ∗ then ∧

p∈P
τ p is also a (γ, δ)-fuzzy hyperideal of N ∗.

Proof Proof is straightforward.

Corollary 20 If τ and σ be two (γ, δ)-fuzzy hyperideals of Γ -hypernear ringN ∗,
then τ ∪ σ is also (γ, δ)-fuzzy hyperideal of N ∗.

3 Normal (γ, δ)-Fuzzy Hyperideals

Definition 17 An τ of Γ -hypernear ring N ∗ is normal fuzzy hyperideal (NFH) if
τ (0) = 1.

Theorem 22 Given a (γ, δ)-fuzzy hyperideal τ of an Γ -hypernear ring N ∗, and
suppose τ ∗ is a fuzzy collection inN ∗ by defining τ ∗(i) = τ (i)+1−τ(0)∀ i ∈ N ∗.
Then τ ∗ is a (γ, δ)-fuzzy hyperideal N ∗.

Proof Note that τ ∗(0) = τ(0) + 1 − τ(0) = 1 and for i, j, k ∈ N ∗ and ρ ∈ Γ ∗,

inf 
∈i− jτ
∗(
) ∨ γ = ( inf


∈i− j
τ(
) + 1 − τ(0)) ∨ γ

≥ (min{τ(i), τ (i)} ∧ δ) + (1 ∧ δ) − (τ (0) ∧ δ)

= min{(τ (i) + 1 − τ(0)) ∧ δ, (τ ( j)) + 1 − τ(0)) ∧ δ}
= min{τ ∗(i) ∧ δ, τ ∗( j) ∧ δ}

= min{τ ∗(i), τ ∗( j)} ∧ δ.

inf 
∈ j+i− jτ
∗(
) ∨ γ

= (inf 
∈ j+i− jτ(
) + 1 − τ(0)) ∨ γ ≥ (τ (i) ∧ δ) + (1 ∧ δ) − (τ (0) ∧ δ)

= (τ (i) + 1 − τ(0)) ∧ δ = τ ∗(i) ∧ δ

and
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inf 
∈iρ( j+k)−iρkτ
∗(
) ∨ γ

= inf 
∈iρ( j+k)−iρkτ(
) + 1 − τ(0) ∨ γ ≥ (τ ( j) ∧ δ)

+ (1 ∧ δ) − (τ (0) ∧ δ) = (τ ( j) + 1 − τ(0)) ∧ δ

= τ ∗( j) ∧ δ.

Hence, τ ∗ is a (γ, δ)-fuzzy hyperideal of M∗.

Definition 18 A function from X into [0, 1] is referred to as a (γ, δ)-fuzzy subset
of a set X . The set of all (γ, δ)-fuzzy subsets of X is (γ, δ)-fuzzy power set of X
and is represented by IXγ,δ = [0, 1]X .

Lemma 19 Let τ ∈ IM
∗

γ,δ . Then τ is a (γ, δ)-fuzzy hyperideal of Γ -hypernear ring
N ∗ iff upper level subset τd is N ∗∀d ∈ Im (τ ).

Proof Proof is straightforward.

4 (γ, δ)-Cut Set

We introduce the concept of a (γ, δ)-cut set of a fuzzy subset based on the notion of
a (ε, ε ∨ q)-level subset described in.

Definition 20 [5] Let τ be a fuzzy subset of the set X with d in [0, 1] then there is
the subset τ (γ,δ)

d of X as defined by

τ
(γ,δ)

d = {i ∈ X |τ(i) ∨ γ ≥ d ∧ δ or τ(i) > 2δ − d ∨ γ }
is known as (γ, δ)-cut set of τ . We represented by id ∈ (γ, δ) if i ∈ τ

(γ,δ)

d . if τ is a
fuzzy subset of X and d ∈ [0, 1], then

τ
(γ,δ)

d =

⎧
⎪⎪⎨

⎪⎪⎩

X i f d ≤ γ

τD i f γ < d ≤ δ

τ(2δ−d) ∨ γ i f d > δ

is a (γ, δ)-cut set of τ .

Theorem 21. Let τ be a (γ, δ)-fuzzy Γ -hypernear ring (fuzzy hyperideal) of
N ∗, ∀ d ∈ [0, 1] if and only if τ

(γ,δ)

d is a fuzzy Γ -hypernear ring (fuzzy hyperideal)
of N ∗ or τ

(γ,δ)

d = φ.

Proof We only prove the case of a (γ, δ)-fuzzyΓ -hypernear ring (fuzzy hyperideal)
of N. If d ≥ γ , then τ

(γ,δ)

d = N ∗. If γ < d ≤ δ, then τ
(γ,δ)

d = τd and τd is a N ∗

from Theorem 7. If d > δ, then τ
(γ,δ)

d = τ(2δ−d) ∧ γ and (2δ − d) ∧ γ ∈ [γ, δ). So,
τ

(γ,δ)

d is a �-hypernear ring (hyperideal) N ∗.
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5 On Direct Product of (γ, δ)-Fuzzy Hyperdeals

LetN ∗ andM∗ be twoΓ -hypernear ringswith identity 0 and 0′, respectively, then�-
hypernear ringN ∗×M∗ is a identity (0, 0′) if we define (i1, j1) (ρ1, ρ2) (i2, j2) =
(i1ρ1i2, j1ρ2 j2)∀ (i1, j1), (i2, j2) ∈ N ∗ ×M∗ and ρ1, ρ2 ∈ Γ ∗

1 × Γ ∗
2 Moreover,

the inverse element of any (i, j) ∈ N ∗ × M∗ is (x, y) ∈ N ∗ × M∗ if and only if
x and y are inverse elements of i and j in N ∗ and M∗, respectively.

Definition 22 [20] Let τ and σ be any two (γ, δ)-fuzzy subset of X and Y , respec-
tively. Then their product of τ and σ represented by (τ ×σ)∨ is a (γ, δ)-fuzzy subset
of (X × Y ) ∨ γ defined as follows: (τ × σ) (i, j) ∨ γ = (τ (i) ∧ σ( j)) ∧ δ. Where
sum, multiplication, inverse of (γ, δ) as follows:

((a1, b1) + (a2, b2)) ∨ γ = (a1 + a2, b1 + b2) ∧ δ

((a1, b1) + (a2, b2)) ∨ γ = (a1a2, b1b2) ∧ δ

−(a, b) ∨ γ = (−a, − b) ∧ δ

Theorem 23 If τ and σ be two (γ, δ)-fuzzy hyperideals of Γ -hypernear ringsM∗
and N ∗, respectively, then τ × σ is also (γ, δ)-fuzzy hyperideal of M∗ × N ∗.

Proof Let (i1, i2), ( j1, j2), (k1, k2) ∈ M∗ × N ∗ and ρ1, ρ2 ∈ Γ ∗
1 × Γ ∗

2 . Now,

(i) inf 
∈(i1, j1)−(i2, j2)(τ × σ) (
) ∨ γ

= inf 
∈(i1−i2),( j1− j2)(τ × σ) (
) ∨ γ

≥ (τ (i1) ∧ τ(i2) ∧ δ) ∧ (σ ( j1) ∧ σ( j2) ∧ δ) ∧ δ

= {(τ (i1) ∧ σ( j1)) ∧ (τ (i2) ∧ σ( j2))} ∧ δ

= {(τ × σ) (i1, j1) ∧ (τ × σ) (i2, j2)} ∧ δ.

(ii) inf 
∈(i2, j2)+(i1, j1)−(i2, j2)(τ × σ) (
) ∨ γ

= inf 
∈(i2+i1−i2),( j2+ j1− j2)(τ × σ) (
) ∨ γ

≥ (τ (i1) ∧ δ) ∧ (σ (i1) ∧ δ) ∧ δ

= (τ (i1) ∧ σ(i1)) ∧ δ

= (τ × σ) (i1, j1) ∧ δ.

(iii) inf 
∈(i1,i2)(ρ1,ρ2)(( j1, j2)+(k1,k2))−(i1,i2)(ρ1,ρ2)(k1,k2)(τ × σ) (
) ∨ γ

= inf 
∈i1ρ1( j1+k1)−i1ρ1k1,i2ρ2( j2+k2)−i2ρ2k2(τ × σ) (
) ∨ γ

≥ (τ (i1) ∧ δ) ∧ (σ (i2) ∧ δ) ∧ δ

= (τ (i1) ∧ σ(i2)) ∧ δ

= (τ × σ) (i1, i2) ∧ δ.
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Hence τ × σ is a (γ, δ)-fuzzy hyperideal of M∗ × N ∗.

Lemma 24 Let τ and σ be any two fuzzy subsets of Γ -hypernear rings M∗ and
N ∗, respectively, if τ × σ is (γ, δ)-fuzzy hyperideal ofM∗ × N ∗ then.

(i) (τ × σ) (0, 0′) ∨ γ ≥ (τ × σ) (i, j) ∧ δ.
(ii) (τ1 × τ2 . . . × τn)(01, 02 . . . 0n) ∨ γ ≥ (τ1 × τ2 . . . × τn)(i1, i2 . . . in) ∧ δ.

Theorem 25 Let τ and σ be a two fuzzy subsets of Γ -hypernear ringsM∗ andN ∗,
respectively. If τ × σ is a (γ, δ)-fuzzy hyperideal of Γ -hypernear ring M∗ × N ∗,
then atleast one of the following must be true.

(i) τ(0) ∨ γ ≥ σ( j) ∧ δ ∀ j ∈ N ∗
(ii) σ(0′) ∨ γ ≥ τ(i) ∧ δ ∀ i ∈ M∗

Proof Let τ × σ is the (γ, δ)-fuzzy hyperideal of M∗ × N ∗. By contradiction
suppose that there exist i ∈ M∗ and v ∈ N ∗ such that σ(0′) ∨ γ < τ(i) ∧ δ and
τ(0) ∨ γ < τ( j) ∧ δ.

Now

(τ × σ) (i, j) ∨ γ

= (τ (i) ∧ σ( j)) ∧ δ

= (τ (i) ∧ δ) ∧ (σ ( j) ∧ δ)

> (τ(0) ∨ γ ) ∧ (σ (0′) ∨ γ )

= (τ (0) ∧ σ(0′)) ∨ γ = (τ × σ) (0, 0′) ∨ γ.

Thus, τ × σ is a (γ, δ)-fuzzy hyperideals of the M∗ × N ∗ satisfying (τ ×
σ) (i, j) ∧ δ > (τ × σ) (0, 0′) ∨ γ This is a contradict to Lemma (29).

Theorem 26 Suppose τ and σ be a two fuzzy subset of Γ -hypernear ringsM∗ and
N ∗, respectively, if τ ×σ is a (γ, δ)-fuzzy hyperideal ofΓ -hypernear ringM∗×N ∗,
then either τ is a (γ, δ)-fuzzy hyperidealM∗ or σ is a (γ, δ)-fuzzy hyperidealN ∗.

Proof Suppose τ ×σ is a (γ, δ)-fuzzy hyperidealM∗ ×N ∗. By using the property
σ(0′) ∨ γ ≥ τ(i) ∧ δ ∀ i, j, k, ∈ M∗ then two cases are possible γ ≥ τ(i) ∧ δ or
σ(0′) ≥ τ (i) ∧ δ.

Case (i)

If γ ≥ τ(i) ∧ δ ∀ i ∈ M∗ then for i, j ∈ M∗ and ρ ∈ Γ ∗,

inf 
∈i− jτ(
) ∨ γ ≥ γ ≥ τ(i) ∧ τ( j) ∧ δ

≥ (τ (i) ∧ τ( j))δ inf 
∈ j+i− jτ(
) ∨ γ ≥ γ ≥ τ(i) ∧ δ.

inf 
∈iρ( j+k)−iρkτ(
) ∨ γ ≥ γ ≥ τ( j) ∧ δ. Hence, in this case τ is a (γ, δ)-fuzzy
hyperideal M∗.



(γ, δ)-Fuzzy Hyperideals of �-Hypernear Rings 273

Case (ii)

If σ(0′) ≥ τ(i) ∧ δ then

(i) for i, j ∈ M∗,

inf 
∈i− jτ(
) ∨ γ ≥ [inf 
∈i− jτ(
) ∧ σ(0′)] ∨ γ

= [inf 
∈i− jτ(
) ∧ σ(0′ − 0′)] ∨ γ

= [inf 
∈(i,0′)−( j,0′)(τ × σ) (
)] ∨ γ ≥
= [(τ (i) ∧ σ(0′)) ∧ (τ ( j) ∧ σ(0′))] ∧ δ

= (τ (i) ∧ (τ ( j)) ∧ δ.

(ii) For i, j ∈ M∗,

inf 
∈ j+i− jτ(
) ∨ γ ≥ [inf 
∈ j+i− jτ(
) ∧ σ(0′)] ∨ γ

= [inf 
∈ j+i− jτ(
) ∧ inf 
∈0′+0′−0′σ(
)] ∨ γ

= [inf 
∈( j,0′)+(i,0′)−( j,0′)(τ × σ) (
)] ∨ γ

≥ (τ × σ) (i, 0′) ∧ δ

= (τ (i) ∧ σ(0′)) ∧ δ

= τ(i) ∧ δ.

(iii) For i, j, k ∈ M∗ and ρ ∈ Γ ∗,

inf 
∈iρ( j+k)−iρkτ(
) ∨ γ ≥ [inf 
∈iρ( j+k)−iρkτ(
) ∧ σ(0′)] ∨ γ

= [inf 
∈iρ( j+k)−iρkτ(
) ∧ in f 
∈0′ρ(0′+0′)−0′ρ0′σ(
)] ∨ γ

= [inf 
∈(i,0′)ρ(( j,0′)+(k,0′))−(i,0′)ρ(k,0′)(τ × σ) (
)] ∨ γ ≥ (τ × σ)( j, 0′) ∧ δ

= (τ ( j) ∧ σ(0′)) ∧ δ = τ( j) ∧ δ.

Hence, in this case τ is a (γ, δ)-fuzzy hyperideal M∗.

Theorem 27 Let τ and σ be fuzzy subsets of Γ -hypernear rings M∗ and N ∗,
respectively, such that τ(0) ∨ γ ≥ τ( j) ∧ δ, ∀ j ∈ N ∗ and τ × σ is a (γ, δ)-fuzzy
hyperideal of M∗ × N ∗ then, σ is a (γ, δ)-fuzzy hyperideal of N ∗.

Corollary 28 Let τ1, τ2, . . . τn be a (γ, δ)-fuzzy subset of Γ -hypernear rings
N ∗

1 , N ∗
2 . . .N ∗

n , respectively, if τ1 × τ2 × . . . × τn is a (γ, δ)-fuzzy hyperideal
of Γ -hypernear ring N ∗

1 × N ∗
2 × . . . × N ∗

n , then atleast for one p, τp(0p) ∨ γ ≥
τk(pk) ∧ δ ∀ p ∈ N ∗

k , for k = 1, 2,….n where 0p is an identity of N ∗
p must be true.

Corollary 30 Let τ1, τ2, . . . τn be a (γ, δ)-fuzzy hyperideal of Γ -hypernear rings
N ∗

1 , N ∗
2 . . .N ∗

n , respectively, if τ1 × τ2 × . . . × τn is a (γ, δ)-fuzzy hyperideal of
N ∗

1 × N ∗
2 × . . . × N ∗

n , then atleast for one of p, τp is a (γ, δ)-fuzzy hyperideal of
N ∗

p .
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Proof Suppose that τ1 be a (γ, δ)-fuzzy hyperideal of hypernear ring N ∗
1 then by

using τp(0p) ∨ γ ≥ τ1(i1) ∧ δ ∀ i1 ∈ N ∗
1 .

(i) For i1, j1 ∈ N ∗
1 then

inf 
∈i1− j1τ1(
) ∨ γ

= [inf 
∈i1− j1τ1(
) ∧ τ2(02) ∧ . . . ∧ τn(0n)] ∨ γ

= [inf
∈i1− j1τ1(
) ∧ inf 
∈02−02τ2(
) ∧ . . . ∧ inf 
∈0n−0n τn(
)]∨
= [inf
∈i1− j1,02−02...,0n−0n (τ1 × τ2 × . . . × τn)(
)] ∨ γ

= [inf
∈(i1,02...,0n)−( j1,02...,0n )(τ1 × τ2 × . . . × τn)(
)] ∨ γ

≥ [(τ1 × τ2 × . . . × τn)(i1, 02 . . . , 0n) ∧ (τ1 × τ2 × . . . × τn)

( j1, 02 . . . , 0n)] ∧ δ

= [(τ1) (i1) ∧ (τ2)(02) ∧ . . . (τn)(0n) ∧ (τ1) ( j1)

∧ (τ2)(02) ∧ . . . (τn)(0n)] ∧ δ

= [τ1(i1) ∧ τ1( j1)] ∧ δ.

(ii) For i1, j1 ∈ N ∗
1 then

inf 
∈ j1+i1− j1τ1(
) ∨ γ

= [in f 
∈ j1+i1− j1τ1(
) ∧ τ2(02) ∧ . . . ∧ τn(0n)] ∨ γ

= [in f 
∈ j1+i1− j1τ1(
) ∧ inf 
∈02+02−02τ2(
) ∧ . . . ∧ inf 
∈0n+0n−0n τn(
)] ∨ γ

= [in f 
∈ j1+i1− j1,02+02−02...,0n+0n−0n (τ1 × τ2 × . . . × τn)(
)] ∨ γ

= [in f 
(∈ j1,02...,0n)+(i1,02...,0n)−( j1,02...,0n))(τ1 × τ2 × . . . × τn)(
)] ∨ γ

≥ [(τ1 × τ2 × . . . × τn) (i1, 02 . . . 0n)] ∧ δ

= [(τ1) (i1) ∧ (τ2)(02) ∧ . . . (τn)(0n)] ∧ δ

= τ1(i1) ∧ δ.

(iii) For i1, j1, k1 ∈ N ∗
1 and ρ1 ∈ Γ ∗

1 then

inf 
∈i1ρ1( j1+k1)−i1ρ1k1τ1(
) ∨ γ

= [in f 
∈i1ρ1( j1+k1)−i1ρ1k1τ1(
) ∧ τ2(02) ∧ . . . ∧ τn(0n)] ∨ γ

= [in f 
∈i1ρ1( j1+k1)−i1ρ1k1τ1(
)

∧ in f 
∈02ρ2(02+02)−02ρ202τ2(
) ∧ . . . ∧ inf 
∈0nρn (0n+0n )−0nρn0n τn(
)] ∨ γ

= [in f 
∈i1ρ1( j1+k1)−i1ρ1k1,02ρ2(02+02)−02ρ202...,0nρn(0n+0n)−0nρn0n

(τ1 × τ2 × . . . × τn)(
)] ∨ γ

= [in f 
∈(i1,02...,0n )(ρ1,ρ2...ρn )(( j1,02...0n)+(k1,02...,0n))−(i1,02...,0n )(ρ1,ρ2...ρn )(k1,02...,0n)

(τ1 × τ2 × . . . × τn)(
)] ∨ γ

≥ [(τ1 × τ2 × . . . × τn) ( j1, 02 . . . 0n)] ∧ δ

= [(τ1)( j1) ∧ (τ2)(02) ∧ . . . (τn)(0n)] ∧ δ

= τ1( j1) ∧ δ.
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Hence τ1 is (γ, δ)-fuzzy hyperideal of a Γ -hypernear ringN ∗
1 . Similarly, we can

show that using property τ p(0p) ∨ γ ≥ τk(ik) ∧ δ ∀ ik ∈ N ∗
k , all τk for k = 2, 3,…n,

is (γ, δ)-fuzzy hyperideal of N ∗
k .
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A Review on Multi-Input DC-DC
Converter and Its Controlling for Hybrid
Power System

Amogh Narwaria, Pankaj Swarnkar, and Sushma Gupta

Abstract The paper presented here gives a detailed insight on the multi-input DC-
DC converter and its controlling methods. Multi-input DC-DC converters have been
found of eminent importance in the field of non-conventional energy integration.
Multi-input converters are being used to interface different non-conventional sources
like photovoltaic cells, wind, fuel cells, etc. and energy storage. These converters are
classified mainly under two categories—isolated and non-isolated topologies—and
the most preferred is isolated topologies because it is best suited for high-power
applications. The key focus of this paper is on controlling methods used for the
multi-input DC-DC converter with conventional control scheme as well as intelligent
control schemes; hence, a broad review is performed for the following mentioned
above.

Keyword Multi-input DC-DC converter non-conventional energy sources hybrid
power systems

1 Introduction

Non-conventional energy sources like solar, wind, fuel cells, etc. have become very
popular and seen as the alternative to conventional energy sourceswhich are depleting
at a tremendous rate owing to the unprecedented growth in demand, andmoreover, the
environmental [1] concerns are also significant. As we know that non-conventional
energy sources are unreliable due to its dependency on environmental conditions. The
conventional converter scheme is presented in Fig. 1. To overcome this issue, integra-
tion of non-conventional sources is increasing in the recent days, the general structure
of which is depicted in Fig. 2 [2]. By nature, intermittency and unpredictability of
non-conventional sources and load highly demand the inclusion of energy storage
like battery, etc. to meet the load demand and to improve the dynamic and steady-
state performance of the system [3–10]. Thus, the multi-input DC-DC converters
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Energy
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Multi-input
dc-dc Converter

AC 
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AC-DC

Solar

Wind

DC 
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Fig. 1 Schematic diagram of multi-input converter structure

Fig. 2 Schematic diagram of conventional single-port structure

are employed to combine the sources, energy storage and load. Unlike conventional
converters where for each source we require a separate converter, thereby increasing
the number of switches as well as the complexity of the system. A comparison has
been made given in Table 1 [9]. The biggest advantage of using the bidirectional
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Table 1 Comparison of
conventional structure and
multi-input structure

Conventional
structure

Multi-input
structure

Requirement of
common DC bus

Yes No

Conversion stages More than one Single-stage
conversion

Control scheme Separate control Centralized
control

Power flow
management

Complicated, slow Simple, fast

Transformer
requirement

Required Not required

Efficiency Low Improved

multi-input DC-DC converter is that power conversion takes place in a single stage
and also it provides more flexibility to the system [11–15].

The two main categories of topologies used are isolated and non-isolated ones.
Isolated topologies incorporate galvanic isolation as well as DC-DC converter func-
tionalities to the power stage using the turn-ratio method of transformer. Further
isolated topologies offer wide ranges of voltage operation, higher power flexibility
between all ports but have higher device count too. The key motivation behind using
non-isolated topologies is to achieve lesser number of active switches, and para-
sitic losses are also minimized because transformers are not used thereby increasing
overall efficiency. The other advantages of non-isolated topology are its lower cost
as compared to isolated topology; also it can achieve high power density [16].

Hybrid power system has come into existence as the need for reliable and contin-
uous power supply has become the need of the present as well as for the bright future
and since cannot rely on single source entirely so the idea of combining more than
one power source [17–19].

The three-input DC-DC bidirectional converters were analyzed for integration of
different non-conventional energy sources with energy storage into a single converter
with three inputs [20]. A three-input port DC-DC converter can have two inputs as:
one for PV input and other for wind or any other non-conventional energy input, and
third port will be having the energy storing device, which has to be a bidirectional
port, that is for discharging and charging [21, 22]. Output of the three-input port
DC-DC converter can be connected to the DC load directly or to the grid or AC load
by an inverter through a DC link capacitor [23].

Using three-input DC-DC non-isolated converters can end up in using lesser
number of components as well as a solid structure [24–26]. Moreover, a method-
ical process of the origin of non-isolated three-input DC-DC converters has been
explained in [26]. Someother shortcomings of the non-isolated three-input converters
are that the voltage gain of most such converter is limited since the conversion ratio
of voltage can only be changed or modified using the duty cycle. Some of the papers
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mentioned show the use of coupled inductor for increasing the voltage conversion
ratio to eliminate this problem [26–30].

However, the battery in this typeof converters remains operating in every operating
mode, resulting in shortening of the lifetime of the storage system and lessening
the dependability of the complete scheme [31–33]. Just like the partially isolated
topologies, the isolated topologies employ a high-frequency transformer, in order to
properly equalize the diverse voltage levels among every port [13–15]. However, the
components’ total number employed in this type of topology is quite huge because
the sharing of these elements is rare [26]. While the two types are partially isolated,
and isolated converter topology may function using soft switching of the power
electronic switches with suitable controlling [34–36].

2 Hybrid Power System

According to the literature, based on the category mentioned above apart from that
the hybrid power system can also be classified grid connected and standalone system.
The systemconnected to grid exhibits quality in equivalent to the network connection.
In the independent basis, the procedure is centered on the isolated structure from the
setup and this classification is shown using Fig. 3 [2].

Conventional power system is includedwith hybrid integratedwith the grid having
enhanced storing ability. In self-sufficient storage energy system for inadequate

Classification

Operating mode
Structure of hybrid 

system

Grid connected Stand-alone system
Only renewable 

sources

With 
conventional 

source

Fig. 3 Classification of hybrid power system
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primary source, it needs to endure load. This hybrid power system includes non-
conventional energy sources like photovoltaic generator, wind turbine or grouping of
other non-conventional system. For hybrid power system, optimization of the sizing
is essential and performed for matching demand of load with minimal cost. The main
function of hybrid power system is cost cutting for power developed. Regarding the
size of the hybrid power system, it is better and very much favorable to bring as much
improvement as possible for satisfying the load demand with nominal cost. Various
criteria being considered into consideration. The furthermost essentials are: (a) the
expense of power created and (b) possibility of loss [35].

3 Multi-input DC-DC Converters

Multi-port conversion topologies proposed for the reduction of the switching devices
and the number of components used. Multi-port converters are available in both
isolated and non-isolated topologies [3–5], and the isolation is provided using the
high-frequency transformer. The multi-input boost topology is a nonlinear multiple-
input and multiple-output type having a many of the intermingling variables. Every
output variable is affected by more than one control variables. Due to quite many
connections between the control loops, the designing of controllers such as propor-
tional–integral–derivative (PID) is complex. Decoupling network is an apt technique
of controlling that allows designing of a controller for such type of multiple-input
boost converter, and thereby, developing of these is one of the main aims of this
work. An appraisal of hybrid energy systems, multi-port converters and control using
different controllers like PI, fuzzy and neuro-fuzzy systems, etc. is discussed here
(Fig. 4, [8]).

3.1 Buck and Boost-Type Bidirectional Converter

The most basic DC-DC topology was designed taking reference of the original boost
and buck converter. The DC-DC converter, being illustrated in Fig. 5 [8], is mainly
understood by making changes in the novel boost and buck converter. To be specific
as the switches of the conventional converter being used here are replaced by bidi-
rectional power switches, the new converter will be bidirectional boost and buck
derivative converter. This converter functions giving a voltage value higher than the
input voltage which is the similar operation as boost converter, and the converse will
be as a buck converter.
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Fig. 4 Classification of non-isolated converter

Fig. 5 Buck and boost
derived

3.2 Boost and Buck-Inspired Bidirectional Converter

Built on the very much alike method which was being used to develop a bidirectional
DC-DC structure, the buck and boost converter may be imitative, that is simply the
usage of a dual-side switch as a substitute of using the one-directional switch in the
given topology will be a way to a DC-DC topology as shown in Fig. 6 [8]. Moreover,

Fig. 6 Buck–boost derived
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the very essence of the basic buck–boost converter is its capability to boost or buck the
voltage level, and this bidirectional buck–boost converter provides this characteristic
in both directions with a negative voltage.

3.3 Zeta-SEPIC-Inspired Converter

Zeta and single-ended primary inductor (SEPIC) are yet other kinds of converters;
these are recognized by adjustment of the Ćuk converter components to get a voltage
positive output. The Zeta/SEPIC DC-DC converter is shown in Fig. 7 [8]. Here the
configuration acts like Zeta type when power is flowing to Vin terminal from the
load side, and now if flow of power is from Vin terminal toward the load, it acts as
a SEPIC-type converter. Moreover, ancillary branch whose connection is shown in
Fig. 7 [8] has been suggested to make a novel straight power transfer route between
the output and input in order to get ripples minimized in current [11] (Table 2, [21]).

4 Control Strategy

Selecting an appropriate control scheme for multi-input DC-DC converters is subject
to its different structure also on control difficulties that occur. Thus, this portion

Fig. 7 Zeta-SEPIC derived

Table 2 Comparison
between different converters

Topology Cost Reliability Efficiency

Buck ++ ++ +++

Boost +++ +++ ++++

Buck–boost + + +
SEPIC-Zeta + + ++

Cuk + + +
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Fig. 8 Flowchart of the control techniques

explores the probable control strategies that can be used in isolated and non-isolated
topologies [20]. Non-isolated structures are less expensive and less complicated also
because it requires no transformer. Though any application is in needful of high
power, in that case separation between load and sources is essential, and isolated
topologies give some advantages, such as good reliability, electrical isolation, bidi-
rectional energy flow, easy understanding of soft switching control and guarding the
apparatus and operatives for reasons of safety.

Thus, the use of transformers is only beneficial if operating at high frequencies. On
the other hand, the type of selection for converters, a higher efficacy and combined
controlling tactics are necessary for such converters. The controlling schemes are
suggested for diverse uses for solving several controlling difficulties that happened
in isolated and non-isolated topologies [8] (Fig. 8, [8] and Table 3, [21]).

4.1 Basic Simulation Result

See Figs. 9 and 10 [37].
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Table 3 Comparison of different control methods

S. No. Control techniques Benefits Limitations

1 PID Low cost
High reliability

Low efficiency
Not robust

2 Sliding mode Reference tracking
Fast and finite response

More state information and
accuracy needed

3 Model predictive Simple implementation
Fast dynamic response

Only for linear model

4 Fuzzy Fast response
Robust response
Nonlinear system

Sensitive to expert knowledge

5 ACO Reduced components size Computational complexity

6 PSO Ease of calculation High uncertainty

7 Simulated annealing No local constraints Reduced accuracy

8 Genetic algorithm Higher accuracy Longer computation time and
higher complexity

Fig. 9 Output voltage of basic simulation model

5 Conclusion

This paper presents a superficial review on hybrid power systems, bidirectional DC-
DC converter topologies as well as different control strategies from the different
configurations and the controlling strategies. In accordance with the circuit config-
uration consideration, similar to else converters, the main investigation is being
centered to lessen the capacity, cost, loss, weight, and to increase the power density
and reliability [36]. This paper also inspects the controlling structures and switching
schemes applied to both isolated and non-isolated types of converters. Different
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Fig. 10 %SOC of battery

control methods have been pointed out, its benefits as well as its limitations are also
being discussed, and the controlling perspective of designing a switching control
scheme having a higher efficacy and reliability is required. The recent developments
in control designing went by the ease of control circuitry by reducing the additional
components and varying the frequency.
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Performance Analysis of 3-D Parallel
Gated Junctionless Field Effect Nanowire
Transistor

N. Bora, A. Sureka, C. Deka, and S. Mipun

Abstract A junctionless transistor is a uniformly doped nanowire-based transistor
that has no gate junction. As the distance between junctions in modern devices
approaches 10 nm, the formation of ultra-shallow junctions with extraordinarily high
doping concentration gradients becomes essential. Junctionless transistors therefore
could aid in the production of smaller devices and thus have drawn much attention
for good scaling capability and technology compatibility. The present work demon-
strates a simulation study performed using the Cogenda Visual TCAD 2-D 1.9.2
device simulator to analyse the optimised parameters for studying characteristics of
a parallel gated MOSFET.

Keywords Parallel gated · TCAD · Junctionless transistor · Simulation

1 Introduction

The rapid advancement in semiconductor technology has reached to a certain point
where circuits are just a few atoms wide, which prevent them from becoming smaller
junctionless nanowire metal–oxide–semiconductor field effect transistor (JNT) is a
novel device with significant promise for extending scalability; an alternative device
for sub-20 nm nodes. The junctionless nanowire metal–oxide–semiconductor filled-
effect junctionless transistor. In contrast to conventional MOSFET, JLFET does not
require steep junction for source and drain, resulting in simplified processing and
competitive electrical characteristics. Also, they exhibit a near-ideal saturation slope,
exceptionally low leakage currents, and reduced carrier mobility with gate voltage
and temperature than classical transistors.

A nanoscaled 3-D parallel gated MOSFET is designed using the Visual TCAD
1.9.2. Instead of junctions, the proposed structure divides a gate into two parallel
sections. The gate is split to bring it closer to the source and drain regions, lowering
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DIBL (Drain Induced Barrier Lowering). Another advantage of splitting the gate is
that it reduces the resulting electric field in the centre of the device, which improves
the carrier mobility. The characteristic graphs obtained from the simulation methods
are used to perform the work analysis of the designed device.

2 Device Model

Figure 1 is a 3-D constructed parallel gated Transistor. The dimensions of the
designed 3-D transistor are, X-axis = 70 nm, Y-axis = 16 nm and Z-axis = 30 nm
with applied uniform doping concentration of 1× 1019 cm−3 (Nd). Hafnium dioxide
(HfO2) is used as an insulator instead of the traditional Silicon Dioxide (SiO2)
between the gates and the silicon substrate. The oxide is applied on both the top
and bottom of the transistor. A total of four parallel gates were constructed on the
transistor. The gates were constructed parallely to the X-axis and perpendicularly
to the Z-axis. The parallel gates are separated with the same oxide layer, i.e. HfO2

with a gap of 6 nm. The Designing and simulation are done using the Visual TCAD
device simulator platform.

The parallel gated junctionless field effect nanowire transistor results were
compared and validated using TCAD software numerical results (PG JLFENT).
The PG JLFENT’s 3D TCAD simulation schematic is presented in Fig. 1, and the
device was designed using SOI technology. To gain more in-depth results, simula-
tions included drain driven barrier lowering effects, charge carrier trapping, and the
Lombardi mobility model, among other things. In order to investigate the leakage
currents difficulties of the PG JLFENT, the Shockley–Read–Hall recombination
model was applied. The Fermi–Dirac statistics with impact ionisation model are
also used in the simulations.

Fig. 1 Structure of the parallel gated MOSFET
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3 Result and Discussions

To validate the analytical model for surface potential, drain current, and transcon-
ductance, the results were compared to those produced using TCAD software. The
simulated Designed Transistor gadget used SOI technology. The entire Si area is
thought to have a doping concentration of 1 × 1019 cm−3.

In Fig. 2, we have plotted a graph between position along the Channel and Surface
Potential (V). We have separated the silicon substrate towards the X-axis, 10 nm to
60 nmout of 69 nm silicon substrate, from the rest of the components of the transistor.
This was produced while applying a constant voltage through Gate and a variable
voltage through the drain. Four different gate voltages were applied.

In Fig. 3, plotted a graph between gate voltage and drain current. We have applied
a constant voltage of 0.1 V, 0.25 V and 0.5 V at the drain, a variable voltage of 0–1 V
(Table 1).

With a step of 0.05 V and doping concentration of 1 × 1019 cm−3 for the Linear
scale and a variable voltage of−0.5–0.5 V with a step of 0.05 V and doping concen-
tration of 5 × 1019 cm−3 for the Logarithmic scale, at the gates of the transistor. As
we keep on increasing the gate voltage the drain current for linear scale increases
after the threshold voltage is passed.

In Fig. 4, we have shown a graph between drain voltage and drain current (with
doping concentration 5 × 1019 cm−3). We have introduced a variable Drain Voltage
(0–1 V) and a constant gate voltage of 0.5 V, 0.75 V, 1 V was supplied at the
gates of the transistor. In Fig. 5, we have plotted a graph between gate voltage and

Fig. 2 Surface potential [V] versus position along the channel [nm]
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Fig. 3 Drain current [A] versus gate voltage [V]

Table 1 List of different
parameters used during
simulation

Dimensions Abbreviation Parameters

Gate length Lg 60 nm

Gate width Wg 1 nm

Channel thickness TSi 10 nm

Doping of channel Nd 1 × 1019

Oxide thickness
(top)

Tox1 2 nm

Oxide thickness
(bottom)

Tox2 2 nm

transconductance (with doping concentration 5 × 1019 cm−3) with a constant drain
voltage of 0.1 V, 0.25 V, and 0.5 V. The transconductance was calculated using the
ratio of Differential Drain Current and Differential Drain Voltage, i.e.

gm = ∂id/∂vg

where, gm is Transconductance, ∂id is Differential Drain Current and ∂vg Differential
Gate Voltage.
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Fig. 4 Drain current [A] versus drain voltage [V]

Fig. 5 Transconductance (S) versus gate voltage [V]

The gate voltage was increased from 0 to 1 V with a step of 0.05 V. The graph
was increasing linearly as the gate voltage was slowly increased and after reaching
a certain gate voltage, the graph stretches till it reaches the final gate voltage value
(1 V).
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4 Conclusion

In this work, we provide brief simulation research in which we designed and simu-
lated the parallel gated junctionless transistor using Visual TCAD, and the resulting
data is presented in the form of various graphs. Capacitance design based on physics
is reprised for a TG FinFET bearing in mind for small geometry effects. The charac-
teristics of capacitance-voltages operational in all regions are designed and displayed.
The capacitance tool is appropriate for analysing transistor properties.

3D GENIUS VTCAD simulations were used to support the accuracy.
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Design of MAC Unit for an Artificial
Neural Network Using Reversible Logic
Gates

B. S. Apoorva, Mohamed Arhaan Amjad, O. Bharatha, Pullagura Sai Surya,
and S. Nagendra Prasad

Abstract The processing unit is the most essential part in an artificial neural
network. The processing unit performs the complex parallel computations that are
important for the efficient working of the neuron which along with the activation
unit makes up an artificial neural network. In our work, we have proposed an effi-
cient MAC (Multiplication and Accumulation) unit which can be implemented as
the processing unit in an ANN. It makes use of Vedic Multiplier, Carry Select Adder
(CSLA) and Ripple Carry Adder (RCA) using reversible logic gates. Our design
attempts to be superior than the current implementations as far as area and delay are
concerned. An efficient MAC processing unit can improve the speed of ANN to a
larger extent. The Verilog HDL design language was used to create and implement
our proposed MAC unit, and the results were analyzed.

Keywords MAC unit · Artificial neural network (ANN) · Carry select adder
(CSLA) · Ripple carry adder · Reversible logic gates · Verilog HDL language

1 Introduction

ANN resembles the neural networks that exist in the human body. It has the ability to
adapt by changing its structure according to the network’s learning phase and has the
ability to learn complex input and output relationships to solve linear and non-linear
issues arising from various fields. This ANN can be trained and modeled accord-
ingly to be able to solve particular issues that humans or conventional computational
algorithm face difficulty in. The ANN is known for its speed and processing ability
[1].

Artificial neural network (ANN) is comprising of basic processing elements. The
processing unit is essentially the MAC (Multiplication and Accumulation) Unit. It
plays a key role in the computation process. The performance of the ANN depends
majorly on the efficiency of the processing unit. There are two types of ANN which
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are characterized as Feed Forward and Feed Back Networks. Feed Forward networks
are composed of a single multi-layer perception and a radial basis function [2].

MAC unit is an important element for the purpose of generation of essential
signals in real time. It is used in various areas like digital signal processors, filters
and convolution applications. They contribute to an important function in ANNs as
well [3].

In today’s world, massive amounts of energy are dissipated from the electronic
systems leading to one of the major issues in the field of technology in present day.
We need to cater to this issue as early as possible. During the computation, few bits
are erased which directly affects the amount of energy that is dissipated from the
particular system. There are certain circuits which resist the depletion of data. These
are known as reversible circuits. These gates are used to generate outputs as well as
inputs from the obtained outputs. In this way, it integrates bidirectional functionality
and minimizes the energy dissipation resulting in overall efficiency of the system
[4].

In this paper,we have implementedMACunit by usingUrdhvaTiryakbhyam tech-
nique from Vedic Mathematics by using Carry Select and Ripple carry adders. This
implementation is done by using reversible logic gates to achieve better performance
parameters.

2 Related Works

Ravali et al. [5] have proposed that any processor’s important element is “multiplier.”
The architecture of any multiplier element is structured in a way that efficiency and
speed of the multiplier block to be increased. “Vedic multiplication” is a multiplica-
tion technique which has better performance. “Vedic multiplication” is performed by
the sutra called “Urdhva Tiryakbhyam” (UT) Sutra. This technique is better suited
for speed related applications.

The authors [3] have proposed a solution for theMACunit in digital signal proces-
sors by utilizing effective power and area occupying components. The multipliers
delay is more when compared to other calculations, which results in the reduced
speed of the circuit. The designedMACUnit reduces power and delay, which reduces
overall design space.

Ramkumar and Kittur [6] have proposed a Carry Select Adder (CSLA). It is
utilized in various processors for speed and computational ability. Their work uses a
gate-level modification which lessens power alongwith area. Their design has shown
improvement from the regular SQRT CSLA.

Mamataj et al. [7] have proposed that the reversible logic is quite possibly themost
propitious domain of research over decades and applied across various technologies.
The goal of reversible logic is to reduce quantum cost, circuit profundity and the
number of unnecessary outputs. Theirwork serves as a guidelinewhile also providing
insight into these gates.
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Fig. 1 Artificial neural
network

The authors [8] have put forward an area and power efficient CSLA model,
increasing the overall system efficiency.

The authors [9] have performed an analysis of reversible logic in terms of the gate
level on the basis of power, delay and area by using sequential and combinational
circuits with respect to the circuits that follow conventional basis.

The authors [10] have proposed an area and delay efficient MAC unit. Their work
incorporates a 32-bit MAC using 32-bit array multiplier and RCA adder along with
an additional MAC utilizing Vedic multiplier and RCA. Their work provides an
insight for the various modifications that can be performed on the MAC unit.

3 Artificial Neural Networks (ANN)

ANN consists of processing units and deals with large amount of data, which is
difficult to analyze and provides a better performance compared to other existing
technologies. Simple Neural Network comprises three different layers which are
input, hidden and output layers. The processing unit performs multiplication and
accumulation operations in between the input and the output layers. Once processing
is completed, final result is computed by utilizing the values of activation unit from
the network [1] (Fig. 1).

4 Reversible Logic Gates

There must be n-inputs and n-outputs for a Reversible Logic Gate. A coordinated
correspondence on a one-to-one basis exists between the vector of inputs and the
vector of outputs. We can obtain the output result from inputs, as well as recuperate
the inputs from the obtained output [7, 11].

Garbage outputs: To achieve reversibility, additional inputs or outputs are
summed tomatch the number of inputs and outputs when necessary. These additional
inputs or outputs are referred to as unnecessary outputs [7].
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Fig. 2 Feynman gate and Peres gate

Input+ constantinput = output+ garbageoutput. (1)

Constant inputs: To synthesize the logical function we need to maintain the
number of inputs constant as either 0 or 1 [7, 11].

Quantum Cost: It is used to represent the ultimate cost of the designed circuitry.
This is determined by the number of primary reversible logic gates required to realize
and design the circuit. It is calculated as the smallest number of unitary gates required
for circuit representation without changing the outputs [4, 7].

Feynman Gate This is a two-by-two gate. It is also termed as a Controlled NOT
gate. These gates serve the purpose of fanning out. A and B are the inputs which give
outputs P = A and Q = (A XOR B). This gate has a corresponding quantum cost of
one [3, 4, 7, 11] (Fig. 2).

Peres Gate: This is a three-by-three gate. They have three inputs: A, B, C, and
their outputs are P = A, Q = (A XOR B), R = (AB XOR C). It has quantum cost 4
[3, 4, 7, 11].

Fredkin Gate: It has three-by-three configuration. They have A, B, C as inputs and
P = A, Q = (A’B XOR AC), R = (A’C XOR AB) are outputs. This has a quantum
cost of five [4, 7, 11] (Fig. 3).

BVPPG gate: The BVPPG gate has a five-by-five configuration. It is typically
used for multiplication. The two partial products are created concurrently. It has a
quantum cost of ten [5].

HNG gate: It is a four-by-four configuration. This functions as a reversible full
adder. If the inputs are (A, B, C, D) then P= A, Q= B, R= (A XOR B XOR C), and
D = (A XOR B)C XOR AB XOR D. The HNG has quantum cost of six [5, 11].

5 Implementation

5.1 MAC (Multiplication and Accumulation Unit)

A MAC unit comprises of an multiplier block, an adder block and an accumulator
block. AMAC unit requires fast adder and multiplier circuits for swift computations.
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Fig. 3 Fredkin HNG and BVPPG gate

A standard MAC unit comprises of an multiplier and a accumulator which stores the
accumulated sum from previous products that have been computed [12].

Here we will discuss about the execution of MAC unit in two different manners:
The MAC unit that employs a Vedic multiplier, while the SQRT CSLA employs
reversible logic gates and is based on a BEC and another MAC unit that employs
a Vedic multiplier, and the ripple carry adder that employs reversible logic gates
(Fig. 4).

Fig. 4 Structure of MAC
unit
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5.2 Vedic Multiplier Using SQRT CSLA

For any application using multiplication process, the important factors are speed,
efficiency and accuracy. TheVedicmultiplication process can reduce the computation
delay and provides accurate results [2].

The Vedic mathematics has different sutras for various applications. The sutra
that is suitable for multiplication purpose is Urdhva Tiryakbhyam and Nikhilam
Sutra. The latter sutra is suitable for multiplication of numbers that are increasing
order of 10’s power. The term Urdhva Tiryakbhyam in Sanskrit mean “Vertically
and Crosswise.” In this process, the intermediate products will be generated along
with the corresponding summation of these generated products. In this multiplier as
the total number of bits increase the factors such as area occupied and the gate delay
rises in a slow phase, when compared to other multipliers [5].

Figure 5 depicts an 8-bit Vedic multiplier made up of 4× 4 Vedic multipliers and
an 8-bit SQRT CSLA. The 4 × 4 Vedic multipliers are implemented using 2 × 2
Vedic multipliers. The summation of intermediate partial products will be performed
by 8-bit SQRT CSLA [13].

The dual eight-bit sequences of input are partitioned into dual four-bit sequences
which are fed into the 4 × 4 Vedic multipliers. The 4-bit sequences that are given
as input are a[3:0] & b[3:0], a[3:0] & b[7:4], a[7:4] & b[3:0] and a[7:4] & b[7:4]
(Fig. 6).

Fig. 5 Vedic multiplier using SQRT CSLA
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Fig. 6 BEC using reversible gates

5.3 BEC Based SQRT CSLA Using Reversible Logic Gates

Figure 7 depicts a SQRT CSLA based on BEC consisting of a BEC block, RCA
block and multiplexer. The multiplexer here is used to toggle between the outputs
of the RCA and the BEC depending on the incoming carry bit. The reversible logic
gates used for the implementation of BEC based SQRT CSLA are Peres gate and
Fredkin gate. SQRT CSLA has been designed for obtaining efficient output.

Full adder is implemented using Peres gate and multiplexers are implemented
using Fredkin gate. Binary to excess-1 conversion block as shown in Fig. 6 is
implemented in the SQRT CSLA to reduce the propagation delay.

Fig. 7 BEC based SQRT CSLA
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Fig. 8 Vedic multiplier using reversible RCA

5.4 Vedic Multiplier Using Reversible RCA

This section’s 8 × 8 Vedic multiplier is made up of a 4 × 4 Vedic multiplier and an
8-bit reversible Ripple carry Adder is shown in Fig. 8. The main function block for
the 4 × 4 vedic multiplier will be a 2 × 2 Vedic multiplier, and the 8-bit reversible
ripple carry adders are built with reversible logic gates [14].

The inputs to the 4 × 4 Vedic multipliers are provided by a combination of 4-bit
inputs for a and b respectively. These 4-bit sequences are given as input as a[3:0] &
b[3:0], a[3:0] & b[7:4], a[7:4] & b[3:0] and a[7:4] & b[7:4]. The output of the
multiplier is in 16-bit format.

5.5 Reversible RCA Using Peres Gate and HNG Gate

The Reversible RCA is shown in Fig. 9. It simplifies the adder operation by keeping
it down to a simple two-level logic. To create our Ripple Carry Adder, we use Peres

Fig. 9 Reversible RCA using Peres and HNG gates
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and HNG reversible logic gates. We use these gates to reduce the inherent delay of
the adder.

In this 8-bit adder, we make use of one Peres gate and seven HNG gates. For
the initial addition to take place, the carry is initially considered as zero. Each gate
produces a carry-out bit which then propagates from the Peres gate to the subsequent
gates to ultimately produce the sum and the final carry bit [5, 14].

6 Simulation and Results

The implementation of MAC unit using Vedic multiplier has been done by utilizing
SQRT CSLA designed using BEC and RCA using reversible gates and the results
are obtained with the help of ISim simulation tool and synthesized by utilizing the
Xilinx ISE 14.7 tool. We generated the simulation results and the RTL schematics
for both the implementations. Table 1 contains the comparison of area and delay
parameters for both the implementations along with comparison with existing MAC
implementation [2]. An LUT is a table that arbitrates what the output is for any
provided input(s). It is a truth table within the frame of reference of combinatorial
logic that actually defines its behavior. Slices occupied is a metric that indicates
the area coverage of the design whereas delay determines its computational speed
(Figs. 10, 11, 12 and 13).

Table 1 Result Comparison of both the implementations

Implementation Slices LUTs Slices occupied Delay (ns)

Implementation 1 (using BEC based CSLA) 196 73 10.452

Implementation 2 (using reversible RCA) 127 55 8.906

Existing MAC implementation 717 397 19.100

Fig. 10 Simulation result for implementation 1: A andB are the 8-bit inputs. Clk signal controls the
incoming values and output results of the MAC unit. Reset signal is used to reset the accumulator
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Fig. 11 Simulation result for implementation 2: A and B are given as the inputs. The value of the
MAC is stored in the accumulator register. Reset signal is used to clear the accumulator value

Fig. 12 RTL schematic for implementation 1: It represents our implementation in terms of the
adders, multipliers that we have implemented and provides the schematic for the same

7 Conclusion

In conclusion, the proposed MAC unit has been designed using two different imple-
mentations, first of which is designed by a SQRT CSLA utilizing BEC and another
using a Reversible RCA. Both designs are simulated, synthesized and compared
based on result parameters such as area and delay. This proposed MAC unit can be
implemented in a neuron as the processing unit for an Artificial Neural Network to
improve its speed and efficiency.
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Fig. 13 RTL schematic for implementation 2: It represents our implementation in terms of the
adders, multipliers that we have implemented and provides the schematic for the same
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Biosensor Based on Bioreceptor:
A Potential Biomedical Device Toward
Early Detection of Bone Cancer

Seema Rani , Sanchita Bandyopadhyay-Ghosh ,
Subrata Bandhu Ghosh , and Guozhen Liu

Abstract Bone cancer primarily found in children and young adults occurs due
to abnormal mass of tissue formation in bone. Presently practiced bone cancer
detection methods, however, are not always efficient in terms of diagnosis at the
early stage. There is an urgent need therefore toward early detection of bone cancer
using biosensor with high analytical performance capabilities. Most of the available
biomedical devices relying on biosensing technologies have limitations including
high cost, slow response time, and requirement of expert skills. Bioreceptor based
biosensors, in this regard, can provide crucial bone health information, owing to
good selectivity, high sensitivity, and capabilities to detect specific bone turnover
markers. In this article, various types of bone cancer and detection methods using
different biomarkers are discussed with special emphasis on mechanisms, benefits,
and challenges of various bone biosensors based on bioreceptors.

Keywords Bone · Bone cancer · Bone biomarkers · Bone remodeling · Bone
metastasis · Bioreceptors · Biosensors

1 Introduction

Bone is a metabolically active connective tissue that protects the various organs of
a body and provides structural support with movements. Bone is mostly made up of
compact and spongy tissues. Compact bone is dense (only 10% porous) and provides
support, while spongy bone is 50–90% porous with honeycombed appearance that
makes it more flexible. Bone tissue is made up of four types of cells: osteoblasts,
osteocytes, osteoclasts, and undifferentiated mesenchymal cells or osteogenic cells
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[1]. Osteoblast is responsible for bone formation and deposition of protein matrix
on bone surface; bone resorption is done by osteoclast; osteogenic cell is a stem
cell found in connective tissue and capable of producing cells of connective tissue
lineages (bone, cartilage, andmuscle); osteocytes behave asmechanosensory. Osteo-
clast, bone is degraded and released into circulation, and these degraded particles
(enzymes or proteins) of bone behave as biomarkers of bone loss [2]. These proteins
and enzymes are found in blood andurine bywhichwe canmeasure bonemetabolism.
The timely identification of these bone markers is important for diagnosis of various
bone diseases. It is important to note that bone grows continuously throughout the
life with two processes: growth and remodeling [3]. Imbalance in bone formation
and resorption during bone remodeling may cause bone cancer. In bone cancer, the
cell growth goes out of control, forming a mass known as tumor and destroys the
normal bone tissues. A bone tumor can be benign (non-cancerous) or malignant
(cancerous). Malignant tumor can grow and spread to other parts of body. Cancer
can be recognized based on the type of cell they originate from. Cancer spreading
through the supporting tissues (bone, cartilage, fibrous tissue, and tendons) is known
as sarcoma or soft tissue sarcoma. Sarcoma can further be classified as: osteosar-
coma—derived from osteoblastic cells, chondrosarcoma—developed from cartilage
cells, whereas chordoma—can occur in lower back of the spine or the base of skull,
Ewing sarcoma—forms in soft bone tissue, fibrosarcoma—tumor of mesenchymal
cell, multiplemyeloma—cancerous plasma cells accumulated in bonemarrowwhich
mob out healthy blood cells. Bone cancer is the second most life-threatening disease
in the world. Despite advances in recent technology and knowledge base, late diag-
nosis is the main cause of low survival rate of bone cancer patients. Biomarkers
can play a very important role in early diagnosis of bone cancer and can be inte-
grated within a biomedical device such as biosensor. The biomarkers can be proteins,
deoxyribonucleic acid (DNA), or ribonucleic acid (RNA). Biomarkers can be catego-
rized according to their intended application, staging, and predictive approach. Diag-
nostic biomarkers can be used as a tool to identify bone diseases. These biomarkers
can be detected through bioreceptor based biosensors. Advantages of bioreceptor
based biosensor are high specificity, good selectivity, fast response time, very less
usage of reagents, interact with a specific analyte, small size, and ability to measure
non-polar molecules. Bioreceptors contain biologically derived components that can
recognize a biological analyte. A bioreceptor can be an enzyme, antibody, nucleic
acid, RNA, or DNA in a cell.

In this article, diagnosis and treatment challenges associated with various types
of bone cancer are discussed. Based on the importance of early detection, various
detection methods are also discussed. Available biomarkers and their roles in iden-
tifying the bone cancer at early stage are explained. Further, this article has focused
on various types of biosensors based on bioreceptors, considering that such biore-
ceptor based biosensors for bone cancer detection are identified as an emerging and
promising area of research which needs to be explored further.
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2 Bone Cancer

Based on cell type, from which the tumor originates, bone cancer can be classified
as follows:

2.1 Primary Bone Cancer

Primary bone cancer initiates in bone and may cultivate on the outer layer or can
propagate from the center of the bone. If there is a growth in tumor, the cancer cells
multiply and may destroy the bone. If left untreated, such bone cancer may spread
to other parts of the body as well. In this category, osteosarcoma, the most common
form of bone cancer usually develops in osteoblast cells (immature bone tissue) and
affects the outer hard layer of bone tissue. It usually occurs in pediatric and young
adults [4, 5]. In this type of cancer, excess cells are produced in the long bones of the
arms or the legs. However, it may affect hips, shoulder, or any other bones too [6].
The second most common type of bone cancer is chondrosarcoma which primarily
affects the people of around 40 years of age and occurs in the cells of cartilage of
hips, thigh area, shoulders, and pelvis [7]. It affects subchondral tissue that is found
at the end of bone and covered with another tissue that is cartilage of bone. Ewing
sarcoma is a type of bone cancer that generally affects pelvis, chest wall, legs, ribs,
but can form in any bone. This rare form of bone cancer can begin either in soft
tissues surrounding the bones or can directly occur in the bones. Children and young
adults are at high risk of Ewing sarcoma [8]. Chordoma is an aggressive, locally
invasive type of cancer that forms in bone of the spine and skull with poor prognosis
(Fig. 1).

2.2 Secondary Bone Cancer

The cancer, that occurs in an organ, such as breast, lungs, or prostate and then
spread (metastasizes) to the bone is known as metastatic bone diseases (MBD) or
secondary bone cancer. This cancer can spread in the spine, ribs, upper arms, pelvis,
and legs. Although half of the different types of cancer can spread to the bone
and destroy particular area of the bone. This process of destruction of bone is also
known as osteolytic bone destruction [9]. Another form of secondary bone cancer is
osteoblastic.When a new bone has formed abnormally which weakens the bone [10].
Any cancer can spread to the bone, but the most common are breast, lung, prostate,
myeloma, and thyroid.
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Fig. 1 Schematic representation of primary bone cancer

3 Biosensing Methods of Bone Cancer Detection

In the process of cancer treatment, various therapies, surgeries, scans, biopsy, radio-
graphy techniques, and blood test are performed. These mentioned techniques have
their special features for analysis. However, all these techniques come in use after
occurrence of diseases. A biosensor based biomedical devices, on the other hand can
be used as a potential tool which can detect early occurrence of bone cancer.

3.1 Traditional Methods

The diagnosis process usually starts when patients turn up with pain, swelling, and
complaints of spontaneous fracture in somecases.Basedon symptomsdoctor initially
recommendsX-ray that can be followed by costlier examinations such as bone densit-
ometry, computed tomography (CT) scan, and magnetic resonance imaging (MRI).
To investigate tumor grade and stage, bone biopsy can give accurate diagnosis for
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further treatment. The traditional bone cancer monitoring techniques, however, have
several limitations. Bone scan is limited to identify only some forms of cancer.
Besides, such imaging devices are costlier, bigger in size, and require specialized
lab assessment. Additionally, the information obtained from bone biopsy is limited
to the infection zone under investigation and cannot make early detection of bone
cancer.

3.2 Advanced Methods Based on Biomarkers

The advanced methods involve investigation of cancer cell at the level of gene and
protein. In these, the biomarkers play an important role in prior detection of cancer
and its treatment. Based on the state of disease, bone biomarkers can be divided
as diagnostic, prognostic, and predictive detection in cancer research [11]. Nowa-
days, genomics and proteomics technologies are mostly used in biomarker detection
strategies [12]. In genomics technology, the study of entire genome of an organism
takes place. There are several other approaches also including RNA expression,
DNA sequencing and micro-RNA profiling, etc. DNA sequencing can find genetic
mutation in candidate genes and is also analyzes chromosomal rearrangement [13].
Proteomics technologies investigate functional role of key protein in bone cancer
formation [14]. In this approach, various types of samples are used including blood,
tear, urine, saliva, tissues, and cerebrospinal fluid samples.

Biomarkers for osteosarcoma:Multigene classifiers and series ofmiRNAfinger-
prints are proposed as signature in a biomarker study for osteosarcoma [15, 16].
Single-gene miRNA biomarkers are C7 or f24, miR-21, miRNA-214, and tenascin-C
protein [17]. Recent study [18] has reported the regulatory function of circular RNAs
(circRNAs) in osteosarcoma. Ghafouri-Fard and co-workers [19] reported abnormal
regulation of long non-coding RNAs (lncRNAs) in osteosarcoma. Liu et al. [20]
demonstrated that long non-coding RNA (MALAT1) is an important biomarker in
osteosarcoma. Huang et al. [21] reported that miRNA-663a potential biomarker can
diagnose osteosarcoma. Shi et al. [22] demonstrated that serum miR-194 might be a
novel and promising biomarker that can detect osteosarcoma.

Biomarkers for chondrosarcoma: This bone cancer usually starts in cartilage
cells but also spreads in soft tissues nearby bones sometimes. It mostly occurs in
adults having more than 40 years of age with the most affected areas as thigh bone,
shoulders, upper arm bone, ribs, or pelvis. The differential diagnosis biomarkers of
chondrosarcoma’s are IDH1 and IDH2 [23, 24]. The protein basedmarkers are leptin,
S100, VEGF-A, VEGF-C, and adiponectin [25].

Biomarkers of multiple myeloma: Multiple myeloma usually occurs in plasma
cells and these plasma cells accumulate in bonemarrow. They also activate other cells
by releasing chemicals to degrade the bone. The biomarkers of multiple myeloma
are cell free DNA, microRNAs, copy number variations (CNVs), telomeres and
telomerase, ECM proteins, and angiogenic markers [26, 27].
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Fig. 2 Schematic representation of bone cancer biomarkers

Biomarkers of fibrosarcoma: Fibrosarcoma is a tumor of osteogenic cells that
can start in fibrous tissue and spread in tendons, ligaments, and muscles. Biomarkers
of fibrosarcoma are immunohistochemic (IHC), muscle specific actin (MSA), alpha
smooth muscle actin (α-SMA), positive CD 31, CD 34, and epithelial [28, 29].

Biomarkers of Ewing sarcoma: Ewing sarcoma is a malignant tumor that affects
adolescents from age 10–15 years of age and grows within marrow cavity of bone.
Biomarkers of Ewing sarcoma areCXCR4,CXCR7gene [30],miRNA-34a,miRNA,
cadherin-11, MTA1 [31], nucleophosmin, ccf mtDNA [32].

Biomarkers of chordoma: Chordoma are very rare, and the tumors usually
develop in cartilage, sinuses, bone of skull and rarely in lower back of spine [33].
Biomarkers of chondroma are CTLA-4, EZH2, CSPG4, and brachyury [34] (Fig. 2).

4 Biosensors: Basic Principles

Biosensors are a short form for biological sensor, wherein bio elements interact with
analytes and produce biological response, which is converted to electrical signal by
transducers [35, 36]. It is a device having combination of a sensitive component that
can biologically recognize the analytes of interest along with a physical transducer
which is used to detect those analytes. The biological reaction is transformed into a
measurable signal and the analyzed results are displayed, which can further be used
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Fig. 3 Schematic representation of basic principle of biosensors [37] (Reproduced under the terms
of the ‘creative commons attribution’ for open access content)

for quantitative and qualitative determinations. In biosensors, biological recogni-
tion usually includes nucleic acids, antibodies, enzymes, microorganisms, receptors,
cells, and tissues (Fig. 3).

5 Classification of Bone Biosensors on the Basis
of Bioreceptors

Bioreceptor is a molecule that precisely identifies the analytes (e.g., lactose glucose,
ammonia, and alcohol, etc.). The bone biosensors can also be classified based on
different bioreceptors like aptamer, antibody, enzymes, and whole cell. These biore-
ceptors recognize the analytes and generate signals in the form of charge, heat,
light, pH, or mass change. Biosensors can also be classified based on bioreceptor
utilization as catalytic biosensors and non-catalytic biosensors. In catalytic biosensor,
new biochemical reaction products are found during analyte-bioreceptor interaction.
Some of them use enzymes, tissues, and whole cells. However, in non-catalytic
biosensors, no new product of biochemical reaction is found during interaction of
analyte and bioreceptors. These sensors use cell receptors, antibodies, and nucleic
acids [38].
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Fig. 4 Schematic representation of fluorescence biosensing. a Simple fluorophore-labeled
aptasensor; b fluorophore/quenchere-based aptasensors; c gold nanoparticles/fluorophore-labeled
aptasensors; d quantum dot aptasensors; and e magnetic nanoparticle/fluorophore-labeled aptasen-
sors [43] (Reproduced under the terms of the ‘creative commons attribution’ for open access
content)

5.1 Biosensors Based on Aptamer

Aptamers are single stranded synthetic nucleic acids (RNA or DNA) that selectively
bind to target molecules and can be folded into two-dimensional as well as three-
dimensional structures. Aptamers can be modified chemically and they are stable
within pH range of 2–12with wide range of temperature for storage [39]. Raghav and
Srivastava [40] reported cancer antigen-125 (CA 125) detection by using gold–silver
core–shell nanoparticles throughusing label free and reagent less immunosensors that
can detect antigen in 20 min. Palmini and Brandi reported presence of miRNA-24 in
osteosarcomacells and tissues [41]. In 2019,Chen et al. developed an electrochemical
aptasensor for cancer antigen 125 (CA-125) detection based on the use of flower like
gold nanostructure deposited on screen printed carbon electrode with response in
range of 0.05–50 ng mL−1 and detection limit of 5.0 pg mL−1 [42]. Bakhtiari et al.
reported various approaches for aptamer based detection of cancer molecules [43]
(Fig. 4).

5.2 Biosensors Based on Antibody

Antibodies are biorecognition elements and are used because of their strong antibody-
antigen interactions with wide application range, producing analytical signals. Such



Biosensor Based on Bioreceptor: A Potential Biomedical Device … 317

Fig. 5 Various types of immobilization techniques of antibodies in designing of biosensors [44]
(Reproduced under the terms of the ‘creative commons attribution’ for open access content)

types of biosensors are also known as immunosensors. Immunosensors are catego-
rized as labeled and non-labeled. In case of non-labeled type, antibody-antigen inter-
actions produce physical change (charge, current, and ions). However, in labeled
type, a noticeable label is involved in detection of antigen–antibody interactions.
Sharma et al., demonstrated that antibodies and antibody derived analytical biosen-
sors with various immobilization approaches are useful in biosensor designing [44]
(Fig. 5).

5.3 Biosensors Based on Enzyme

Enzymes are biocatalysts, that can increase the biological reaction rate. Enzymes
based biosensors rely on enzyme catalytic reactions that can generate or consume
detectable compound likeO2, CO2, H2O2, NH3, andH+ Based on enzyme specificity,
various biosensors are designed. However, the structure of enzyme is very sensitive
that makes it complicated and expensive. Electrochemical transducer is mostly used
for these biosensors [45].

5.4 Biosensors Based on Whole Cell

Whole cell-based biosensors are made up of the unit on which cells are immobilized
and use bacterial, viruses, algae, and protozoa [46]. These biosensors can be used
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in cancer research for detection of various cancerous cell. Pan et al., demonstrated
a 3D cell-based biosensors for anti-cancer drug screening [47]. Whole cell-based
biosensor has great potential in bone cancer research, cell size and shape can easily
identify a bone cancer.

5.5 Biosensors Based on Nucleic Acids

Nucleic acid-based biosensors use oligonucleotide as a sensing element with a
known sequence ofDNAorRNA.Nucleic acid-based biosensors are time consuming
because of polymer chain reaction (PCR). Micro RNA (miRNA) based biosensors
act as ultrasensitive tool to detect bone cancer [48]. In 2020, Sun et al. demonstrated
that miRNA-615 acts as tumor suppressor and used as a target for osteosarcoma
treatments [49]. Moccia et al. developed a paper-based biosensor with electrochem-
ical peptide nucleic acid (PNA) that can detect a cancer biomarker miRNA-492 up
to a linear range of 100 nm, with a detection limit of 6 nm [50].

6 Conclusion

Bone cancer is a life-threatening disease for which early diagnosis can significantly
contribute to its treatment. In this article, we have discussed various types of bone
cancerswith traditional and advanced detectionmethods of bone cancer.Wehave also
reviewed various biomarkers related to detection of primary bone cancers including
osteosarcoma, Ewing sarcoma, chondrosarcoma, chordoma, multiple myeloma, and
fibrosarcoma. The basic principles of biosensor designs for bone cancer detection
have also been reviewed with special emphasis on bioreceptor based biosensors.
Various bioreceptors including aptamer, antibody, enzymes, or whole cell that can
be used for analysis of bone cancer, have been highlighted with their potential appli-
cations in bone biosensing devices. Finally, various mechanisms, advantages, and
challenges of such biosensors have been reviewed in this article, establishing their
promising potential in early detection of bone cancer.

References

1. Rodan GA (1992) Introduction to bone biology. Bone 13:S3–S6
2. Chapurlat RD,ConfavreuxCB (2016)Novel biologicalmarkers of bone: frombonemetabolism

to bone physiologya. Rheumatol (United Kingdom) 55(10):1714–1725
3. Brunetti G, Di Benedetto A, Mori G (2014) Bone remodelling. Imag Prosthet Joints A Comb

Radiol Clin Perspect 27–37
4. Zhao X, Wu Q, Gong X, Liu J, Ma Y (2021) Osteosarcoma: a review of current and future

therapeutic approaches. Biomed Eng Online 20(1):1–14



Biosensor Based on Bioreceptor: A Potential Biomedical Device … 319

5. Rejniak KA, Lloyd MC, Reed DR, Bui MM (2015) Diagnostic assessment of osteosarcoma
chemoresistance based on virtual clinical trials. Med Hypotheses 85(3):348–354

6. Evola FR et al (2017) Biomarkers of osteosarcoma, chondrosarcoma, and Ewing sarcoma.
Front Pharmacol 8:1–14

7. Nugent M (2015) MicroRNA and bone cancer. Adv Exp Med Biol 889:201–230
8. Desai KI, Nadkarni TD, Goel A, Muzumdar DP, Naresh KN, Nair CN (2000) Primary Ewing’s

sarcoma of the cranium. Neurosurgery 46(1):62–69
9. Weber K (2018) Metastatic bone disease. AAOS Compr Orthop Rev 2 1:581–594
10. Ibrahim T, Flamini E, Mercatali L, Sacanna E, Serra P, Amadori D (2010) Pathogenesis of

osteoblastic bone metastases from prostate cancer. Cancer 116(6):1406–1418
11. Joshi Garish KH, Rajandeep K (2016) Biomarkers in cancer. Int Res J Pharm Biosci 3(3):845–

856
12. Wan-Ibrahim WI, Singh VA, Hashim OH, Abdul-Rahman PS (2015) Biomarkers for bone

tumors: discovery from genomics and proteomics studies and their challenges. Mol Med
21(3):861–872

13. Ong M et al (2014) Validation and utilisation of high-coverage next-generation sequencing to
deliver the pharmacological audit trail. Br J Cancer 111(5):828–836

14. Belczacka I et al (2018) Proteomics biomarkers for solid tumors: current status and future
prospects. Mass Spectrom Rev 38(1):49–78

15. Han X, Wang W, He J, Jiang L, Li X (2019) Osteopontin as a biomarker for osteosarcoma
therapy and prognosis (review). Oncol Lett 17(3):2592–2598

16. Gougelet A et al (2011)Micro-RNA profiles in osteosarcoma as a predictive tool for ifosfamide
response. Int J Cancer 129(3):680–690

17. Lin Z, Xie X, Lu S, Liu T (2020) Noncoding RNAs in osteosarcoma: implications for drug
resistance. Cancer Lett 504:91–103

18. Soghli N, Qujeq D, Yousefi T, Soghli N (2020) The regulatory functions of circular RNAs in
osteosarcoma. Genomics 112(4):2845–2856

19. Ghafouri-Fard S, Shirvani-Farsani Z, Hussen BM, Taheri M (2021) The critical roles of
lncRNAs in the development of osteosarcoma. Biomed Pharmacother 135:111217

20. Liu M et al (2019) Long non-coding RNA MALAT1 as a valuable biomarker for prognosis in
osteosarcoma: a systematic review and meta-analysis. Int J Surg 72(July):206–213

21. HuangC, SunY,MaS,VadamootooAS,WangL, JinC (2019) Identification of circulatingmiR-
663a as a potential biomarker for diagnosing osteosarcoma. Pathol Res Pract 215(6):152411

22. Shi L, Xie C, Zhu J, Chen X (2020) Downregulation of serummiR-194 predicts poor prognosis
in osteosarcoma patients. Ann Diagn Pathol 46(10):151488

23. Chen S et al (2017) Diagnostic utility of IDH1/2 mutations to distinguish dedifferentiated
chondrosarcoma from undifferentiated pleomorphic sarcoma of bone. Hum Pathol 65:239–246

24. FlanaganAM,LindsayD (2017)A diagnostic approach to bone tumours. Pathology 49(7):675–
687

25. Jeong W, Kim HJ (2018) Biomarkers of chondrosarcoma. J Clin Pathol 579–583
26. Gupta N, Sharma A, Sharma A (2019) Emerging biomarkers in multiple myeloma: a review.

Clin Chim Acta 503:45–53
27. Bustoros M, Mouhieddine TH, Detappe A, Ghobrial IM (2017) Established and novel

prognostic biomarkers in multiple myeloma. Am Soc Clin Oncol Educ B 37:548–560
28. Augsburger D et al (2017) Current diagnostics and treatment of fibrosarcoma—perspectives

for future therapeutic targets and strategies. Oncotarget 8(61):104638–104653
29. Folpe AL (2020) ‘Hey! Whatever happened to hemangiopericytoma and fibrosarcoma?’ An

update on selected conceptual advances in soft tissue pathology which have occurred over the
past 50 years. Hum Pathol 95:113–136

30. Bennani-Baiti IM et al (2010) Intercohort gene expression co-analysis reveals chemokine
receptors as prognostic indicators in Ewing’s sarcoma. Clin Cancer Res 16(14):3769–3778

31. Ohali A et al (2004) Prediction of high risk Ewing’s sarcoma by gene expression profiling.
Oncogene 23(55):8997–9006



320 S. Rani et al.

32. Yu M, Wan YF, Zou QH (2012) Cell-free circulating mitochondrial DNA in the serum: a
potential non-invasive biomarker for Ewing’s sarcoma. Arch Med Res 43(5):389–394

33. Somers J, Faber LP (1999) Chondroma and chondrosarcoma. Semin Thorac Cardiovasc Surg
11(3):270–277

34. Traylor JI, PernikMN, Plitt AR, LimM,Garzon-Muvdi T (2021) Immunotherapy for chordoma
and chondrosarcoma: current evidence. Cancers (Basel) 13(10):1–15

35. Rani S, Bandyopadhyay-Ghosh S, Ghosh SB, Liu G (2020) Advances in sensing technologies
for monitoring of bone health. Biosensors 10(4):1–21

36. GargV et al (2021) A hierarchically designed nanocomposite hydrogel withmultisensory capa-
bilities towards wearable devices for human-body motion and glucose concentration detection.
Compos Sci Technol 213:108894

37. Grieshaber D, MacKenzie R, Os JV, Reimhult E (2008) Electrochemical biosensors—sensor
principles and architectures. Sensors 8:1400–1458

38. Naresh V, Lee N (2021) A review on biosensors and recent development of nanostructured
materials-enabled biosensors. Sensors (Switzerland) 21(4):1–35

39. Wang RE, Zhang Y, Cai J, Cai W, Gao T (2011) Aptamer-based fluorescent biosensors. Curr
Med Chem 18(27):4175–4184

40. Raghav R, Srivastava S (2015) Core-shell gold-silver nanoparticles based impedimetric
immunosensor for cancer antigen CA125. Sens Actuators, B Chem 220:557–564

41. Palmini G, Brandi ML (2021) microRNAs and bone tumours: role of tiny molecules in the
development and progression of chondrosarcoma, of giant cell tumour of bone and of Ewing’s
sarcoma. Bone 149:115968

42. Chen J et al (2019) An electrochemical aptasensing platform for carbohydrate antigen 125
based on the use of flower-like gold nanostructures and target-triggered strand displacement
amplification. Microchim Acta 186(6):2–9

43. Bakhtiari H, Palizban AA, Khanahmad H, Reza M (2020) Aptamer-based approaches for
in vitro molecular detection of cancer. Res Pharm Sci 107–122

44. Sharma S, Byrne H, O’Kennedy RJ (2016) Antibodies and antibody-derived analytical
biosensors. Essays Biochem 60(1):9–18

45. Liu H, Ge J, Ma E, Yang L (2018) Advanced biomaterials for biosensor and theranostics.
Elsevier Inc.

46. GuptaN,RenugopalakrishnanV,LiepmannD,PaulmuruganR,MalhotraBD (2019)Cell-based
biosensors: recent trends, challenges and future perspectives. Biosens Bioelectron 141:111435

47. Pan Y et al (2019) 3D cell-based biosensor for cell viability and drug assessment by 3D electric
cell/matrigel-substrate impedance sensing. Biosens Bioelectron 130:344–351

48. Hong CY et al (2013) Ultrasensitive electrochemical detection of cancer-associated circulating
microRNA in serum samples based on DNA concatamers. Biosens Bioelectron 50:132–136

49. Sun L et al (2020) MicroRNA-615 functions as a tumor suppressor in osteosarcoma through
the suppression of HK2. Oncol Lett 20(5):1–8

50. Moccia M et al (2020) Paper-based electrochemical peptide nucleic acid (PNA) biosensor for
detection of miRNA-492: a pancreatic ductal adenocarcinoma biomarker. Biosens Bioelectron
165:112371



A New Tool of Construction Project
Decision-Making Under Refined
Simplified Neutrosophic Similarity
Measure

Sapna Gahlot and R. N. Saraswat

Abstract Refined simplified neutrosophic sets (RSNSs) are properly utilized in
decision-making issues through sub-characteristics as their truth, indeterminacy, and
falsity parts freely. This article defines the some measures of RSNSs dependent on
Euclidian measure. We introduced the weighted similarity measure for RSNSs and
their various MADM technique with RSNS data. In MADM procedure, the created
technique provides the positioning order and the best choice of options with the help
of similarity measure values among options and the ideal solution as indicated by
the given characteristics and sub-characteristics weights. At that point, a MADM
model in a development project by RSNS data is introduced to show the viability
and achievability of the proposed MADM technique. This investigation broadens
existing techniques and gives another route to RSN MADM issues.

Keywords Refined simplified neutrosophic set · Similarity measure · Multiple
attribute decision-making · Construction project

Mathematics Subject Classification 94A15 · 62B10 · 62B86

1 Introduction

There are two types of decision-making procedures: group decision-making tech-
niques and individual decision-making strategies. A group can frequently use
individual decision-making procedures.

The act of establishing, organizing, executing, controlling, and closing a project
constructed by a group to achieve specific objectives and meet explicit achieve-
ment models at a predetermined period is known as project management. The most
important test for project managers is to complete all of the project objectives within
the time restrictions. This information is usually depicted in project documentation,
which is created at the outset of the development process. Degree, time, quality, and
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budget are the most important prerequisites. The goal of project management is to
produce a complete assignment that adheres to the customer’s wishes. The purpose
of many project executives is to modify or change the customer’s brief in order to
possibly meet the customer’s objectives.

Localization project management incorporates numerous standard project
management rehearses despite the fact that many believe this sort of the board to
be a totally different control. It centers around three significant objectives: time,
quality, and spending plan.

Group decision-making is a circumstance confronted when people altogether
settle on a decision from the options before them. The choice is then not, at this
point owing to any single person who is an individual from the gathering. This is on
the grounds that all the people and social gathering procedures, for example social
impact, add to the result. The choices made by bunches are frequently unique in rela-
tion to those made by people. In work environment settings, communitarian dynamic
is one of the best models to produce purchase in from different partners, fabricate
accord, and support innovativeness. As indicated by the possibility of collaboration,
choices made all in all additionally will in general be more viable than choices made
by a solitary person. In this vein, certain community oriented plans can possibly
create preferable net execution results over people following up on their own. Under
typical regular conditions, cooperative or collective choice creation would frequently
be liked and would produce a bigger number of advantages than singular dynamic
when there is the ideal opportunity for appropriate consultation, conversation, and
dialogue. This can be accomplished using board of trustees, groups, gatherings,
associations, or other communitarian social procedures.

The FSs (fuzzy set) [1] is spoken to by the membership degree (MD) but in some
cases, the FSs cannot be depicted through the non-membership degree (N-MD). As
the speculation of FS, Atanassov [2] introduced an IFS (intuitionistic fuzzy set),
which is described by the MD as well as N-MD. Be that as it may, IFS can just deal
with inadequate and dubious data however not conflicting and vague data. Along
these lines, a neutrosophic set (NS) was presented via Smarandache [3]. In NS, the
truth, indeterminacy, and falsity are meant as T, I, F from the interval [0, 1] or ]−0,
1+[. From that point onward, Simplified NSs (SNSs) defined via Ye [4], which is a
subclasses of NSs and define the ideas of single valued neutrosophic sets (SVNSs)
and INSs with the help of this they defined the many decision-making problems.
Despite the fact that they have been applied in genuine MADM issues. Smarandache
[3] first characterized n valued/refinedNS,which ismade out of its n sub-components
spoke to by p truth sub-MD, r indeterminacy sub-MD, and s falsity sub-MD fulfilling
p + r + s = n. Additionally, Ye and Smarandache [3] defined the refined NS (RNSs)
to a refined single valued NS (RSVNSs ), Here, its sub-components T 1, T 2, …, Tq

and I1, I2, …, Iq, and F1, F2, …, Fq are developed as a RSVNS, and afterward, they
presented the closeness measure utilizing the union and intersection of RSVNSs to
manage MADM issues through the characteristics and sub-characteristics.

The remainder of this paper is built as the accompanying. In Sect. 2, we define the
all-inclusive measure for SNSs, RSNSs. We present the MADM technique utilizing
the measure for RSNSs in Sect. 3 and, in Sect. 4, a model on DM of a development
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project through characteristics and sub-characteristics by RSNS (RSVNS and RINS)
and a few concluding comments in Sect. 5.

2 Preliminaries

Right now, we briefly describe some essential ideas and fundamental operational
laws identified with INs, INSs, SVNS, and RSNSs.

NS [3] is defined through the parts T, I, F, which are characterized independently
as the MD of the T, I, and F from interval [0, 1] or ]−0, 1+[. In this manner, Ye [4]
introduced the idea of SNS. A SNS A in a universe of discourse X by the element
x, A = {〈x, TA(x), IA(x), FA(x)〉/x ∈ X} s.t. TA(x), IA(x), FA(x) ∈ [0,1] for SVNS or
TA(x), IA(x), FA(x) ⊆ [0,1] for INS and 〈x, TA(x), IA(x), FA(x)〉 is known as SNN,
simply denoted as A = 〈ta, ia, f a〉 and includes SV as well as INN. Suppose two
SNSs in X are A = {a1, . . . , an} for a j ∈ A{ j = 1, . . . , n} and B = {b1, . . . bn} for
b j ∈ B{ j = 1, . . . , n} s.t. a j = 〈

ta j , ia j , fa j
〉
and b j = 〈

tbj , ibj , fbj
〉
. Then, the some

measures among two SVNSs A and B are defined as [3]:

S1(A, B) =
√√√√

n∑

j=1

((
ta j − tbj

)2 + (
ia j − ibj

)2 + (
fa j − fbj

)2)
(2.1)

For INSs, similarity measures among INSs A and B are defined as

√√√√√√

n∑

j=1

((
inf ta j − inf tbj

)2 + (
sup ta j − sup tbj

)2 + (
inf ia j − inf ibj

)2

+(
sup ia j − sup ibj

)2 + (
inf fa j − inf fbj

)2 + (
sup fa j − sup fbj

)2)

(2.2)

According to the some properties of measures from [5, 6], measures S1(A, B)
among two SNSs A and B also have these properties:

(R1) 0 ≤ S1(A, B) ≤ 1;
(R2) S1(A, B) = S1(B, A);
(R3) S1(A, B) = 1 iff A = B;
(R4) Assume S is also a SNS in X, If A ⊆ B ⊆ S, then S1(A, S) ≤ S1(A, B) and
S1(A, S) ≤ S1(B, S).
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2.1 Similarity Measures of RSNSs

Here, we define the some measures and weighted measures among RSNSs.
These measures increasingly appropriate for taking care of MADM issues with
sub-characteristics.

If a simplified NS A = {a1, . . . an} for a j ∈ A( j = 1, 2, . . . , n) is
refined, a j = 〈

t j , i j , f j
〉
consists of the sub-components such as a ji =

(t j1, t j2 . . . , i j1, i j2, . . . f j1, f j2, . . .). Then RSNS contains RSVNSwith the compo-
nents tj1, tj2…∈ [0, 1], ij1, ij2 …∈ [0, 1], f j1, f j2 …∈ [0, 1], and 0 ≤ t ji +i ji + f ji ≤ 3
and RINS with tj1, tj2 … ∈ [0, 1], ij1, ij2 … ∈ [0, 1], f j1, f j2 … ∈ [0, 1], and
0 ≤ Ut ji + Ui ji + U f ji ≤ 3. We consider two RSNS A = {a1,…,an} and B =
{b1,…,bn} for aj ∈ A and bj ∈ B (j = 1, 2, …, n), where aji = 〈(taj1, taj2,…, tajr(j)),
(iaj1, iaj2,…, iajr(j)), (faj1, faj2,…, fajr(j))} and bji= 〈(tbj1, tbj2,…, tbjr(j)), (ibj1,
ibj2,…, ibjr(j)), (fbj1, f bj2,…, f bjr(j))} for aji ∈ aj and bji ∈ bj (i = 1, 2,…., r(j); j =
1, 2,…, n). Hence, the measures among RSVNSs and RINSs are known as:-

(i) Similarity measures of RSVNSs

S1(A, B)

=
√√√√

n∑

j=1

1

r j

r( j)∑

i=1

((
ta jr( j) − tbjr( j)

)2 + (
ia jr( j) − ibjr( j)

)2 + (
fa jr( j) − fbjr( j)

)2)

(2.3)

(ii) Similarity measures of RINSs

S1(A, B)

=

√√√√√√√√√

n∑

j=1

1

r j

r( j)∑

i=1

((
inf ta jr( j) − inf tbjr( j)

)2 + (
sup ta jr( j) − sup tbjr( j)

)2

+(
inf ia jr( j) − inf ibjr( j)

)2 + (
sup ia jr( j) − sup ibjr( j)

)2

+(
inf fa jr( j) − inf fbjr( j)

)2 + (
sup fa jr( j) − sup fbjr( j)

)2)

(2.4)

Hence,w = (w1, w2, . . . wn) andw j = (
w11, w22, . . . , wnr( j)

)
(i = 1, 2, …, r(j);

j = 1, 2, …, n) are the weights of elements and sub-elements in RSNS, respectively.
Therefore, weighted measures are defined as given below:

(i) Weighted similarity measures of RSVNSs

W1(A, B)
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=
√√√√

n∑

j=1

w j

r( j)∑

i=1

((
ta jr( j) − tbjr( j)

)2 + (
ia jr( j) − ibjr( j)

)2 + (
fa jr( j) − fbjr( j)

)2)

(2.5)

(ii) Similarity measures of RINSs

S1(A, B)

=

√√√√√√√√√

n∑

j=1

w j

r( j)∑

i=1

((
inf ta jr( j) − inf tbjr( j)

)2 + (
sup ta jr( j) − sup tbjr( j)

)2

+(
inf ia jr( j) − inf ibjr( j)

)2 + (
sup ia jr( j) − sup ibjr( j)

)2

+(
inf fa jr( j) − inf fbjr( j)

)2 + (
sup fa jr( j) − sup fbjr( j)

)2)

(2.6)

The above weighted similarity measures W1(A, B) based on similarity measure
also follow the above properties (R1)–(R4).

3 Application

This area is presenting aMADM strategy utilizing the developed measure of RSNSs.
How about we consider am choicesA= {A1,…Am} to be decided under attributes

K = {k1,…kn} with their sub-qualities K j = {
k j1, . . . k jr( j)

}
( j = 1, 2, . . . , n).

At that point, we give the assessment of the choices under the characteristics and
sub-characteristics by RSNN.

Table 1 shows the relative assessment values among choices, DM D = (Asji)m.n,
Asji (i = 1, 2,…, r(j); j = 1, 2,…, n; s = 1, 2,…, m)define the value Aj with respect
to each sub-characteristics kjr(j).

In Table 1, each alternative As in A= {A1,…, Am} is evaluated under all attributes
K = {k1,…, kn} and sub-attributes K j = {

k j1, . . . , k jr( j)
}
by RSNN Asji = 〈(tsj1,

tsj2,…,tsjr(j)), (isj1, isj2,…, isjr(j)), (f sj1, f sj2,…, f sjr(j))}.

Table 1 Decision matrix

A1 k11, k12, …, k1r(1), k21, k22,…, k2r(2) … kn1, kn2,…, knr(n)

A1 A11r(1) A12r(2) … A1nr(n)

A2 A21r(1) A22r(2) … A2nr(n)

A3 A31r(1) A32r(2) … A3nr(n)

… … … … …

Am Am1r(1) Am2r(2) … Amnr(n)
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Now, weight vectorsw= (w1,…,wn) for the setK= {k1,…, kn} andwj = (w1,…,
wjr(j)) for the set of sub-attributes such that

∑n
j=1 w j = 1 and

∑r( j)
i=1 w j i = 1 with

wj, wji ∈ [0, 1].
The ideal solution from the RSNS DM D = (Asji)m.n as given below:
Aaji = 〈(

ta j1, ta j2, . . . , ta jr( j)
)
,
(
ia j1, ia j2, . . . , ia jr( j)

)
,
(
fa j1, fa j2, . . . , fa jr( j)

)〉

=
〈(
max

s

(
ts j1

)
,max

s

(
ts j2

)
, . . . ,max

s

(
ts jr( j)

))
,

(
mins

(
is j1

)
,min

s

(
is j2

)
, . . .min

s

(
is jr( j)

))
,

(
mins

(
fs j1

)
,min

s

(
fs j2

)
, . . .min

s

(
fs jr( j)

))〉
For RSVNNs.

or
Aaji = 〈(

ta j1, ta j2, . . . , ta jr( j)
)
,
(
ia j1, ia j2, . . . , ia jr( j)

)
,
(
fa j1, fa j2, . . . , fa jr( j)

)〉

=
{〈[

max
s

(
Lts j1

)
,max

s

(
Utsj1

)]
,
[
max

s

(
Lts j2

)
,max

s

(
Utsj2

)]
, . . . ,

[
max

s

(
Lts jr( j)

)
,max

s

(
Utsjr( j)

)]〉
,

〈[
min
s

(
Lis j1

)
,min

s

(
Uisj1

)]
,
[
min
s

(
Lis j2

)
,min

s

(
Uisj2

)]
, . . . ,

[
min
s

(
Lis jr( j)

)
,min

s

(
Uisjr( j)

)]〉
, . . . ,

〈[
min
s

(
L fs j1

)
,min

s

(
U fsj1

)]
,
[
min
s

(
L fs j2

)
,min

s

(
U fsj2

)]
, . . . ,

[
min
s

(
L fs jr( j)

)
,min

s

(
U fsjr( j)

)]〉}
For RINNs.

And ideal solution is shown as A∗ = {A∗
1,…, A∗

n} where A∗ = (Aaj1,…, Aajr(j))
for (j = 1, 2, …, n).

Thus, by the 2.6, we obtain the values of W1(As, A∗) (s = 1, 2,…, m), all the
choices are positioned, and the greatest one is resolved.

4 Case Study

Aneffective project can be accomplished bymany cooperated factors as introduced in
past writtenworks [7, 8], which primarily relies upon the decision-making technique.
Consequently, the decision makers need to viably settle on exact and solid choice as
per the introduced prerequisites or target properties with their profoundly emotional
critical components to choose the best option for some undertaking.

In a development project, the decision makers need to pic the greatest option
in the choice arrangement of the choices A = {A1, A2, A3, A4} recommended by
various characters or offices like organization office, specialized division, money
office, and so on to meet the necessities and the destinations of the task from the
contractual worker organization. The accompanying two cases made out of the
recommended choices by attributes set K = k1, k2, k3 and sub-characteristic set
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Table 2 Attributes and
sub-attributes

k1 budget k2 quality k3 delivery

k11 human
resource cost

k21 experience or
performance

k31 schedule

k12 materials and
equipment cost

Technology k22 k32 communication

k13 facilities k33 risk and
uncertainties

K j = {
k j1, k j2, k jr( j)

}
(j = 1, 2, 3) in a development project are introduced to

portray the appropriateness of the developed strategy (Table 2).
In RSVNS condition, the estimate values of technique arrangement of the choices

A = {A1, A2, A3, A4} over the characteristic and sub-characteristic must have a place
from [0, 1]. The weight vector K = {k1, k2, k3} is w = (0.3, 0.4, 0.3), and the weight
vectors of the sub-characteristic sets {k11, k12, k13}, {k21, k22}, and {k31, k32, k33}
are given individually as w1 = (0.5, 0.3, 0.2), w2 = (0.6, 0.4), and w3 = (0.4, 0.2,
0.4). In this way, the RSVNS decision matrix D = (Asji)4.3 relating to the options as
for the three characteristic by given sub-characteristic is shown in Table 3.

To get the value of RSVNS for A∗, to get the some ideal solution:
A∗ = {〈(0.8, 0.7, 0.8), (0, 0.2, 0.1), (0.1, 0.1, 0.1)〉 ,
〈(0.9, 0.8), (0.1, 0.1), (0.1, 0)〉, 〈(0.9, 0.8, 0.8),
(0.1, 0.1, 0.1), (0, 0, 0.1)〉}.
By Eq. 2.6 we obtain the outcome of measure among the choices As (s = 1, 2, 3,

4) and A∗ in Table 4.

Table 3 RSVNS decision matrix

k11, k12, k13 k21, k22 k31, k32, k33

A1 (0.5, 0.5, 0.6), (0.3, 0.4, 0.2),
(0.2, 0.1, 0.2)

(0.7, 0.8), (0.1, 0.2), (0.1,
0.2)

(0.9, 0.8, 0.5), (0.1, 0.1, 0.3),
(0, 0.1, 0.2)

A2 (0.7, 0.6, 0.5), (0.2, 0.2, 0.3),
(0.1, 0.2, 0.2)

(0.9, 0.5), (0.1, 0.3), (0.2,
0.2)

(0.7, 0.6, 0.8), (0.1, 0.3, 0.1),
(0.2, 0.1, 0.1)

A3 (0.8, 0.6, 0.8), (0, 0.3, 0.1),
(0.2, 0.1, 0.1)

(0.7, 0.6), (0.2, 0.1), (0.3,
0.1)

(0.5, 0.6, 0.6), (0.2, 0.2, 0.3),
(0.3, 0.2, 0.1)

A4 (0.6, 0.7, 0.7), (0.2, 0.2, 0.1),
(0.2, 0.1, 0.2)

(0.5, 0.8), (0.3, 0.1), (0.1,
0)

(0.8, 0.8, 0.6), (0.1, 0.2, 0.2),
(0.1, 0, 0.2)

Table 4 Similarity measures
between As and A∗ Measure Value Order Best choice

W1(A1, A∗) 1.2618 A1 > A2 > A3 > A4 A1

W1(A2, A∗) 1.2568

W1(A3, A∗) 1.2031

W1(A4, A∗) 1.0789



328 S. Gahlot and R. N. Saraswat

Table 4 shows that the characteristic A1 is the best alternative in the RSVNS
environment.

5 Conclusion

This examination introduced the similarity measure based on RSNS, afterward intro-
duced technique, which is increasingly reasonable for the issues that have different
properties alongside the attribute and the sub-attribute weights.

Through themeasure value,we can rank other options and pick the greatest one.At
that point, descriptive model on the decision creating issue of a development project
was given so as to show the possibility and adequacy of the defined technique.
Clearly, this investigation broadens present techniques and gives another route to
RSNS issues. For the upcoming examination, the introduced strategywill be stretched
out to the measure for collective choice making.
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Evaluation of Electromagnetic Fields
between HV Cables of Electric Vehicle

Mahipal Bukya and Rajesh Kumar

Abstract In recent years, the electric vehicle (EV) has significantly changed the
automobile industry globally. EVs are the prompt solution to reduce pollution, and
they contribute to balancing energy demand in the transport sector. The level of volt-
age introduced in present EVs is far higher than the level that people can endure.With
this high voltage, safety is one of the greatest challenges in high-voltage vehicles.
Insulation plays a very major role in the electrical safety of the battery, high-voltage
cable, motors, and other electrical components associated with different forces in
EVs. In an electric vehicle, the insulation of the HV cable is an indicator of EV’s
safety performance. As part of the preliminary work on the safety of EV compo-
nents, the evaluation of electromagnetic forces is very important. This paper used
the comsol multiphysics software to evaluate the electromagnetic fields between the
high-voltage cables in EV.

1 Introduction

In the world, conventional vehicles are dominant in the transportation sector. The
energy needed for the transportation sector will grow strongly in the coming decades.
In India, the energy consumed by the transportation sector is reported at around 18%.
This demand is an estimated 94 million tonnes of oil equivalent energy (MTOE). If
India continues on its current energy consumption trajectory, it will require approx-
imately 200 MTOE of energy supply annually by 2030 to meet the demand of this
transport sector. Present energy demand for the transportation sector is fulfilled by
petroleum and other liquid fuels. Crude oil prices are increasing drastically, and the
use of crude oil in the transportation sector also produces around 142 million tonnes
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of CO2 emissions yearly, out of which the contribution of the road vehicle segment
alone is around 123million [1, 2]. Environmental and energy concerns create a strong
demand for a transition from conventional vehicles to electric vehicles.

The change from conventional vehicles to electric vehicles faces new challenges.
In EVs, the level of voltage introduced is far higher than the level that people can
endure.With this high voltage, safety is one of the greatest challenges in high-voltage
vehicles. Insulation plays a very important role in the electrical safety of the battery,
HV cable, motors, and other electrical components associated with different forces
in EVs. In an electric vehicle, the insulation of the high-voltage cable is an indicator
of the electric vehicle’s safety performance. The insulation depends on the voltage,
temperature, mechanical stress, moisture, etc. [2, 3]. In the automotive industry, high
voltage refers to voltages above 60V. Thus, the battery voltages in the range of DC
120 V to DC 1000 V are far away from protective extra-low voltage. Based on the
voltage level, the EVs are classified as:

Low-Voltage Vehicle:

• <60 V (e.g. light electric vehicles like micro cars, electric auto rickshaw, electric
scooters).

High-Voltage Electric Vehicle:

• 60 V to 600 V (e.g. electric cars).
• 600 V to 1 000 V (e.g. electric cars, sports car and some heavy duty vehicles).
• >1000 V (e.g. heavy duty electric vehicles, electric buses, and electric trucks).

These high voltage and current levels are sufficient to cause an electrical hazard
in high-voltage electric vehicles. For this reason, research on the electrical insulation
of electric vehicles is very important. Among these components, the function of the
HV cable is to ensure the safer transmission of electrical energy without harming any
failure of cable insulation. A simple EV cable wire is shown in Fig. 1. As features
increase in EVs, the complexity of the electrical circuits of the EVs might also
increase, so the evaluation of different fields is considerable to ensure high-voltage
safety in electric vehicles. As part of the preliminary work on the safety of EV
components, the evaluation of electromagnetic forces is very important. This paper
used the comsolmultiphysics software to evaluate the electromagnetic fields between
the high-voltage cables in EV [3–6].

2 Problem Statement

The overall EV electrical system temperature rises as a result of high voltage and
currents in EV electrical circuits and overload in EV, which may cause insulation
breakdown in the EV electrical system [7, 8]. The dielectric and copper losses within
a cable will create heat. These losses (and heat produced) are dependent on the
amount of current flowing in the high-voltage cable. The operating temperature of any
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Fig. 1 High-voltage EV
cable[7]

Fig. 2 Two conducting wire

electrical components is an important parameter in determining the peak allowable
current. The real temperature of the cable depends on the material and wire exposed
to direct heat produced by the battery and other electric components in an EV will
be subject to more thermal loads and extra heating. The life of the insulation of the
cable also depends on the operating temperature. Based on the Arrhenius equation of
chemical reaction timevs. temperature, it says that for every 10 ◦Crise in temperature,
the life of the insulation is cut in half. Inversely, a 10 ◦C decrease in temperature
will double the life of the insulation. This extra heating needs to be considered in the
evaluation of the electromagnetic fields (Fig. 2).

When selecting an EV cable, the consideration of fault conditions and the perfor-
mance of the cable are also important. The analysis will be conducted to ensure that
any cable can survive the impact of mechanical or electrical defects. Other factors
should be considered when designing the cable in addition to the direct heating effect
of fault currents.

Large amount of electromechanical stress and faults induces the breakdowns in
the cable. The temperature and impact of different forces, like electromagnetic and
mechanical, affect EV cable insulation. By considering all the factors, we evaluated
the electromagnetic fields between the high-voltage cables of EVs and studied the
importance of the heat conduction equation at the design level of the wire.
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The electrical resistivity increases with increasing temperature. The resistivity of
cable insulation (in common with all organic insulation) decreases with increasing
temperature . Alternatively stated, the electrical conductivity increases with temper-
ature:

The conductivity (σ ) = (1/ρ)

3 Design Methodology

The electric field distribution is governed by the permittivity of the insulation mate-
rials, the geometry of the cable, and the voltage applied to the AC cable. The electric
field distribution at DC depends on conductivity cable geometry, loading, and applied
voltage. The high-voltage cable is necessary for components like motors, batteries,
charging connectors, and HVAC components. The main requirement for a vehicle’s
HV system is the transmission of electrical energy without causing any insulation
failure in EVs.

Considering the more general case of a cable, we used the below equation to
compute the electric field, magnetic field, and temperature distribution in the cable.
The temperature gradient ∇ · T in thermally influenced conductor leads to a flux of
thermal energy that is given by the below equation [9, 10].

q = −K∇T (1)

where q-local heat flux density in w/m2 and k-thermal conductivity in w/m · k. And
also, the divergence criteria states that heat flux should be conserved ∇ · q = 0. For
a given volume, if the average divergence of q is not zero, it means the sum of all
heat entering or leaving that volume is not zero; in that case, there is a heat source
or sink in a given volume.

∇.(−K∇T ) = Q (2)

where K is the thermal coductivity (w/m · K), T is Temperature(K), and Q is heat
source w/m3)

Considered the conducting wires in a dielectric medium with the electromagnetic
fields around cable and demonstrated the evaluation Â of the fields between parallel
conductors.

V = V 2 − V 1 = −
r2∫

r1

E · dr (3)

I =
∫

c

H · dr (4)
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Fig. 3 Finite element meshes—Finer

Fig. 4 Electric field and magnetic field distribution between two parallel wire
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4 Simulation Results

The geometry is formulated in the comsol software and suitable material properties
are selected, and we simulate the results here with respect to radial distance and in
between the cables. Figure 3 shows the finite element meshes for themodel geometry
of the conducting wire. From Fig. 4, which shows the electromagnetic field variation
around the cable and with respect to other conductors under no load and load, we
conclude the electrical field is more on the surface of the conductor.

5 Conclusion

In this paper studied a suitable geometry of the cables in comsol multi-physics soft-
ware and selected material properties for the evaluation of the electromagnetic field
distribution of EV cables. Due to the heat produced by the battery and other elec-
trical circuit components in the EV, the overall heat of the EV’s electrical system
increases, and it will affect the insulation of the cables. The permitivity and conduc-
tivity (σ ) of cable insulation depend on temperature, geometry, and applied voltage.
The electromagnetic filed distribution of high-voltage EV cable was evaluated using
the comsolmulti-physicsmodule and studied the temperature distribution. The scope
of this work can be expanded in future to include a few other parameters such as
mechanical stress and vibration in the vehicle cable, as well as a precise evaluation
of the comparable field and temperature distribution.
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A Review on Biosynthesis
of Nanoparticles and Their Applications

Rukshar and Nitu Bhatnagar

Abstract Synthesis of nanoparticles (NPs) by conventional techniques produces
large amount of harmful and toxic byproducts. Thus, to resolve this problem, greener
ways to develop metallic nanoparticles are needed which is eco-friendly, clean, and
less toxic as compared to the conventional methods. Gold, silver, alloy, and magnetic
nanoparticles are some basic type of NPs which can be produce by these methods.
Plant-mediated biosynthesis of NPs is a new emerging green nanoparticle-based
technology which have application in various field like water treatment, agricul-
ture, industries, and biomedical field. Therefore, this review article emphasizes on
synthesis of nanoparticles from naturally available resources and their application in
various fields.

Keywords Biosynthesis · Nanoparticle ·Wastewater treatment

1 Introduction

Nanotechnology is new emerging technology which has applications in agriculture
field, wastewater treatment, biomedical field, industries, etc. Synthesis of nanopar-
ticle done by chemical methods includes reduction in solution, chemical reactions in
reverse micelles in the presence of light, while physical methods involve processes
like thermal decay, radiation-based synthesis, and microwave-mediated synthesis
[1]. Synthesis of nanoparticles from eco-friendly and non-toxic matters such as plant
extract and microorganism makes it to utilize in different areas [2].

Biological methods with the capacity to control the size and shape of NPs
have found exciting roles in various fields. In order to generate cost-effective and
environment-friendly method, many researchers have synthesized various metallic
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NPs frombiologically availablematerials [3]. In biosynthesis ofmetallicNPs, bioma-
terial works as a reductant which reduces metal ions in plant extract and extracellu-
larly or intracellularly in microbes. One of the advantages of nanoparticle synthesis
by biological method over physical process and chemical process that it can catalyze
reaction more effectively at normal pressure and temperature [4]. Reduction of metal
ions occurs by the components of biomolecules, and the reaction is generally acti-
vated by various groups like phenolic group, amide group, carbonyl group, proteins,
amino acids, pigments, terpenoids, flavanoids, and other constituents present in the
biomass or plant extract [5]. Various microorganisms like viruses, yeasts, bacteria,
micro- andmacro-algae, and plant extracts are themain biomaterials for the synthesis
of various metallic NPs [6].

2 Biosynthesis of Nanoparticle

2.1 Microorganism-Based Nanoparticle Synthesis

Various microorganisms such as microalgae, yeast, macro-algae, bacteria, and fungi
have biological materials which are capable to synthesize nanoparticle. The basic
mechanism involves the metal ions reduction step by which metal ion is converted
into nanoparticles [7]. Various microbes are able to synthesize different kind of
nanoparticles like silver NPs, magnetite NPs, gold NPs, cadmium sulfide NPs, etc.
out of which AgNPs and AuNPs have received considerable attention of researchers
[8] (Fig. 1).

Fig. 1 Mechanism of synthesis of nanoparticle from microorganism [8] Some of the
microorganisms-based biosynthesized nanoparticles are listed in Table 1
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Table 1 Biosynthesized nanoparticles from microorganisms

S. No Type of microorganism Species Nanoparticles and size
of NPs (nm)

References

1 Bacteria Brevibacterium
casei

Ag; 50 [9]

2 Fungi Aspergillus clavatus Ag; 10–25 [9]

3 Bacteria Proteus mirabilis Ag; 10–20 [10]

4 Fungi Verticillium sp. Ag; 25 [10]

5 Bacteria Pseudomonas
stutzeri

Cu; 50–150 [11]

6 Fungi oxysporum CdS; 5–20 [12]

7 Fungi Colletotrichum sp. Au; 20–40 [12]

8 Fungi Fusarium
oxysporum

Zr; 3–11 [12]

9 Yeast Candida glabrata CdS; 2 [12]

10 Yeast Schizosaccharomyc
es pombe

CdS; 1–1.5 [12]

11 Fungi MKY-3 Ag; 2–5 [12]

12 Algae Plectonema
boryanum

Ag; 1–200
Au; 25–100

[13]

13 Fungi Yarrowiali polytica Au; 15 [13]

14 Fungi Phaenerochaete
chrysosporium

Ag; 50–200 [13]

15 Bacteria Ureibacillus
thermosphaericus

Au; 50–70 [13]

16 Fungi Neurospora crassa Au; 32 [13]

17 Algae Shewanella algae Au; 10–20 [13]

18 Bacteria Nocardia farcinica Au; 15–20 [14]

2.2 Plant-Based Nanoparticle Synthesis

Plant-based synthesis of metallic nanoparticles have also attracted attention of many
researchers because of their simple synthesis methods and fast rate of synthesis
reaction. Salt of metal ions firstly reduced in its atomic form by reducing agents
which are present in the plant extract [15]. Then modified metal ion is converted
into small clusters after the nucleation process, and after that, these small clusters
are converted into particles. Various biomolecules such as terpenoids, chlorophyll
pigment, and proteins work as a reducing agent in the synthesis of silver NPs, gold
NPs, and gold NPs, respectively [16] (Fig. 2).

Some of the plant-based biosynthesized nanoparticles are listed in Table 2.
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Fig. 2 Mechanism of synthesis of nanoparticles from plant extracts [16]

Table 2 Biosynthesized nanoparticles from plant extract

S. No Plant name Plant parts Nanoparticles and size (nm) References

1 Argemone maxicana Leaves Ag; 30 [17]

2 Emblica officinalis Fruit Ag and Au; 10–20 and 15–25 [18]

3 Nyctanthes arbortristis Flower Au; 19.8 [19]

4 Carica papaya Fruit Ag; 15 [20]

5 Mangifera indica Leaves Ag; 20 [21]

6 Pinus resinosa Bark Pd and Pt; 16–20 and 6–8 [22]

7 Jatropha curcas Seed Ag; 15–50 [23]

8 Doipyros kaki Leaves Pt; 2–12 [24]

9 Glycine max Leaves Pd; 15 [25]

10 Camellia sinensis Leaves Au; 40 [26]

11 Cuminum cyminum Seed Au; 1–10 [27]

12 Gardenia jasminoides Leaves Pd; 3–5 [28]
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3 Application of Biosynthesized NPs

Biosynthesized NPs have applications in various fields such as biomedical field,
wastewater treatment, and agriculture field and in environmental sensor technology
due to these unique properties.

3.1 In Biomedical Field

Metallic nanoparticles exhibit antimicrobial nature whichmakes them a better candi-
date for application in the field of biomedical. Various kind of metallic nanoparticles
such as Ti, Cu, Mg, and specially Ag and Au have antifungal, antiviral, and antimi-
crobial capabilities [29]. Silver nanoparticles have been used in wound dressings,
implants, and bone cements [30]. Gold nanoparticles have been used in optical related
treatment and have anticancer nature [31]. Magnetic nanoparticles show potential in
drug delivery and hyperthermia. These metallic nanoparticles actively work as disin-
fectants and also find wide applications in food processing, etc. [32]. Green synthe-
sized nanoparticles are also having important role in medicine in the diagnostics
and sensing fields [33]. Biosynthesized metallic NPs also show optical properties
which include low- or high-refractive index, transparency, photonic crystals, and
photoluminescence nature [34].

3.2 In Environment Remediation

Biosynthesizedmetallic nanoparticles have vast application in various environmental
treatment processes. Metallic nanoparticles are used in metal biosorption process,
bioremediation process and biorecovery of metals. The biomass of microbes, along
with some biopolymers and biological waste materials, has the nature to tie up
and recover precious metals [35, 36]. Biosorption method is low-cost method in
comparison of chemical method to recover the precious soluble metals in aqueous
medium.

Due to their very specific large surface area, metallic nanoparticles are exten-
sively used for catalysis process and especially in heterogeneous catalysis. Generally
biosynthesized Pd NPs catalyst is used for the remediation process [37]. Pd NPs-
based catalysts are used for dechlorination of chlorophenol (CP), dechlorination of
polychlorinated biphenyl’s (PCB), dechlorination of perchlorate, etc. These NPs are
able to reduce various organic compounds effectively. FeNPs andAuNPs effectively
remove dyes such as methylene blue and methyl orange from waste water. Ag NPs
stop biofouling of polyethersulfone membranes which are used for the removal of
organophosphate pesticide [38].
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3.3 In Industries

Biosynthesized NPs such as Pd, Au, and Pt are used as catalysts in different kind of
organic synthesis reactions. They are widely used to catalyze cross coupling reac-
tions, i.e., formation of C–C bond. They are also used as effective catalysts in the
organic dyes synthesis. Various organisms have the capability to reduce and recover
metal ions from metal salt solution [39]. Many biosynthesized NPs have the ability
to elevate the performance of fuel cells. Biosynthesized NPs are also used in H2 fuel
productionwhich catalyze the chemical oxidation process of the fuel and enhance the
power recovery. Biosynthesized Au NPs are used in direct electrochemical sensing
of Hb [37]. Biosynthesized cadmium sulfide NPs are used to produce hetero-junction
with asymmetric electronic transfer [40].

They have also been found to exhibit optical property, due to which they found
their applications in chemical sensing technology. Gold and Silver NPs are used for
the detection of Fe+3 and Cu+4 in water [41].

4 Conclusion

The incredible properties of the nanoparticles have made them better candidate for
application in many areas such as health care, agriculture, and environment reme-
diation energy. Metallic NPs with different shapes and synthesized by chemical
process and physical process involve multiple steps and cause environmental pollu-
tion because of the use of toxic chemical compounds. A huge number of biological
materials are available for NPs biosynthesis; it can be predicted that synthesis of NPs
from biological materials will be used at a large scale in future. Many researchers are
trying to develop simple and eco-friendly methods for the synthesis of NPs. There-
fore, the use of eco-friendly matters like plant extract, microorganisms like bacteria,
virus, fungi, yeast, and enzymes for the production of metallic NPs offers various
benefits of environment friendliness and compatibility for applications of NPs in
various fields as they involve use of non-toxic chemicals for the synthesis process.
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Cost-Efficient Low-Profile MIMO
Antenna for 5G Communications

Tapan Nahar and Sanyog Rawat

Abstract A wideband spatial diversity multiple input multiple output (MIMO)
antenna is presented in this communication for 5G applications. Rectangular patch
with rectangle-shaped slot and partial ground layer is used as individual antenna
element, and two-elementsMIMO configuration is designed which provides 27 GHz
of bandwidth from 10.77 to 37.77GHzwhich satisfies the bandwidth requirements of
millimeter-wave ultra-high speed low latency communication of future 5G communi-
cations. Lowmutual coupling is required over wide range of frequencies for effective
wideband MIMO operation. Isolation layer is used in ground plane and on top layer
to obtain wide frequency range of 25.297 GHz where isolation is greater than 15 dB.
All the MIMO parameters are under acceptable limit over whole operating band-
width which suggests the excellent performance of proposed antenna for wideband
MIMO communications and improves the signal-to-noise ratio in multipath fading
environment. Proposed antenna is simulated on CST Microwave studio.

Keywords Fifth generation (5G) · Mm-wave · MIMO antenna · Spatial diversity ·
Microstrip antenna · Ultra-high speed low latency communication

1 Introduction

5G is upcoming wireless technology which will provide ultra-high speed, low
latency, and highly reliable communication which will be used in the applications
such as wireless industrial automation, tele-surgery and tele-health services, ultra-
high speed video broadcasting, machine-to-machine communication, driverless car,
virtual reality, augmented reality, and unbelievable communication experience [1–7].
Itwill increase the capacity of networks.Millimeter (mm)wave spectrumwill be used
to support wide bandwidth requirements [2, 3]. Federal Communication Commis-
sion of United States has decided to allot 28, 37, and 39 GHz of license band for 5G
communication [2–5]. To improve network capacity and suppress noise in multipath
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environment, MIMO technology and antenna beamforming will be used [2–7]. In
order to provide multiple simultaneous links in communication, MIMO technology
will be utilized. MIMO antenna consists of multiple inputs multiple output antennas
which should have minimum mutual coupling between antennas. Mutual coupling
between antennas is due to surface waves and high amount of surface current genera-
tion from the port excitation. Large mutual coupling increases error rate and reduces
channel capacity; to obtain wideband MIMO operations, wide isolation bandwidth
is required which is very challenging [6, 8–21].

Various decoupling methods have been reported in literature to improve the isola-
tion between adjacent elements. Neutralization lines can be used which consists of
metallic slit or lumped elements. It passes electromagnetic waves between elements
and reducesmutual coupling. Position of neutralization line is very important because
it alters the impedance. Proper positioning of neutralization line may improve the
bandwidth by matching the impedance [17, 18]. Advantages of using neutraliza-
tion line are compact size, high efficiency, and wide bandwidth, but limitation is
its complex analysis [22]. Decoupling network can be preferred to enhance isola-
tion [23]. Decoupling network consists of discrete components or transmission lines
which convert crossed admittance to the purely imaginary value. Dummy loads or
coupled resonators may be used to decrease mutual coupling. Decoupling network
affects the gain and increases complexity of antenna structure [18]. Electromag-
netic band gap (EBG) structure also may be used to reduce the size and improve
isolation. EBG consists of periodic arrangement of dielectric and metallic elements
which produces band gap and block-specific frequencies [17, 18]. Major benefits of
using EBG structure are wide range of impedance matching, size miniaturization,
and high front-to-back ratio. Defected ground structure (DGS) and slot elements
can also be used to reduce mutual coupling. Analysis of DGS is challenging, but
it increases bandwidth, efficiency, and isolation. S-shaped periodic slots are etched
from the ground between antennas in [19]. It resists electromagnetic waves and also
induces the current between adjacent elements, and surface current is suppressed.
Coupling can be controlled by adjusting alignments of these periodic slots. Isolation
is improved by −40 dB using S-shaped periodic slots [19]. Similarly, square ring
slots, T-shaped stub-based structure also effectively improve isolation [18]. Slot in
ground layer provides wide impedance matching range. Metamaterials and comple-
mentary split ring resonators (CSRRs) can also be used. It increases the diversity gain
and reduce size but increases the complexity in structure [17, 18]. CSRR consists of
periodic metallic ring-shaped slots which provides filtering operation and improves
the isolation. CSRR acts as inductor-capacitor tank circuit [8]. It stores energy at low
frequencies and reduces current flow between antenna elements [19]. Capacitive-
coupled loop is used in [15] to improve the isolation, but complexity is increased.
Unsymmetrical ground plane is used in [6] to improve isolation. Proposed MIMO
antenna provides isolation less than −40 dB in whole operating bandwidth.

In this communication, spatial diversity MIMO configuration of slotted rectan-
gular patch antenna is designed on Computer Simulation Technology Microwave
studio simulation software [24]. Wideband millimeter-wave antenna was presented
in [1] which consists of rectangular ring-shaped patch antenna with defected ground
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structure whoseMIMO configuration is constructed and analyzed in this paper. Two-
elementMIMO configuration provides highmutual coupling and low isolation band-
width. Various methods have been adopted to improve the isolation. Firstly, a slot is
designed in the ground plane between two patches. It suppresses higher order modes
and improves isolation and isolation frequency range, but it reduces impedance band-
width. Metallic stub is introduced in ground plane between two antennas. It acts as
parasitic-loaded resonating element and provides additional resonance at 31.9 GHz.
It improves isolation frequency range as well as impedance bandwidth. Isolation
layer (thin metallic layer) is used in both top and bottom layer to improve the isola-
tion frequency range as well as impedance bandwidth. Isolation frequency range is
improved from 4.373 GHz (of ANT1) to 25.297 GHz (of ANT5).

This paper consists of six major parts. 5G antenna’s introduction and literature
survey is discussed in Sect. 1. Section 2 presents evolution of proposed antenna
design. Performance comparisons of simulated MIMO antennas are elaborated in
Sect. 3. MIMO parameters of proposed antenna are discussed in another Sect. 4.
Comparative analysis of various parameters of presented final design with various
reported antennas by researchers is explained in Sect. 5. Section 6 contains the
conclusion.

2 Evolution of Proposed Antenna Design

Wideband rectangular-slotted rectangular patch antenna has been designed and
presented in our paper [1] for 5G applications. Antenna structure is shown in Fig. 1a
which consists of a patch of 3.47× 4.23mm2 with rectangular slot of 1.47 × 2.2mm2.
Proposed antenna is designed on Roggers RT 5880 substrate which has relative
permittivity, loss tangent, and thickness as 2.2, 0.0009 and 0.254 mm, respectively.
Patch is fed by 50 � microstrip line with 0.78 mm width. Rectangular slot creates
capacitive reactance which decreases the inductive part of impedance of feed line and
improves impedancematching at broad range of frequencies [1]. Formore bandwidth
enhancement, partial ground plane of 3.218 mm length is used. Partial ground plane
minimizes inductive effect of radiator by adding capacitive reactance [1]. In this
way, broader impedance bandwidth of 94.02% is obtained at resonant frequency of
23.94 GHz. Benefits of this method are improvement of bandwidth without changing
the size of antenna. Proposed antenna provides bidirectional radiation pattern which
is very equivalent to figure of eight-type pattern of quarter wave monopole-type
planar antenna. Reflection coefficient versus frequency plot and radiation plot are
shown in Fig. 1b, c, respectively.

Spatial diversity multiple input multiple output (MIMO) antenna is designed by
placing two antennas at distance of half wavelength. This configuration is termed as
ANT1. Top side and bottom side view of proposed ANT1 is represented in Fig. 2a,
b, respectively. For effective MIMO operation, isolation between adjacent elements
should be high, andmutual coupling should be low [11–17]. To improve the isolation,
various techniques have been applied and optimized. Firstly, a slot is eliminated
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(a)  (b)

Patch 
geometry on 

top layer Partial 
ground plane 
at back side 

(c) 

Fig. 1 a Structure of rectangular patch antennawith rectangle-shaped slot and partial ground plane,
b radiation pattern, c reflection coefficient versus frequency plot [1]

from the ground at mid of common ground plane, and this configuration is termed
as ANT2. Back view of ANT2 is shown in Fig. 2c. In next step, isolation layer
(metallic element) is created in ground plane at the mid of antennas to reduce the
mutual coupling. Gap between slot and isolation layer is optimized. Back view of
this antenna termed ANT3 is presented in Fig. 2d. ANT4 consists of no gap between
ground slot and isolation layer. Isolation layer is inserted between two patches on
top layer also, and this configuration is termed as ANT5.
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(a)                (b) 

   
               (c)                      (d) 

      
        (e)                       (f) 

(g)

Fig. 2 Proposed antennas geometries, a front view of ANT1, b back view of ANT1, c back view of
ANT2, d back view of ANT3, e back view of ANT4, f front view of ANT5, g back view of ANT5
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3 Performance Comparisons of Proposed MIMO Antennas

3.1 Reflection Coefficient Versus Frequency Plot

Reflection coefficient (S11) versus frequency plot provides information about the
impedance matching performance, amount of reflected power, and bandwidth. It
may be noted from Table 1 and Fig. 3a that bandwidth increases from ANT1 to
ANT5. ANT5 provides maximum bandwidth of 27.004 GHz and has less than 10%
reflected power from 10.773 to 37.77 GHz, but return loss is increased. Resonant
frequency is shifted to higher values by cutting slots and inserting isolation layer.
Consolidated reflection coefficient graph is shown in Fig. 3a. It may be noted from
Fig. 3a that ANT1 is resonated from 11.06 to 38.4 GHz. When slot is introduced
in the ground plane in ANT2, higher order modes are getting suppressed which
results in slightly reduction in bandwidth, but isolation frequency range is increased.
Neutralization slot acts as band-stop filter and reduces surface currents and mutual
coupling. To improve further isolation frequency range, a metallic stub is used in
ground in ANT3. It provides additional resonances at 32.5 GHz and increase the
bandwidth as well as isolation range and acts as parasitic resonating elements. In
ANT4, parasitic metallic stub is added between two patches. It acts as isolation layer
and reduces the mutual coupling between adjacent elements. It improves isolation
frequency range by around 6 GHz in comparison to ANT3, but it reduces bandwidth
and increases the return loss. After optimizing dimension of isolation layer in patch
and ground in ANT6, both bandwidth and isolation frequency range are increased,
and gain is also increased. Multiple resonances have been obtained at 12, 30, and
37.5 GHz and overlapped beautifully from 10.773GHz to 37.7 GHzwithin reflection
coefficient ≤10 dB.

Table 1 Performance comparisons of proposed antennas

Performance
parameter

ANT1 ANT2 ANT3 ANT4 ANT5

Bandwidth
(S11 ≤ 10 dB)

11.068–34.844
(23.776 GHz)

11.581–31.637
(20.053 GHz)

12.632–34.014
(21.382 GHz)

13.983–32.997
(19.014 GHz)

10.773–37.77
(27.004 GHz)

S11(dB) −28.191 −26.544 −27.051 −19.802 −21.815

Freq. Range
(S21 ≤ 15 dB)

30.467–34.84
(4.373 GHz)

16.60–25.28
(8.67 GHz)
30.22–31.63
(1.411 GHz)
Total
(10.083 GHz)

15.28–24.96
(9.68 GHz)
30.71–34.01
(3.301 GHz)
Total
(12.986 GHz)

13.983–32.997
(19.014 GHz)

10.77–36.07
(25.297 GHz)

Gain
(dB)

5.44 5 4.8 4.2 5.4

SLL
(dB)

−7.4 −1.6 −9.5 – −13.44
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Fig. 3 a consolidated graph between reflection coefficient (S11) and frequency, b scattering
parameters versus frequency plot of ANT5

Scattering parameters of ANT 5 is presented in Fig. 3b. It may be seen that
S11 and S22 parameters are exactly matched with each other, and similarly, S12 and
S21 are also exactly same which indicates identical operations of two antennas in
MIMO antenna. Figure 3b presents that for wide range of frequencies S11 is less than
−10 dB, and S21 is less than −15 dB.

3.2 Mutual Coupling Versus Frequency Plot

S21/S12 parameters represent the mutual coupling between antennas. S21 represents
the power coupled to antenna 2 from antenna 1. S12 gives the mutual coupling from
antenna 2 to antenna 1. For all the proposed antennas, S12 is much closer to S21
for the whole operating frequency range. For effective MIMO operations, mutual
coupling should be low, or isolation should be high for operating bandwidth. Figure 4
represents the S21 versus frequency plot. Initially, ANT1 provides less than −15 dB
mutual coupling for frequency range of 4.373 GHz (30.467–34.84 GHz). This range
is improved up to 10.083 GHz (16.60–25.28 GHz and 30.22–31.63 GHz) by ANT2
by introducing the slot between common overlapping regions in the ground. Isola-
tion range is further increased to 12.986 GHz by ANT3 when a thin metallic layer
(isolation layer) is used in the ground plane. By optimizing the back-slot dimen-
sion in ANT4, isolation range is enhanced to 19.014 GHz. A thin metallic isolation
layer is introduced between two patches in ANT5 to improve isolation between inter-
elements. Itmaybe clearly observed fromFig. 4 thatANT5provides less than−15dB
of mutual coupling and less than 10% of reflected power from 10.77 to 36.07 GHz.
Impedance bandwidth of 90.35% is obtained at 28 GHz for ANT5. ANT5 is very
suitable for ultra-high speed MIMO operations.
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Fig. 4 Consolidated S21 versus frequency plot

3.3 Radiation Pattern

Radiation pattern represents the angular plot of received power or radiated power to
or from antenna. Consolidated angular radiation plot of proposed antennas at Phi =
0 and 90° are represented in Fig. 5a, b, respectively. It is noted from Table 1 and
Fig. 5a that peak side-lobe levels are reduced from−7.4 to−13.44 dB fromANT1 to
ANT5. Reduction in mutual coupling between adjacent antennas can be also verified
by decreased side-lobe levels for ANT 5. There are not many variations in gain of
antenna. It may be observed from Fig. 5b that pattern is very similar to figure of eight
of monopole antenna.

Performance parameters of MIMO configuration are dependent on scattering
parameters. Low mutual coupling and small return loss will lead to effective MIMO
operations over wide range of frequencies. It can be concluded from the comparative
analysis of S11, S21 and radiation pattern of the proposed geometries that ANT5
provides wide bandwidth where less than 10% of reflected power and isolation
is greater than 15 dB. ANT5 is suitable for ultra-high speed low latency MIMO
operations. MIMO performance of proposed ANT5 is discussed in detail.



Cost-Efficient Low-Profile MIMO Antenna for 5G Communications 355

Fig. 5 Consolidated radiation plot of proposed structures, a at Phi = 0°, b at Phi = 90°

4 MIMO Results of Proposed Antenna

Analysis of performance of MIMO configuration can be done by calculating various
MIMO parameters such as ECC, TARC, DG, MEG, and CCL. Envelope correla-
tion coefficient (ECC) represents the independency in operation of two adjacent
antennas. It may be observed from Fig. 6a that ECC of ANT5 is less than 0.3 at
whole operating frequencies and very close to 0 at resonant frequency which shows
effective MIMO operation. Diversity gain (DG) tells about enhancement in signal-
to-noise ratio performance using multiple antenna configuration in comparison to
single antenna. Figure 6b shows that DG is much closer to 10 for whole operating
range which indicates good signal-to-noise ratio performance. Channel capacity loss
(CCL) provides the information about the range up to which lossless communica-
tion can be possible. It may be noted from Fig. 6c that ANT5 provides less than 0.5
bit/sec/Hz throughout the operating range which represents minimum transmission
losses. Mean effective gain (MEG) tells about effective operation of MIMO antenna
inmultipath fading environment. It may be noted from Fig. 6d thatMEG1 andMEG2
is same which indicates identical operations of adjacent antennas. MEG of ANT5 is
very closed to zero over operating range. Total active reflection coefficient (TARC)
represents about the information about the range of frequencies where reflection is
minimum and effective radiation takes place. It may be seen from Fig. 6e that TARC
is less than 0 dB over whole operating bandwidth.
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Fig. 6 MIMO parameters, a ECC, b DG, c CCL, d MEG, e TARC



Cost-Efficient Low-Profile MIMO Antenna for 5G Communications 357

5 Comparative Analysis of Performance of Proposed
Antenna with Reported MIMO Antennas for 5G
Communications

Presented spatial diversity MIMO antenna (ANT5) provides wide bandwidth of
25.297 GHz where isolation is better than 15 dB, and return loss is smaller than
10 dB which makes it suitable for 5G communication and ultra-high speed low
latency communication. Proposed antenna provides all the parameters within accept-
able range for wide range of frequencies. All the parameters of proposed antenna
and reported 5G MIMO antenna are listed in Table 2.

6 Conclusion

Spatial diversity wideband MIMO antenna is proposed in this paper. Various tech-
niques have been applied to improve the isolation over wide band of frequencies.
Frequency range where isolation is greater than 15 dB is enhanced from 4.373 GHz
to 25.297 GHz using various decoupling techniques. Proposed antenna provides less
than 10% reflected power from10.7 to 37.7GHzwhich covers themm-wave 5G spec-
trum allotted for in different countries and regions such as United States, Asia, and
Europe.Wide bandwidth is achieved using partial ground plane and rectangular slots.
Proposed antenna is planar, single layer, and has thickness of only 0.254 mm. So, it
may be easily integrated with radio frequency-integrated circuits of mobile phone.
Various MIMO parameters such as diversity gain, total active reflection coefficient,
envelope correlation coefficient, mean effective gain, and channel capacity loss have
been calculated, and result shows that antenna provides excellent performance for
MIMO operations.
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Cable Faults Identifying Review
and Procedure for New Instrument

G. Babu Naik and Sanjay Lakshminarayanan

Abstract Existences of underground cable faults like power transmission and distri-
bution system are inevitable situations due to plentiful reasons. Power distributors
to the consumer side will be placed very far distance of power supply and will cause
the heavy loss of economic and uneasiness of power utilization. Hence, the faults
should be detected quickly and rectified is a major concern of the power distributors.
This paper states about the high-voltage underground cable fault locating methods
that are present in practice and highly technical methods proposed by researchers.

Keywords Power cable · Fault detection and instrument techniques

1 Introduction

Identifying underground cable and overhead transmission line faults and locating
the site of the fault for the power system is a crucial task in electrical technology.
Engineering skills and technologies are heavily involved in locating fault locations.
As a result, power distributors always prepare a team of highly skilled engineers and
tools for the fault-findingmission. In today’s world, there are a variety of methods for
locating the fault location.However, eachmethod has its own set of benefits and draw-
backs. However, among all the other ways available, there are no good procedures
that may provide the best fault location [1]. Users, on the other hand, are constantly
considering new instruments that can provide the finest performance of technology.
Due to industry growth, new construction buildings, commercial purposes, popula-
tion density, and other factors, electricity distribution systems are pumped through
underground cables to metropolitan areas [2–6].

Until the fault areas are repaired, the power distribution networks are fed back
to other alternate sources. As a result, a rapid instrument is necessary to locate the
problem, and power distribution networks must constantly prioritize correcting. The
cost of the present underground cable fault locating gadget is comparatively higher.
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As a result, in many cases, one method is insufficient to detect the issue, and another
way is necessary to provide precise results with proper location. Organizing many
tests with an instrument and locating the ultimate pinpointing flaw, on the other hand,
takesmore time [7, 8].As a result, a gooddesign instrument and a lightweight building
machine would make detecting cable defects and pinpointing fault location easier
for engineers. This document examines the many underground cable fault detection
systems that are currently in use, as well as highly technical methods proposed by
researchers.

Underground cables are progressively being employed in more electrical distri-
bution networks due to their advantages over overhead lines. In bad weather, they are
more reliable than overhead lines, and they are not influenced by trees. They are also
less expensive and require less maintenance over short distances [9]. Underground
cables, on the other hand, have a number of disadvantages, including the fact that they
are more prone to long-term troubles after a flashover and are more difficult to find
faults. The majority of faults in underground cable networks are permanent and can
be classified as core to sheath to ground fault, core to ground fault, or core to sheath
fault. Accurate identification of the fault location in the case of permanent failures in
cables is crucial for power distribution networks for higher reliability, power quality,
a faster restoration procedure, reduced outage time, and cheaper repair costs. It is
crucial to keep the electrical system running smoothly. As a result, it is essential to
limit the amount of defects in the power system and to resolve them quickly. As a
result, it is vital to accurately detect and clear the issue in order to restore power
in a timely manner. An overhead system is significantly easier to discover a broken
location than a subterranean system for a variety of obvious reasons. The overhead
system offers numerous tools, such as the phasor measurement unit that can detect
the exact location and nature of a fault. Fourier analysis, artificial neural networks,
Murray loop methodology, and Ohm’s law method are only a few of the methods for
finding problems in subterranean power cables. None of the preceding approaches
will determine the exact location of the problem. Furthermore, none of these systems
took into account the intensity of sheath currents or grounding modes, resulting in
inefficient and erroneous fault location.

2 Literature Review

In the literature, various cable fault location methods have been discussed.
The process of sheath earth current and the link among sheath earth current and

load current are investigated in research [10]. The EM-transient simulation model
of cable sheath is created using PSCAD/EMTDC simulation software, which is
capable of simulating a variety of sheath grounding system issues. The phase current
and ground fault occur between two phases, according to the simulation results.
Ground fault and phase fault were not explicitly addressed in three phases, and fault
localization in underground cables was not well discussed.
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The methodology to construct and verify the CZSTmodel using the experimental
properties of CZST was described in research [11]. It used a model of cable zero
sequence current transformers to create fault location for single-phase ground faults
(CZST); to construct and verify the CZSTmodel, we used the magnetization reversal
dynamics equation and the methods for taking the experimental properties of CZST.
The CZST model was discussed in detail. The model developed allows researchers
to investigate the static and dynamic modes of operation of SPGF safeguards in 6–
10 kV electrical networks. It also ignores the numerous grounding modes as well as
three phases that have yet to be established.

In an experiment described in Reference [12], with an artificial ground fault point
stored in a cryostat pipe, the alternating current simulated a ground fault that flowed
in the 275 kVHTS cable core. Insulation sheets were used as a protective covering on
the investigated materials in this experiment. The effect of the core protective layer
was not confirmed. It was considered since the inner pipe’s core had been destroyed.
However, this procedure did not provide an accurate location for the experimental
work’s problem.

[13] is a citation. Single-phase ground faults on the cable line side of short combi-
nation overhead-cable lines can be discovered utilizing comparisons of the currents
circulating in the shields’ rms values and their angles, according to simulation and
laboratory test results. Underground cable faults were not included in this study, and
line-to-line faults were not assessed.

Pandey [14] spoke on utilizing Fourier analysis on voltage readings to discover
faults in underground cables. Because multiple grounding modes and sheath currents
were not taken into account in the work, the produced cable model isn’t particularly
durable and accurate.

Filomena et al. [15] devised a fault location algorithm that is an improvement
over the old method. The apparent impedance of cables for single phase to ground
fault and three-phase fault is calculated using this method. The proposed approach
compensates for subterranean cable capacitive currents. The model, on the other
hand, ignores sheath currents and multiple grounding modes in the cable system.

For underground cable networks, Jamali et al. developed a defect location algo-
rithm. Sequence impedance models were used to represent the taps and other cable
sections. To achieve an optimumoutcome, the principal causes of inaccuracy in tradi-
tional impedance-based approaches are taken into account by incorporating cable
capacitance effects. Sheath currents are not taken into account by this algorithm
[16, 17].

Aziz et al. [18] introduced amulti-terminal based on input fault location technique
that is highly suited to older cables. The aging of the cables has a significant impact
on their relative permeability and sequence capacitances. The method for fault local-
ization is based on phasor measurements from several cable terminals. The multiple
grounding modes in cable, as well as the influence of sheath currents, haven’t been
taken into account.

Wang et al. [19] presented a system for fault monitoring in cable lines based
on the sheath grounding current. The fault phase and sound phase sheath grounding
currents have different characteristics, according to the investigation. It can determine
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the problematic location and detect the faulty phase using these differences. When
fault resistance is high, this method has limitations in assessing the problem since
the characteristics of a grounding fault become less visible as fault resistance grows.

Hans et al. [1] provided simulation and prototype model results, which were
found to be consistent. The fault locating solution was found up to a distance of ten
kilometers. This is not feasible over large distances. The measurements for safety
and compactness were not considered.

For analysis purposes, Long et al. [20] coupled CWT with complex wavelets to
estimate the impedance in the wavelet domain. Themagnitude and phase fingerprints
retrieved were shown to be useful in discriminating between the various cable kinds.
Sheath current and grounding modes, however, were not taken into account.

Cheung et al. [21] addressed the environmental factors that influence cable fault
situations, such as soil conditions, weather conditions, road conditions, and so on.
Also noted, by employing the proper equipment, the time it takes to locate the cable
issue will be significantly reduced.

Zhang et al. [22] proposed a multi-cycle incipient fault detection and location
method for medium voltage subterranean cable based on arcing faults. For various
fault durations, noise levels, and system parameters, the distance estimation method
is determined. This approach was not designed for high-voltage subterranean cables,
and single-end sheath currents and sheath grounding fault detection were not taken
into account.

Based on the presence of the fault breakdown resistance, it was advised that only
the reactance part be examined. The difficulty in dealing with grid uncertainties is
a shortcoming of this type of technique. Zhu et al. [23] investigated the impact of
uncertainty and devised a method for estimating the fault position range. The perfor-
mance index of different impedance-based fault location algorithms was compared
by Mora-Flrez et al. [24].

Apart from impedance-based approaches, Choi et al. [25, 26] reported a direct
circuit analysis method that improved its robustness to load impedance uncertainty
by using impedance compensation with voltage and current measurements. Further-
more, Nouri et al. [27] and Thomas et al. [28] used wavelet transform to solve the
problem. The time difference between the traveling waves during the fault has been
proposed to be measured. Lotfifard et al. [29] devised a systematic strategy to score
fault location methods qualitatively and statistically in order to compare different
methodologies.

To properly account for the uncertainties, statistical methods have been developed
in addition to deterministic ones.Cormane et al. [30] proposed amethodbased ondata
clustering. To find single-phase faults, Mora-Flórez et al. [31] devised a statistical
classification approach based on fuzzy probability functions.

By includingmeasured locations and/or electrical values, Yu et al. [32] argued that
the Bayesian approach method could integrate various measured data and increase
accuracy. This method was not recommended for integrating non-rms measurement
values such traveling wave timing and/or transient component frequency.
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3 Types of Cable Fault Detection

There are four main functions of faults happening system in power distributions lies
and cable classified the following categories: short circuit condition, high impedance
to earthing short-circuit to earthing and open-circuit conditions. These faults did not
meet the requirements of identifying the fault locations. Four categories are used
mostly to finding the fault points.

• A bride-type method (Murray loop)
• Ohm’s law method
• Identifying faults in underground cable using software tools.
• Identifying faults in underground cable using Bayesian inference.

These methods are providing the detection of fault location for various character-
istics of power lines.

3.1 A Bridge-Type Method (Murray Loop)

A bridge-type method is used to find the location of cable fault. By considering this,
test is performed in underground cable either by earth or the short-circuit faults.
This method follows on basic principle of Wheatstone bridge for medium resistance
calculation. This Wheatstone bride is used for finding the fault position in under-
ground cables. The connection of a bridge-type method (Murray loop) test is shown
in Fig. 1

Fig. 1 Murray loop circuit connection test for cable fault
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Using Wheatstone bridge under balance condition, equation can be written as;

LX = Q/(P + Q)L

Using above, LX is the length between fault end and test fault of the faulty cable,
and L is the both cable of total length. Under this method, development is done for
wide range of cable fault length not been considered.

3.2 Ohm’s Law Method

The Ohm’s law is used to find the short circuit fault using the basic principle. A direct
DC voltage is applied to feeder end through a resistor based on the length of the
cable fault changing in current. Across the series resistor, voltage drop will changes
accordingly and will give the detection of fault location. However, this procedure is
used to gather a lot of resistors indicates the cable length is measured in KMs, and
identifying the cable fault point is done by collecting switches at each recognised
KMs [1]. This method is collected with a bunch of resistors denoted by considering
the cable length in terms of KMs and should be made at every fault location a bunch
of switches to known KMs for exact fault identifying. This method also did not give
the fault location for wide-rage cables.

3.3 Identifying Faults in Underground Cable Using Software
Tools

In thismethod, they followed three steps, first step by creating a fault in the system for
the transmission network model using MATLAB/SIMULINK. The second method
is using of Fourier analysis fault voltages and currents with the SIMULIKmodel a set
of artificial neural network [33]. The third method is using of OrCad fault locating
at a distance from the either end of the position by considering the underground
distribution system in a time domain analysis. Hence, by considering, these methods
give the different variations of times of voltages and currents and array of faults.

3.4 Identifying Faults in Underground Cable Using Bayesian
Inference

To identify fault location, proper procedure is calculated in the paper and block
diagram shown in Fig. 2. The fault site for the preceding distribution system is
determined using the components of comparisons of the currents circulating in the
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Fig. 2 Procedure for designed fault location

shields’ rms values and angles failure rate data. Including this from the quasi-real
time of state estimation, the status of the pre-fault grid connected system is obtained
during normal condition when fault was occurred and transient is measured and
recorded the faults pinpointing [34]. The fault loop impedance, network parameters,
and state of the pre-fault grid system for the distribution power systemwere computed
using the Bayes’ theorem approach. It measures the ranking of faulted levels in each
section.

This method represents a section-based fault identifying approach of medium-
voltage underground cable’s fault using Bayesian inference. This method did not
consider the fault currents underground cables.



368 G. Babu Naik and S. Lakshminarayanan

4 Few Proposed Cables Faults Locating Methods

Some few faults locating techniques were used by current researcher that shows a
number of proposals which need to be tested yet practical in the field area.

Chrysochos [35] projected a fault location method using the ATP and EMTP
simulation tool. In this method, sheath voltages induced and distribution current
in three-phase along the cable of sheaths is considered for a medium-voltage cable
(MVC). In single phase of short circuits, the transposition techniques are not effective
since, due to asymmetrical fault currents for the three-phase short circuits, the voltage
and current power distributions along the sheath earth are not so affective in this
method.

Kulkarni [36] developed algorithm of robust practical incipient locating fault
considering the fault arc-voltage. This software is implemented using a time domain
function algorithmmodel, whichwas utilized by P-Qmonitors to determine the cable
fault distance is applied to the single line to ground fault. They tested the planned
algorithm for underground failure analyzed below 10% of cable fault.

Zhang [9] proposed a system for fault cable using PSCAD and EMTDC indicating
the fault detection and used algorithm to provide the accurate faults under various
sector conditions. By adding sheath currents and detecting the signal, high signal
sensitivity and currents may be easily detected through line grounding of sheaths,
and this can be employed for wide-area applications.

Naidu et al. [2] proposed for underground cable in power distribution with fault
location by considering PSCAD EMTP simulation tool. They have developed cable
modeling for different grounding modes, shunt capacitance, and sheath currents
taken into account. This method measured the voltage–current and also record it at
the terminal end of cable fault locator. This method tested with software simulation
results and get the accurate output.

These methods are computational in nature and are used to locate the defect.
There is no evidence that the authors of this research employed a realistic approach
to locating subterranean cable failures. However, these methods are considered for
distant/impedance relay for their accuracy maintenance.

5 Purpose of Cable Fault Exposure and Investigations

The main purpose of this paper is to obtain a simple instrument to detect the fault
and clear the automatic fault detection with injecting high pulse currents via high-
voltage cable. In this, high-voltage DC pulse can be used for improving techniques
with making test machine and easy to use.

The most commonly used for high-voltage cables are insulation, voltage
resistivity, and lead sheath. Examples: (i) Mass impregnated paper (PILC), (ii)



Cable Faults Identifying Review and Procedure for New Instrument 369

polyvinylchloride (PVC), (iii) cross-linked-polyethylene (X-L-P-E), (iv) ethylene-
propylene-rubber (E-P-R), (v)paper with oil and gas. Some other types of cables are
also available, and those materials can be used for various type of isolations.

The pulsed high-voltage DC is applied through the above displayed materials, its
start changing the behavior of capacitive current, insulation current, leakage current,
and the current at the fault conditions. These currents should be analyzed for types
of cables and to be determine the mini current needed for injecting the machine so
that fault identifying is easy.

A DC pulsed current will be transferred through the cable, and it will be reflected
at the faulty location or else discontinue the connection. It is important that DCpulsed
current, how long it can withstand the cable strength, and a proper investigation is
necessarily to find the current. Some few points should consider at the receiver-side
design. They are minimum i/p signal needed, transmitter side and receiver side, the
complexity circuits, protection circuit, machine capacity, assemble tools, and safety
measurements. The basic infrastructure is required for designing the lightweight fault
locating instrument used by field engineers.

6 Conclusion

This paper measures the fault detection in the power distribution network and also
reviews the methods of locating the cable fault that been done experimental work on
the field side. Few points of about sheath currents at the cable side have been studied.
This paper also says to the authors to develop amachine to detect the cable fault faster
and with light-weight instrument can be used by the technician. This document
verifies the primary required investigation and the development of equipment.
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Abstract The research paper presents a single-stage solar photovoltaic battery grid-
tied system with a simple phase-locked loop which needs less control to operate.
The system losses are decreased because of the exclusion of boost converter and
addition of a storage battery. Earlier, many other techniques were implemented to
extract maximum power from the solar panels such as incremental conductance
(InCond) and perturb and observe (P and O). Now, the maximum power is being
tried to be extracted by using the artificial intelligence’s artificial neural network
(ANN) technique. Tests results for the system operations are studied from doing
the simulations of the proposed model. The operation conducts on two modes, i.e.,
fixed power and variable power in compliance with IEEE-519 standards. The power
given as input to the grid is fixed during mode 1 and varies during mode 2. It is
very essential to extract maximum power from the solar panels by increasing the
efficiency, reducing the losses, and evading any possible faults. Hence, Simulink
model of solar PV system using the artificial neural network is being built and
simulated. The obtained results are observed and analyzed in the research paper.
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1 Introduction

After the development of solar cell, there is a new era comes in the field of harnessing
electricity from the solar energy. Many researchers start their research in the field
of photovoltaics systems. In present, there are more than a lakh of research paper
present. Different techniques and topologies have been developed, and new research
work is continuingly being in progress. The demand for clean energy and improving
power quality is so high that power filtering is nowbeing introduced bymy researcher,
but it has constraints of reactive power being inserted into the system [1].

vd = ed + L(did/dt)−ω.Liq (1)

vq = eq + L(diq/dt) + ω.Lid (2)

The PI controller is used by the system to calculate andminimize the error between
reference current and actual current by implementing the calculation algorithmwhich
include proportional gain and integral gain as Kp and K i [2]. The lightning may
cause serious damage to the installed solar panels. Hence, the areas near the solar
PV should be properly fenced to have minimal injuries and avoid any damage to
humans or animals [3]. The disconnection of PV by any reason, whether lightening
or anything else, causes power loss and hence not economically preferential for PV
systems connected to the grid or microgrid [4]. Single-phase inverter converts DC to
AC and is used frequently because the appliances connected to AC grid are AC type
[5]. FFT can be performed on the grid currents to satisfy IEEE-519 standards. Power
quality can be improved by using SPV system to provide alleviation in harmonics
and correction in power factor [6]. Input given by the use of only one inductor
provides symmetric operation during two consecutive half cycles of microgrid thus
producing less switching losses [7]. When operating point changes, the performance
of PI controller is ensured by feed-forward neural network which renews the PI
parameters [8]. The efficiency of the system is decreased due to the involvement of
transformers because of the losses incurred by themwhen isolating and protecting the
system from the leakage current produced between the PV panel and the earth. This
can be avoided by the transformer-less operation which will increase the efficiency
while decreasing the size and cost of operation. But, this will remove the galvanic
isolation provided by the transformer, and leakage current may increase the harmonic
distortion in voltage and current of inverter. Hence, limit is set on the value of leakage
current to avoid any major harmonic distortion or disconnection [9]. More than one
conversion stage of inverter maybe required depending upon the voltage level of the
string terminal of the PV [10]. Two-stage converter is shown in Fig. 1a, and single-
stage converter is shown in Fig. 1b. It is best to use single-stage converter preferably
as it will make the system compact [11].
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Fig. 1 Solar PV topologies of grid-connected system: a two-stage converter and b single-stage
converter

2 Literature Review

PV system is also classified on the basis of connection with the grid. The systems
connected with the grid are called grid-connected PV systems, whereas those which
are working in the isolated environment are referred as stand-alone PV system.
Stand-alone PV systems are mainly used with isolated microgrid [12]. The new
LCL filter-based controllers boost the performance and robustness of the systems
connected to the grid by reducing the grid disturbance associated with 5th and 7th
harmonics and improving the power quality [13]. To synchronize the PV system
when direct current component is rejected and supply is distorted because of transfer
function which is mainly dependent on input signal, enhanced LTI-EPLL algorithm
is can be used [14].

With the passage of time, there has been an advancement in harvesting approaches
of solar energy as shown in Fig. 2. Initially, a central inverter was used as a more
distributed approachwithmultiple PV array connected in series and parallel as shown
in Fig. 2a. After that string inverter was used to be connected only with particular
set of strings of PV array as shown in Fig. 2b. Later inverters were used alongside
with DC optimizer as shown in Fig. 2c. Finally, micro-inverters are designed to be
built into the individual panels at the back to make system more compact, efficient,
and reliable as shown in Fig. 2d. This also eliminated the requirement of any low
frequency-based power transformers [15]. To achieve optimized operation of power
supply to residential load, linear quadratic regulator integral (LQRI) is used formulti-
functional work associated with single-stage PV system. Nonlinear currents along
with unbalanced loads cause harmonic currents at PCC. These harmonics can be
eliminated by using adaptive feed-forward harmonic cancellation technique which
also inserts active power into the grid or microgrid when control over grid current
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Fig. 2 Energy harvesting methods from PV grid-connected system

is required by the PV system connected to the grid [16]. During voltage unbalance
or distortion, the amplitude of the fundamental part of current associated with the
load can be extracted by the (MINF) multiple improved notch filter scheme as it
decreases the harmonic components by DC offset rejection which under abnormal
circumstances enhance power quality of the PV system connected to the grid [17].

Ic = Iph−Id − Ip (3)

Iph = G/1000(Isc + ksc(T − Ta)) (4)

A single-diode solar PV cell used around the globe is shown in Fig. 3 where Ic is

Fig. 3 Solar PV cell equivalent circuit of one diode
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Fig. 4 Grid-connected solar PV stage advancement

the output current obtained from the solar cell, Iph is the photonic current, Ip is the
current passing through the shunt resistance, Id is the diode current passing through
the p− n junction,G is the solar irradiance [18]. Cascaded two-level inverter (CTLI)
uses p− q theory to generate the reference currents for the purpose of synchronization
using hysteresis current controller to generate reference power which is inserted into
the grid [19]. To maintain grid current free from harmonics and balanced, least
mean square control algorithm is proposed to be used along with DC-DC buck-boost
converter. Figure 4 shows the advancement in grid-connected solar PV connected
with battery energy storage system over a period of time that is from two-stage
to single-stage grid connected with VSC, later with BES, and finally single-stage
connected with BES [20].

The grounded pole topology is used to mitigate the leakage current problem using
the impedance source inverter which applies three-switch three-state technique to get
the required AC voltage as output [21].

During disturbed grid voltage, INC algorithm along with modified proportional
resonant (MPR) controller is used for fast tracking and reduction of harmonics by
applying α-β reference frame linked with d-q reference frame for voltage control
using controller.Amplification is not required except forACmodules andACcells, so
there is no need for centralized single-stage inverters [22]. SPWM voltage controller
along with hysteresis current control can be used while operating with microgrid
integrated with RES like solar PV, wind farm, diesel engine, and BES. The flowchart
of management of power for PV and battery system connected to the grid is shown
in Fig. 5. The flowchart signifies the two conditions when generated and measured
PV power is more or less than the power needed by the load integrated to the grid.
Both conditions are subdivided into two separate conditions such that whether the
operating condition of the grid and the PV system is during peak hours or during
off-peak hours of the day and night. During peak hours, the battery is discharged to
supply desired amount of energy to the grid to meet the necessity of the grid due to
high energy utilization by the loads attached. During off-peak hours, when PV and
other energy sources successfully meet the requirement of the energy of the loads
integrated, the battery is charged during daytime using the surplus of the energy
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Fig. 5 Flowchart for power management of PV system

generated by the PV system. This is achieved by using the bidirectional DC-DC
converter. Independently, separate PI, fuzzy, and ANN controllers can be integrated
and used together successfully to reduceTHDandvoltage regulation usingCHB [23].
The single-phase transformer-less inverter using PI and fuzzy logic scheme is used
to operate serially connected PV panels connected to the grid or microgrid working
under distinct irradiance and temperature conditions [24]. The circuits became more
compact, and burden of control is decreased by using one bidirectional switch along
with six unidirectional switcheswhich provides a seven-level output to achieve steady
state. The non-iterative scheme is implemented to generate maximum power using
fill factor available through the PV datasheet parameters [25].

3 Simulation Models and Blocks

The Simulink MATLAB model of solar PV system connected to grid along with
BES and nonlinear load via bidirectional converter and voltage source converter is
shown in Fig. 6. Figure 7 shows PV system and MPPT block used in the MATLAB
Simulink. Figure 8 shows the MPPT controller block based on artificial neural
network connected with integral regulator implemented in above shown Simulink
model.

Figure 9 shows the VSC used for conversion of energy transmitted on grid.
Figure 10 shows the bidirectional DC-DC converter used before battery subsystem
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Fig. 6 Simplified model of single-stage grid-connected solar PV-battery grid-tied system

Fig. 7 PV system with MPPT block

Fig. 8 ANN-based MPPT controller with integral regulator
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Fig. 9 Voltage source converter used in MATLAB Simulink

Fig. 10 Bidirectional DC-DC converter used in MATLAB Simulink

to provide DC input of energy to the battery for charging at 50 Hz frequency supplied
directly by the PV system to the battery. Also, during discharging condition, fixedDC
output is provided at 50 Hz with the help of DC-DC converter. Figure 11 shows the
expanded battery subsystem used for charging and discharging as per requirement is
integrated in the Simulink model into the grid after the PV system as shown in Fig. 6.
Charging occurs during surplus energy generation, while discharging occurs when

Fig. 11 Battery subsystem used in MATLAB Simulink
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Fig. 12 Results for switching of load 1, load 2, battery, grid in simulation

demand is more than supply. Simulink blocks of VSC controller, battery controller,
voltage source controller, nonlinear load block, bidirectional converter were also
used during the simulation, but they are not shown in this research paper of the
above presented Simulink model [26, 27].

4 Simulation Results

Figure 12 shows the various results of amplitude variation with respect to time for
load 1, load 2, battery, and grid during switch ON condition. Variation of power with
time when solar PV is connected to the grid along with load 1, load 2, and battery
is shown in Fig. 13. Variation of primary and secondary voltage and current with
respect to time during grid-connected condition is shown in Fig. 14. PV voltage,
current, and DC voltage associated with the panel are plotted with respect to time is
shown in Fig. 15.

5 Discussion and Conclusion

The research paper successfully implemented the artificial neural network technique
for extracting the maximum power from the photovoltaic system connected to the
grid under normal conditions but varying irradiation using a DC-DC boost converter.
The best dynamic performance is given by ANN as compared to other MPPT tech-
niques like P and O and InCond even under varying atmospheric conditions. During
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nonuniform shading, the duty cycle modification method is used for changing the
power while using ANN. The performance of ANN is far superior because of its
training and prior input information about the possible maximum power point for
tracking rather than tracking the variation inMPPwhile using other techniques. It has
been observed that themaximumpower tracked by the artificial neural network-based
maximum power point tracker is 474.7 Watts with an efficiency of 94.4%.

The ripples obtained in the ANN model for current and voltage associated with
the PV are very much less as compared to other MPP techniques. The variation
of amplitude, power, voltage, and current with respect to time is observed in the
research paper. It can be confidently concluded that the ANN technique, as compared
to other techniques, is the best techniquewhich provides highest efficiency and power
generation because of its ability to track the maximum power point of a solar PV
accurately even when the entire system is connected to the grid.

Fig. 13 Result for grid power, solar power, battery power, load-1 power, load-2 power
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Fig. 14 Grid condition

Fig. 15 Grid condition (b) PV panel condition
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Linear Regression for Insolation
Prediction

Himanshu Priyadarshi, Kulwant Singh, and Ashish Shrivastava

Abstract Solar energy is abundantly available in Jaipur, and one can harvest divi-
dends by building smart energy storage systems based on solar energy. Government
and energy utility authorities encourage the citizens as well as organizations for
harnessing of solar energy through multiple initiatives and incentives. However,
gaining competitive advantage in the domain of energy storage market can be
done only when the delivery of energy services is reliable. Commercialization of
solar energy cannot be realized to its optimum potential unless the reliability can
be matched with the competing energy technologies. Hence, dependable machine
learning models are very useful for the prognoses associated with the availability
of solar radiation so that the associated energy storage management system can
take appropriate corrective actions in wake of insolation variation. The prediction
of available solar radiation provides resiliency to the energy storage system. In this
work, weather data has been exploratorily correlated with solar radiation, and linear
regressionhas beenused as an instance of themultiple prognosis algorithms available,
owing to its simplicity for this particular use case. The linear regression tool gives
the coefficient of various stochastic weather factors, and with the currently available
dataset and tool, mean absolute error of approximately 18% has been reported.

Keywords Insolation · Regression · Energy storage ·Machine learning

1 Introduction

Sun is the preeminent source of heat and light and is in fact the primeval source
of energy for many types of conventional as well as non-conventional sources of
energy. With the focus shifting on the efforts to harness cleaner sources of energy,
solar energy has been rediscovered by the modern scientists as a viable source of
energy to substitute the rapidly depleting fossil fuels [1, 2]. Fossil fuels like petroleum
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Table 1 Insolation features and prognostics

Factors Specifications Nature

Geographic location Latitudinal, longitudinal, and diurnal changes,
altitude with mean sea level as the
reference—affects the attenuation

Deterministic

Collector plate Collector tilt angle or the orientation taking
horizontal as the reference

Deterministic

Time of day Hour angle—represents temporal variation Deterministic

Time of year Declination—represents the effect of seasons
on insolation

Deterministic

Atmosphere and weather Ozone layer status, dust, humidity, cloud cover Non-deterministic

promised nearly instant gratification of the demand with its well-developed supply
chain and availability at retail outlets.

In order to match the speed of gratification available with the petroleum sources,
renewable solar energy is supported by energy storage technologies. It is by dint of
these energy storage technologies that distributed generation is coming closer to its
potential. Reliability is an important criterion for any energy technology, and in order
to effectively tap the solar energy for energy storage devices, energy storage system
designers have to have certain degree of cognizance regarding the predictability of
the insolation being harnessed, which also ensures better coordination with power
conditioners [3–5].

The factors like latitude and longitude can be considered constant. Altitude over
the mean sea level can also be treated as deterministic, although it is subject to vari-
ation due to climatic changes stemming from environmental insensitivity of modern
civilization.Weather conditions at the locality of reference play a very important role
in determining the insolation part of the solar radiation. Expecting a universal mathe-
matical model for mapping theweather conditions with insolation is against common
sense, as weather conditions are flickering in nature, because of being governed by
the fact how environment responds to the sensitivity or insensitivity of the human
civilization. Hence, the requirement for a data-driven approach for insolation prog-
nostics can hardly be overemphasized [6–8]. In this work, linear regression technique
[9, 10] has been implemented for predicting the solar radiation (Table 1).

2 Methodology

The data utilized for this work is openly available by dint of Centre for Energy and
Environment, Malaviya National Institute of Technology, Jaipur. The first stage of
this functional prototype is an android-based application, programmed to capture the
message sent by theweather data system through its dedicatedmodule, followed by it
the message being archived on Internet-based server, which is finally synchronized
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with the cloud database, in a readable format, amenable of being downloaded in
comma-separated variable format.

Exploratory data analysis is essential step for data visualization, and this includes
data-preprocessing, correlation mapping, and then graphical representation. This
could be done either by using MATLAB coding or that of Python. We have used
Python coding for the exploratory data analysis. Python follows the philosophy of
open-source sharing, and being easy to interpret, it is easy to implementation of
application.

Figure 1 illustrates that the solar radiation has increased if the terminal points
are compared. The isolation received depends on multiple factors like efficiency
of the solar photovoltaic panels and cleanliness levels to name a few. With global
awareness regarding harnessing of solar energy, it is but obvious that steps be taken
to improve this efficiency at the panel level, as the solar cell efficiency depends on
the material technology used, which cannot be altered once the panel is procured.
Figure 2 complements Fig. 1 by supplying the wind speed patter over the same span;
one could intuitively verify that solar radiation and wind pattern are complementary
in naturemeaning thereby that a localminima in the solar radiation graph corresponds
with the local maxima in the graph of wind pattern.

The mapping of solar radiation with respect to the air temperature, depicted in
Fig. 3, shatters the myth that higher temperature accompanies more solar radiation;
in fact, the solar radiation is quite normally distributed peaking at nearly 300 K. The
mean solar radiation on a monthly basis has been depicted in Fig. 4, which confirms
thatmaximumsolar radiation is received in the fourthmonth of the solar year,whereas
it is minimum in August, which witnesses maximum cloud cover during monsoons.
The variation of relative humidity on an hourly basis is depicted in Fig. 5.

Fig. 1 Variation of
insolation at the locality of
reference in Jaipur from
2013 to 2021
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Fig. 2 Variation of wind speed at a locality of reference in Jaipur from 2013 to 2021

Fig. 3 Mapping of air temperature versus solar radiation received
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Fig. 4 Variation of average solar radiation received on a monthly basis

Fig. 5 Variation of relative humidity on an hourly basis
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3 Results and Discussion

Machine learning is often projected as a sub-field of artificial intelligence; however,
machine learning can arguably be treated as the enabling technology for building
models based on data. In our approach, we have tried to build a simple linear model
for prognosing solar radiationwith the available weather data. In regression, we try to
do continuous curve fitting with the given data. The general tendency of conventional
procedures is to find the output based on the inputs with a given algorithm; however,
with machine learning procedures, the algorithm is learnt by dint of the inputs as
well as the output.

The problem of predicting the solar radiation received based on the available
data comes under the regression category of supervised machine learning. Linear
regression is a simple to implement algorithm, where the available data is trained to
find the parameter of the linearized model, which is iteratively updated for getting
the optimum value of the loss function using back-propagation. Linear regression
has been implemented using appropriate machine learning packages of Python. The
various coefficients associated with the linear curve fitting obtained based on a train
and test split of 1:3 have been summarized in Table 2. While air temperature has
the maximum value of the coefficient, wind direction has the minimum value of the
coefficient in the linear regression curve fitting. The extrema of the air temperature
exhibit negative coefficient with respect to the target variable, and so do relative
humidity aswell asminimum relative humidity.Wind speed has a positive coefficient,
whereas the direction of the wind has nearly insignificant coefficient.

This linear regression machine learning algorithm gives a mean absolute error of
18.3%, whereas the root mean square error of 35.7% (Fig. 6).

Table 2 Value of coefficients
in the linear regression
machine learning model

Parameter Value of the associated
coefficient

Air temperature 140.820229

Maximum air temperature −26.455553

Minimum air temperature −108.022509

Relative humidity −7.645195

Maximum relative humidity 9.330326

Minimum relative humidity −3.464522

Wind speed 9.224988

Wind direction −0.051011

Rain −22.598859
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Fig. 6 Comparison of the predicted data with the actual data

4 Conclusion

The need of predictability in energy storage and utilization of insolation to strengthen
the marketability of solar energy has been underscored. Weather data obtained from
the source mentioned in the foregoing has been explored and visualized to validate
the insights available in the literature. This has been followed by a curve-fitting
problem in the continuous domain using linear regression. The entire work has been
done using openly available resources. By making judicious utilization of resources,
one can extend this work further to improve the accuracy of prediction.
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A Content-Based Music
Recommendation System Using
RapidMiner

Neha Sheth, Rohan Agrawal, and Santosh Kumar Vishwakarma

Abstract With the evolution of music information retrieval methods and music
exploration technologies, there is enormous data generated on musical structure as
well as users’ listening habits which can support new applications and innovations
in this domain. This paper presents an overview of music recommender systems and
explains the various state-of-the-art methodologies used to develop accurate music
recommenders that regard both the objective and subjective effects of music on users.
It also presents an application of music recommendation, particularly rating predic-
tion and genre-based song recommendation which is implemented in RapidMiner.
As a comparative study, we have analyzed user KNN, matrix factorization, and a
combined model using user KNN and global average algorithms and evaluated their
respective performances. We have found that hybrid recommender systems using
combined models perform better than most single model variants. The song recom-
mendation model is further demonstrated, and the ten most similar songs (based on
the artist name specified by the user) are returned. Hence, our paper is focused on two
central tasks—a brief review of existing methods as well the application of music
recommender systems using the data science platform, RapidMiner which provides
automation of machine learning tasks, portability, and functionality.

Keywords Recommend system · RapidMiner · Term based model · Supervised
learning

1 Introduction

What began as arbitrary vibrations and hymns created without much structure has
now evolved throughmillennia to be finally defined as music, a cultural phenomenon
dominating the lives of modern human beings. Music has been imperative since the
times of the ancient Greeks who laid the foundations of acoustic theory to modern
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humans who still continue to analyze the structure of music; it is power to express
the complexities of cultural emotion and intricacies of music esthetics.

According to the popular music streaming service Spotify, there are more than
1300 music genres in the world today [1]. Even though the number of popular music
genres is limited, the vast variety of arcane genres often highlights a need for rele-
vant music recommendation to users. As online music streaming becomes the most
customary method for people to discover newmusic, streaming services like Spotify,
Apple Music, Pandora, and so on are able to collect enormous amounts of data about
their users’ listening habits and popular cultural trends in music.

This huge amount of data can facilitate a multitude of research and applications,
like leveraging machine learning algorithms such as random forest, support vector
machines and neural networks, and applications that support development of smart
and automatic music recommenders capable of handling this enormous data and
connecting all the various components of the system such as the user, the song
item, and the various cultural parameters like demographics, diversity of subjective
preferences, language, song popularity, and so on. Various notable data science plat-
forms are being used for the purpose of assisting with the data operationalization
and optimization cycle, such as XPlenty, DataRobot, RapidMiner, and so on.

Some of the remarkable developments in music recommendation include musical
genre classification based on the tone, pitch, rhythm and overall structure of music,
automatic playlist creation, fast music discovery, and automatic lyric generation,
which are all popular features onmusic streaming services like Spotify, AppleMusic,
and Pandora. These developments are a result of intensive research and experimen-
tation with the three main methods of music recommendation, namely content-based
recommendation, collaborative filtering methods, and hybrid methods.

There are several challenges faced by music recommendation systems, such as
tailoring music recommendations based on user-specific factors such as location,
context and intent [2, 3], the cold start problem where the system has insufficient
data about a new song item/user registered in the system [4], and data sparsity in
terms of ratings and user inputs [5] as well as the intrinsic problem of objectively
understanding the abstract effect of music which highly varies from person to person.

A substantial direction to improve upon is to explore the various inherent char-
acteristics associated with music, such as melody, harmony, timbre, and form and to
also pay equal attention to the user-subjective psychological, cognitive, and cultural
impact of musical preferences. This also includes considering various applications
and features that could be included in music recommendations such as playlist
continuation, next track recommendation, and song discovery as well as trend-based
recommendations [3].

In this paper, we elaborate the various techniques which have been used in the
domain of music recommendation, reviewing the state-of-the-art mechanisms and
the advantages and disadvantages of the respective methods in order to furnish an
equally objective as well as subjective point of view which is proposed to be used
while developing music recommenders. Further, we demonstrate content based as
well as collaborative filtering models, in the domains of rating prediction and item
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recommendation. Our project is intended as an application of music recommender
systems using the innovative and automated capabilities of the RapidMiner software.

We perform prediction of ratings for users based on memory-based collabora-
tive systems, wherein user ratings data from the LastFM’s API [6] are used to find
similarity between user preferences. Various methods such as user-based KNN,
matrix factorization, and ensemble of methods are employed, and their respec-
tive performance vectors are compared. We deploy our model on RapidMiner and
predict the ratings. Further, we have used Python to demonstrate a song and artist
recommendation based on genre similarity.

The rest of the paper is organized as follows: Sect. 2 presents the literature review
and various state-of-the-art mechanisms related to the present work in all the three
types of recommendation techniques. Section 3 explains the methodology adopted
to build the rating prediction and item recommendation models with a comparative
studyof algorithmsused. Section 4 describes the results obtainedwith the comparison
of performances of the various methods used. Finally, Sect. 5 concludes our paper
with a brief summary.

2 Literature Review

The task of music recommendation can be distributed into three major parts—users,
items, and user-item matching. User profiling, which includes data like geographic
region, age, life style, interests, and gender can help perform user modeling in order
to efficiently differentiate user’s music tastes. The preferences inmusic of users is the
main aim of performing usermodeling; differences in user profiles can be found. Item
profiling has three kinds of metadata—cultural, acoustic, and editorial. A matching
algorithm is generally used to recommend personalized music to the listeners auto-
matically. Broadly speaking, these algorithms can be collaborative, content based or
hybrid. Artist similarity is one of the central themes around algorithms.

Content-Based Music Recommendation—information used in content-based
MRs describesmusical items/features and encompassesmetadata as well as informa-
tion thatmay be extracted from sources such asmetadata and audio content.Metadata
come in many forms, existing research such as [7] use social tags, created by users
who provide text annotations for an item-tags. They use tags from Last.fm in order
to assess similarity using weight vectors, allowing them to successfully resolve the
vector sparsity problem, with the help of latent semantic analysis. Manual annotation
provides in depth summaries pertaining to the content though limited in its structure
despite the quality of products [8].

Web content mining uses text processing techniques, keyword annotations found
on Web pages, lyrical database, RSS feeds [9] related to music. Artist similarity is
the common thread connecting the existing approaches; [10, 11] use limited but high
quality information from Web sites like Last.fm, Wikipedia to retrieve keywords
and social tags; extracted keywords are used to predict the similarity ratings between
various artists. Audio content includes features like (tonal, timbral, and temporal) and
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auto-semantic annotations. Analysis of such data is acclaimed because it reveals the
music consumptionwithout being vulnerable to popularity bias. The user satisfaction
of models based on such approaches was, at best, average [12]. Later, approaches
adopted binary classification, using algorithms like KNN [13] and SVMs as well
several Gaussianmodels [14]. In order to tackle discrepancies like overlooking user’s
information, high-level semantic concepts or abstraction (moods, genres) has proven
to be useful, often deploying machine learning in order to predict annotation audio
[15].

Collaborative Filtering—collaborative filtering methods predict users’ prefer-
ences depending on the variety of items they have liked so far as well as depending on
what users with similar taste liked/disliked. CF is broadly segregated as item based
and user based. Item-based approach works on the notion that certain items are
frequently put together; users who bought ‘A’ also bought ‘B’. User-based approach
adopts the fact that recommendations user is given are derived from the ratings
provided to them from similar users. A key addition to the approach of using item-
usermatrix as done usuallywith the collaborative filtering techniques is to use context
information, which essentially encompasses information that plays a role in affecting
the user-system interaction such as mood, time, and location.

Existing approaches such as [16] explore the impact of attributes such as location
andweather on user’s preferences. An initial stage of classification and recommenda-
tion centers around using genre data. One major problem with the existing methods
is the heavy computing process. [17] analyzed the issue using KNN and Naïve Bayes
algorithms and found the classification performance by KNN to be 77.18% and NB
76% proposing better extraction and results with better managed data. As common
as collaborative filtering approaches are, they do suffer from certain problems, such
as cold start, sparsity, and scalability, which restrict the effectiveness of the models.
However, the newproposedmethods and approaches are circumventing the prevalent,
aforementioned, and widespread obstacles. [18] focuses on solving some of the most
prominent problems—sparsity and cold start. Cold start problem is improved upon
by finding similarity among rated songs by registered users and using hashmaps. The
Sparsity problem is handled by finding correlation between items, using implicit as
well as explicit data of rated songs. The proposed approach improved the precision
value by 37%, recall by 10%, and F-measure by as much as 17% when juxtaposed
with previous approaches. Categorization of artist and user is done in order to deter-
mine the extent to which a user falls in the gray sheep category. The clusters are
intentionally created as fuzzy so as to not isolate the gray sheep users. This method
significantly outperforms the other collaborative filtering approaches. Metadata are
often considered to be a better model when dealing with cold start scenarios [19].
Some of the most efficient models, unsurprisingly, are found to be the ones which
combine the prowess of the aforementioned collaborative and content-based models,
known as hybrid models.

Hybrid Models—these models combine multiple recommender techniques,
often collaborative filtering and content-based recommendation techniques, which
enhance the features of collaborative filtering by taking into account the ratings
of users and the features of content-based models by taking into account the item
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attributes. There are several methods which can be used to achieve hybridization that
can be categorized in switching, mixed, weighted, cascade, meta-level methods to
name a few. [20] proposed a music recommender that puts into use a latent factor
model for content-based recommendations and uses the implementation of CNN.
In order to obtain 50-dimensional latest vectors, weighted matrix factorization was
implemented on The Million Song Dataset [21]. Netflix, albeit not a music recom-
mender, is a paragon of how efficient hybrid recommenders can be. It recommends
the searching habits of users in a similar category (collaborative filtering) with their
watching history as well as the movies which tend to share the same characteristics
(content based).

The approach adopted by [22] centers around running and walking; the system
proposed by the authors can adapt the music by matching the user’s steps per minute
to beats per minute of the music track. Wang et al. Baltrunas et al. [23] propose that
driving music exploits ratings specifically assigned to contextual conditions such
as—traffic and weather. Matrix factorization is extended to collaborative filtering
by adding parameters for every pairwise combination and musical genre to model.
This helps to incorporate user-related factors (mood, sleepiness) and environmental
factors (weather, traffic) for rating prediction. Using stochastic gradient descent, they
were able to decrease the mean absolute error because of contextual factors.

3 Methodology

We have implemented various approaches and utilized the data processing features
of RapidMiner as well as Python to compare the performance vectors of various
recommendationmethods.We particularly focus on collaborative filtering and genre-
based recommendation methods. For collaborative filtering, we use data provided by
the LastFM API’s user.getRecentTracks() method [6]. For content-based filtering
using genres, we use data scraped from Every Noise at Once [7].

3.1 Collaborative Filtering—Rating Prediction

The recommendations extension in RapidMiner has three main capabilities for
process development—item recommendation, rating prediction, and recommender
performance.

Data Preprocessing—our original dataset consists of ratings for about a 1000
users’ listening habits. We use a sample dataset of 50 users to build our model.
Further, we use two other test cases of 50 users each to test our model performances.

Firstly, data preprocessing is done in order to normalize the value of play counts,
which is the number of times an artist’s song is played by a user. We make a data
frame with a ratings attribute which is calculated by normalizing the play counts
to a value between 0 and 5, which is the range of the respective ratings. Then,
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we use RapidMiner and retrieve our preprocessed dataset. The data roles like user
identification, item identification and rating as label of the data are set using the set
role operator.

Splitting Data—we split our data using the split data operator with training size
of 80% and testing size of 20%. The partition parameter is set for this purpose, the
ratio being 0.8 and 0.2.

Model and Evaluation—the training set is modeled using three methods— KNN,
matrix factorization aswell as a combinedmodel using userKNNand global average.
We use the testing set to apply to our pretrainedmodel using the applymodel (Ratings
Prediction) operator and evaluate the performance of our predictions. The perfor-
mance vector computes the rating prediction errormethods, namely rootmean square
error (RMSE),mean absolute error (MAE) aswell as normalizedmean absolute error
(NMAE).

A. User KNN model—the user KNN model is built with the number of neighbors
as 10. The minimal rating is 0, and the range of our ratings is specified as 5.
We use Pearson correlation to compute the similarity. The user KNN method
finds the k (k = 10) most similar users who rated an artist to find the mean
similarity score. We deploy this model on our training set of 50 user samples.
Further, we use 2 test cases of 50 users each to test the model. The error rates
of each respective testing set are observed and found to be in a common range
of values.

B. Matrix Factorization—we also use matrix factorization with ratings range
parameter as 5. This method factorizes the observed rating values using a
factor matrix for users and items as well. It expresses the users and artists
as combinations of different amounts of each other. The learning rate used is
0.01.

C. CombinedModel—finally,we investigate different variants ofmethods in order
to compute their respective errors. We have particularly explored an ensemble
of methods, wherein we have multiplied the training data using the multiply
operator in order to make independent copies of the data to train it using the
models user KNN and global average. The global average operator computes
the average rating value over all the ratings for accurate prediction. The models
are combined using the model combiner operator and finally applied on the test
data. The result obtained is a minor improvement to the previous models. The
workflow of the process is shown in Fig. 1.

3.2 Content-Based Song Recommendation

We have used Python to develop a genre similarity-based recommender system and
demonstrated the functioning in a single-page Web application using the Python’s
open-source data app framework, streamlit. Using the machine learning capabilities
of sklearn, we are able to provide suitable recommendations to users after they select
a song or an artist from a corpus of about 10,000 song-artist pairs obtained from
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Fig. 1 Workflow of combined model

Every Noise at Once Web site. The user can get up to 10 song recommendations
based on the song name or artist name they type.

The music genres dataset used has 1494 genres, with each genre containing 200
songs each. We have filtered the genres to include about 120 popular genres. The
genre list is alterable as per the need. The workflow is divided into several steps as
described below:

Data Preprocessing—we clean and preprocess the dataset in order to fill the missing
values, removing noisy data, and also reducing the size of the dataset to remove
redundant parts. Then, we combine the useful features like artist name, song name,
and genre in order to make a new column, ‘combined features’. This column is used
to find similarity between genres.

Feature Extraction—in order to perform feature extraction, we use CountVector-
izer() to convert the words to a vector of token counts. This produces a sparse repre-
sentation of the counts as amatrixwhich can be further processed. It helps us tokenize
our words as well as create a kind of vocabulary of known words.

Computing similarity—we then compute the similarity between the token
vectors/matrices of the respective combined features using cosine similarity. This
method computes the similarity as a normalized dot product of the respective song
and its combined genre features. This matrix is saved as a data frame which is to be
used by our streamlit app in order to query the required recommendations.

Interactive streamlit demonstration—we use the capabilities of streamlit to create
a single-page interactive application. The main challenge here was the fast access of
recommendations from the huge similarity matrix saved. We cache the data frames
in streamlit in order to make this happen so that we don’t have to load them every
time we want to query an item. Finally, we allow the user to select a song or artist
name from the corpus of song-artist pairs. Based on the selection, a list of ten most
similar songs is produced.

The flowchart of our model is illustrated in Fig. 2
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Fig. 2 Flowchart of
genre-based music
recommender

4 Results and Discussions

Our project comprises two main parts—rating prediction and item recommendation.
We have performed rating prediction using the collaborative filtering methods in
RapidMiner. The results are obtained as respective error rates in three cases. We can
compare the results as follows (Table 1).

We have used several test cases to compare the error rates in order to evaluate the
performance of our model. We have found that the error rates in testing data are quite
similar to that of training data, which shows that there is no overfitting in the model.

Table 1 Comparison of models for rating prediction

Algorithm RMSE MAE NMAE

User KNN 0.392 0.165 0.041

Matrix factorization 0.760 0.610 0.153

Combined—User KNN and global average 0.354 0.156 0.031
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Fig. 3 Comparison of error rates in various test cases

We also find that matrix factorization has the least accuracy and highest error rate
among all the models used. User KNN as well as the combined model have error
rates in a common range.

We have further compared the root mean square errors of the respective test cases
(Fig. 3).

Further, we have demonstrated a song recommendation method in Python which
is based on the genre, song, and artist name of the respective songs. The results are
displayed using a single-page app. Here, we have recommended songs to the user
based on the artist name selected (Fig. 4).

There are some approaches which have adopted similar algorithms for assem-
bling their music recommendation systems, such as the approach adopted by [24],
which aims at improving the general fallacies when using KNN for recommendation
by assembling a new method called KNN-improved algorithm which essentially
involves adding baseline algorithm as well as using mean instead of direct rating
values. This successfully results in reducing the rate of error and thereby providing
better recommendations. The method yielded an improved run time (approximately
4 s faster than KNN) and comparatively better results when evaluated using RMSE
andMAE. The authors in [25] use a matrix factorization technique called as singular
value decomposition (SVD) in order to tackle sparsity of user ratings in item-based
collaborative filtering by performing dimensionality reduction on Last.fm dataset.
The algorithm is applied to the user-item matrix by taking threshold values ranging
from 0.1, 0.15, and so on up to 0.4. For evaluation, the threshold values were plotted
against precision, and it was found that precision value of the proposed method
decreased with an increase in threshold value.
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Fig. 4 Recommended songs based on artist name

5 Conclusion

Our paper is focused on two central topics—a brief review of existing methods as
well the application of music recommender systems using the data science platform,
RapidMiner which provides automation of machine learning tasks, portability, and
functionality.

We investigate the myriad of methods used in recommender systems today based
on the type of input features of data and compare the various state-of-the-art mech-
anisms used by the popular recommenders of Spotify, Apple Music, Pandora, and
so on. Further, we also develop an application of music recommendation system
focused on two tasks—rating prediction and item recommendation.

The rating prediction task is performed in RapidMiner using three operators,
user K-NN, matrix factorization and a combined model using user KNN and global
average. The respective performance vectors are compared to conclude that a model
using combined capabilities of user KNN and global average ratings has an improved
performance and lower error rate.

The song recommendation task focuses on genre-based recommendation, wherein
similarities between artists and songs are computed based on the genre. The ten most
similar songs are returned based on the artist or song name specified by the user.
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We conclude that hybrid recommendation systems using combined models are
found to performbetter than single algorithmmodels.With the progress in computing
capabilities, we hope that more research focuses on developing applications of
music recommendation on data science platforms in order to help not just multi-
national companies but also growing businesses and startups to develop better
recommendation engines that are portable and extensible.
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Abstract Face acknowledgment is normally used in biometric approach. Face
acknowledgment innovation has grown quickly lately and it is more straightforward,
easy to use and advantageous contrasted with different strategies. This turning out
to be more common than any time in recent memory. From face acknowledgment
on your iPhone/cell phone, to confront acknowledgment for mass reconnaissance in
China, face acknowledgment frameworks are being used all over. Yet, face acknowl-
edgment frameworks are defenseless against parody assaults made by non-genuine
countenances. It is a simple method to parody face acknowledgment frameworks by
facial pictures, for example, representationphotos.Aprotected frameworkneeds live-
ness location to prepare for such satirizing.Wehave fostered a noticing framework for
hostile to satirizing in face acknowledgment frameworks utilizing an essential equip-
ment gear. We have foster arrangement of liveness discovery utilizing convolutional
neural network (CNN) algorithm.
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1 Introduction

The overall population has gigantic requirement for safety efforts against parody
assault. Biometrics is the quickest developing portion of such security industry. A
portion of the recognizable strategies for ID are facial acknowledgment, unique
mark acknowledgment, penmanship confirmation, handmath, retinal and iris scanner.
Among these procedures, the one which has grown quickly lately is face acknowl-
edgment innovation and it is more straightforward, easy to use and helpful contrasted
with different strategies. Accordingly, it has been applied to different security frame-
works [1–5]. Be that as it may, as a general rule, face acknowledgment calculations
cannot separate “Real” face from “not real” face that will become a security issue. It
is a simple method to parody face acknowledgment frameworks by facial pictures,
for example, representation photos. To prepare for such caricaturing, a protected
framework needs liveness recognition. The biometrics is advancement of setting up
the character of an individual ward on the real time or social attributes of the person
[6–10]. Themeaning of biometrics in current culture has been supported by the neces-
sity for colossal degree character the board structures whose value depends upon the
exact deduction of an individual’s character on the arrangement of various applica-
tions. A few instances of these applications incorporate sharing arranged PC assets,
conceding admittance to atomic offices, performing distant monetary exchanges or
loading up a business flight. The principle undertaking of a security framework is
the confirmation of a person’s personality. The essential justification this is to keep
shams from getting to secured assets. General strategy for security objects are secure
passwords and remarkable ID cards instruments, yet these procedures for character
can point of fact be lost, hampered or might be taken hence hurt the proposed secu-
rity. With the assistance of physical and typical properties of people, a biometric
construction can offer more unmistakable security for a security framework.

Liveness location has been an exceptionally dynamic exploration subject in finger
impression acknowledgment and iris acknowledgment networks lately. In any case,
in face acknowledgment, approaches are a lot of restricted to manage this issue.
This project is the demonstration of separating the component space into Real and
fake one. Frauds will attempt to present an enormous many of satirize biometrics
change into framework. In the assistance of liveness location, the presentation of a
biometric framework will become more accurate. It is a significant and testing issue
which decides the dependability of biometric framework protection from satirizing.
In face acknowledgment, the standard assault techniquesmight be grouped into a few
classes. The characterization depends on what check evidence is given to confront
confirmation framework, like a taken photograph, taken face photographs, recorded
video, 3-D face models with the capacities of squinting and lip moving, 3-D face
models with different appearances, etc. [11–13]. Hostile to parody issue ought to
be very much addressed before face acknowledgment frameworks could be broadly
applied in our everyday life.
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In the following area, fascinating face liveness recognition strategy is introduced.
Then, at that point, a conversation is introduced referring to the benefits and incon-
veniences of face liveness recognition approach. At last, an outcomes and end is
drawn.

2 Related Work

As the examination express that surface element of genuine and phony face are
entirely unexpected. Also, accordingly, surface highlights will assist with separating
the phony and a genuine face [14]. Numerous methodologies are appeared which
utilized this reality. Evaluation for quality of image is a surface point methodology
which expresses that all kind of genuine or satire pictures are diverse in their quality
[15]. A wide range of IQA-based procedures are created by creators for show assault
[16]. Other surface-based methodology is static [17] and dynamic [18].

Research article [19] proposed a solution on surface antispoofing strategy by
utilizing changed DoG sifting procedure, LTP or second LBPV to separate element
and afterward support vector machine is utilized in characterization. Photograph
fraud informational collection NUAA is utilized in try and accomplishes great exact-
ness result. In [20] plan a procedure for parody discovery. Firstly, SPMT is used for
data of neighborhood highlights. Then, at that point TFBD is applied to remove sound
system highlight of looks. After that plan a technique which consolidate scanning
probe microscopy technique and execute on three informational assortments and got
a nice and improved result.

In [3], Mahmood shows an instrument for static look affirmation to deal with
the mocking issue. AOS-based technique gaining some colossal experiences point is
used to make a scattered picture. A drawn out limit is try to remove the component
of corner and internal part of pictures. Right when captured image it is look like
in spoof pictures, corner are sharp also with the nose part, eyes and lips points
yet evened out on rest portion of face. That is the explanation a tremendous time
part is useful to devastate the corners with sharpness. In [21] author showed a new
philosophy for this acknowledgment. Fetching of recuperated picture is complete
in assessment and transport of Hue channel, and the clouding sway is take placed.
Support vectormachine is used for portrayal of authentic andnon-real face [2, 22–24].
This procedure gives good quality results according to acknowledgment rate. In [22],
author showed a solid 3-D model of face affirmation way good computational cost
or we can say it reduce this on. The makers uses three headways first pre-treatment
of 3-D yield [25–31].
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3 Methodology

To keep our venture direct, the liveness finder we are working in this task will zero
in on distinctive genuine countenances versus satirize faces on a screen [32–37]. To
make this we first need a dataset. To construct the real or non-real dataset:

Put smart phone in selfie mode.
20–25 s short video recorded of myself strolling around.
“Again play that same 20–25-s video, this time confronting Phone toward work
area where record the same while playing.”
This brought about two model recordings, first for “genuine” faces after that
second for “counterfeit/satirize” faces.
Finally, I applied face recognition to the two arrangements of recordings to
separate individual face ROIs for the two classes.

Our dataset registry comprises of two different classes of pictures:

When video ofmine face is playing on system screen at that point of time a camera
focused on display screen for taking fake picture.
Real pictures of me caught from a selfie mode video recording with my
smartphone.

Presently, we go with the face finder part, here we use already trained Caffe face
marker to discover ROI of faces. Finding and removing ROIs of faces from our
preparation dataset. The block diagram for finding face ROI from input video is
shown in Fig. 1.

Since we have gotten an opportunity to survey both our underlying dataset and
undertaking structure, we should perceive how we can extricate both genuine and
phony face pictures from our information recordings.

Fig. 1 Face ROI detection
block model
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Fig. 2 ROIs of face for real dataset

The ultimate objective of this content will fulfill by two things:

dataset/counterfeit/: Store ROIs of faces from the fake.mp4 record.
dataset/counterfeit/: Store ROIs of faces from the real.mp4 record.

Figure 2 shows the real dataset. Using original recording by our system we get
this ROIs of face.

For creating fake dataset we play this recording in mobile in front of our system
camera and create a new video. Using this new video we collect ROIs of face and
store them as a fake dataset. ROIs of face for fake dataset is shown in Fig. 3.

By using these edges, after that we train a profound learning-put together liveness
finder with respect to the images. After doing this one we have approx. 150 phony
picture and 160 genuine picture dataset in our data set.

3.1 Implementing “LivenessNet”

The subsequent stage is to execute “LivenessNet”, our profound studying-based
liveness locator. At the center, LivenessNet is in reality a straightforward CNN.

We will be deliberately keeping this organization as shallow and with a couple of
boundaries as feasible for these reasons:

To lessen the odds of over fitting on our little dataset.
To sure our project output indicator is quick, fit for running continuously (even
on asset compelled gadgets, like the Raspberry Pi).
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Fig. 3 ROIs of face for fake dataset

3.2 Creating Liveness Detector Training

Now, we have our all dataset of original and spoofed up images and also we have
implemented LivenessNet, now we can start training of our network. To train our
network, we use both data set real and spoofed as show in Fig. 2. This model consists
of many of imports (Fig. 4).

Fig. 4 Creating training model block diagram
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Fig. 5 System flow
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Here Matplotlib: Useful for creating training plot.
LivenessNet: This we define in the last section.
train_test_split: one of scikit-learn function used for training and testing of data.

3.3 System Flow

To design liveness detection model [38–42] we create this system flow as shown in
Fig. 5.

3.4 Algorithm

Step 1: Input Image and Convolution
Step 2: Pooling
Step 3: Flattening
Step 4: Full Connection
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Fig. 6 CNN algorithm [15]

In the initial step of our calculationweutilized convolution activity. In this progres-
sion, we use include locators which will be utilized as neural organizations channel.
In the following piece of this stage 1 will utilize Rectified Linear Unit or we can say
ReLU. It will generate output directly if input side is positive or it will give 0 if our
input side is negative.

In the step 2 we used pooling, this technic is used to reduce the size of the featured
maps, here size is in terms of dimension.

After step 2 we get data in matrix form so in the flattening process we convert
this data into one dimensional array.

Totally connected layer is simply, feed forward neural associations. Totally
connected layers structure the several layers in the association. The commitment
to the totally related layer is the yield from the last pooling or convolutional layer,
which is smoothed and subsequently dealt with into the totally related layer. These
steps are diagrammatically shown in Fig. 6.

4 Results

As effectively expressed, preparing is performed with four distinctive degrees of rate
for example 50, 60–80%. Table 1 shows the accuracy of three strategies for liveness

Table 1 Accuracy rate on different level of training comparison table

Method 80% training 70% training 60% training 50% training

LBP SVN 89.96 89.91 88.98 88.69

LBP DBN 97.07 97.02 96.93 96.37

CNN 99.49 99.49 98.48 96.80
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detection. This accuracy rate of LBP SVM and LBP DBN calculated [13]. The 3rd
one that is convolution neural network (CNN) is used in this paper.

It is finished up by looking the table that if the level of preparing diminishes,
accuracy rate of detection is additionally diminished in the past technique and yet in
proposed strategy, accuracy rate is consistent for all the distinctive levels of preparing
for example over 99% after 60% of training. In Fig. 7 we can see the graphical
representation of accuracy rate of Table 1.

Real Time Testing Result

We test this program on real time with our data set and it gives satisfactory results.
One of the demo of this results you can see in Fig. 8.

Fig. 7 Accuracy rate chart

Fig. 8 Live test
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5 Conclusion and Future Scope of Work

Here we showed an overwhelming and capable procedure for catching of liveness.
As the significant considering convolution neural organization (CNN) approach is
utilized in both part extraction and solicitation in this evaluation, this technique
performs well when appeared differently in relation to other people. From the test,
proposed strategy shows more than 98% distinguishing proof speed of liveness. For
work in future, we will endeavor to chip away at the output of other 2 measure-
ment or 3 measurement non-real face dataset and besides endeavor to manage cross
dataset. As the significant features are taken out using significant adjusting so this
is amazingly drawn out so we try to endeavor to decrease the complexity of time
in face affirmation structure in future. One of the principal extensions to this work
is basically total extra preparing information, and surprisingly more unequivocally,
pictures/follows that are not of just me or yourself.
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Solar Operated Smart Elevator

G. Shilpa, Syed Sha Sayaaff, Mallari Suresh, and N. M. Suhas

Abstract In day-to-day life, elevator has become a important part. It acts as a trans-
port device that we use every day. Elevator is used to move persons and goods in
high-raise buildings. In this paper, the microcontroller AT89S52 is used to control
the elevator. This paper documents the results of a microcontroller-based elevator
control system. This system is controlled on the voice of any individual in order
to assist disabled folks in travelling from one location to another without the assis-
tance of others. Microcontroller is the main part of this system. This system can
be used in all automation control applications like remote controllers, automatic
automobiles, indicating type measuring instruments, telephone printing machines,
hand-held communication devices, and many other day-to-day life products. This
project can also be used for security purpose and in emergency conditions, as it
is microcontroller-based. The microcontroller used in this project is used for the
programming purpose for moving the elevator by storing the data and processing the
data according to the user desires. This project is a human–machine communication
system. Also in this project, solar power is used to reduce the consumption of elec-
tricity from mains. Using solar as alternative power source reduces the electricity
bill and power that we get from grids which is largely generated from non-renewable
energy source like coal, uranium, fossil fuels, etc.

Keywords Photovoltaic cells · Buck–boost converter · Speech control unit ·
Arduino Uno microcontroller board

1 Introduction

Lifts are an essential part of our daily lives, especially for people who live in high-rise
buildings. It is also necessary in big construction buildings having more number of
floors to move from one floor to another. Nowadays, it is becoming a high-status
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symbol for the shopping malls, hospitals, hotels, colleges, which are having two or
more floors. As a result, we are automating it through our project.

Speech recognition model is used to control the elevator [1]. Speech recognition
model uses the speech input to control the elevator. The voice control system should
understand or know the human voice as input to the speech recognition model which
is known as speech recognition. In speech recognition technology, the system will
identify the words, but not their meaning, spoken to the voice recognition module
by any individual [2]. Speech is a fantastic and ideal way to operate the elevator.

The power used to operate the lift is generated from solar. So, the cost of electricity
is reduced. The conversion of solar energy to electrical energy does not produce any
products which are harmful to environment. Hence, it is environmental friendly
also. During emergency condition when a temporary interruption of power supply
happens, it can be compensated by the solar power converted into DC using buck–
boost converter.

A study of speech recognition N [3–5] focussed on the many forms of speech
recognition technologies that have been created in recent years and how they operate.
The researcher has gone through numerous different types of words, speaker models,
and other approaches for speech recognition systems, giving a basic knowledge of
the system.

‘Tutorial on systemorganization for voice understanding’, byReddy andErdmann
[6], covered a wide range of speech recognition concepts and the importance of
understanding the distinctions between them. The study claims that voice recognition
systems may be classified based on the extent of the vocabulary, style of speech, and
speaker dependency.

The system employs a suitable controller, as well as a speech recognition chip for
receiving voice commands, and a logical lift programme to link the AT89S52 micro-
controller [7, 8]. The elevator controller is built on the microcontroller to simulate
the elevator [9–11]. This paper describes a voice-activated elevator that is simple to
use. The paper includes speech recognition and a programmable interface, as well
as well-designed elevator software. It employs a technique known as dynamic time
wrapping. It comprises of terms such as up, down, and so on. The voice recognition
system, as well as the microcontroller, motor, and other components, is a significant
element of this project.

2 Methodology

In this work, firstly, amotor control circuit was developed. Themotor control unit can
be driven in forward or reverse direction. Later, the sensor circuit for the cardboard
and level board was designed. In this circuit, the phototransistor receives the signal
transmitted by photo diode. Then, microcontroller circuit was developed to integrate
these circuits. Lastly, the mechanical parts of the system were designed. The block
diagram of the proposed system is as shown in Fig. 1.
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Fig. 1 Block diagram

We usedArduino apps from android phone according to the apps, we programmed
in the microcontroller. Here, we have designed 1 + 2 floors. The android phone is
connected in elevator. It receives the voice and send to microcontroller through the
Bluetooth and the controller matching both data and move to the particular floor.

Voice recognition system is used for identification of the voice commands.Micro-
controller is programmed to operate according to the given instructions. The voice
recognition system is the inputmodule to themicrocontroller which takes the instruc-
tions given by the user. The controller judges whether the instruction is to take the
lift upwards or to the downwards and accordingly, the switching mechanism controls
the lift.

On interruption of normal power supply, an independent emergency power source
supports important electrical systems. In hospitals and research laboratories, emer-
gency power systems are established to protect people and equipment. It is also
installed in data centres against the loss of data from primary electric power supply
interruption. Engine-powered generators or battery-operated inverters can be used
as emergency power solutions. In most commercial and industrial power systems,
an engine-powered generator provides energy for emergency and backup power
systems.

Diesel engines are a popular choice for generator prime movers. This is due to the
inexpensive cost of diesel engines in comparison with other types of power, as well
as their relative ease of application. The combustion and cooling air are the two main
considerations for generator and prime mover. Also the provision for the removal
of exhaust gases is also considered. In addition, fuel supply, engine maintenance,
and noise reduction are also considered. A second choice will be battery-operated
inverter for emergency system power. An inverter is a low-cost solution and easy
installation for low-power demands.

Solar photovoltaic (PV) systems create electricity. PV systems are built to provide
electricity to any sort of electrical load at any specified voltage. PV systems are made
up of a series of PV modules that convert solar energy into direct current. Power
conditioning equipment, energy storage devices, and electrical loads are the other
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key components. The power conditioning equipment is inverter, charge, and load
controllers, and energy storage device is batteries.

The power manager forces the system to pump the power generated by the PV
panels to medium-sized supplementary loads such as air conditioning and ventilation
systems when the battery is fully charged during peak hours of a sunny day and
grid power is on, but when power is lost, connections will be switched from other
supplementary loads to the emergency hospital elevator exclusively. It will relay
only on power available in battery. Furthermore, if the battery is not fully charged
when the power goes out, the system just powers the elevator and uses the excess
energy from the panels to charge the battery pack. Other auxiliary loads must not
be connected to the battery bank at night. In addition, the battery must be kept in a
secure location in case of an emergency. When grid power fails, the load is provided
by the battery if the SOC is greater than a minimal value.

Dual power supply is used in the smart elevator that we built for this project. The
electricity is supplied from both the mains and the battery, which is charged using
solar energy. The battery’s power is only used as a backup source.

Solar panels turn the sun’s energy into electricity. This is stored as chemical
energy in the battery. This chemical energy can be converted to electrical energy by
the battery and can be used to power the lift when necessary.

Buck–boost converters are DC-DC converters with output voltages that are either
less than or greater than the input voltage magnitude. The fundamental goal of a
buck–boost converter is to take a DC voltage input and output a different level of
DC voltage, either reducing or increasing it depending on the application. In our
project, the buck–boost converter takes variable DC voltage and produces constant
DC voltage of required level. 3 AA sized rechargeable battery of 3.7 V is used in
this prototype. These batteries will be charged by solar panel. The power is given to
elevator control unit (Arduino Uno) and motor driver circuit.

The ECU is like the brain of elevator. The working process is programmed and
stored in the ECU. It gives the information to motor driver circuit to operate based
on the command given by user. Motor driver circuit drives the motor. It gets signals
from ECU and drives the motor accordingly in either forward direction or reverse
direction.

Speech control unit (SRU) takes the voice commands given by user and processes
it to electrical signals. This signal is transmitted through Bluetooth, and Bluetooth
module receives the signal and gives it to ECU.

A voice-controlled elevator system was designed in order to meet the project’s
objectives and complete the duties. The system comprises of a motion-controlled
elevator prototype that has been scaled down. The elevator control unit (ECU) and
the voice recognition unit are the two key units that make up the overall system’s
‘brain’ (SRU).

The voice recognition unit is in charge of identifying and delivering passenger
requests to the elevator control unit. After that, the elevator control unit organises
the requests into an array and sends commands to a stepper motor to fulfil them.

Figure 2 shows a flowchart that briefly depicts the operation of the entire system.
This picture will be used to discuss the overall system operation in more detail in
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Fig. 2 Flowchart of smart system

the next sections. In terms of the downscaled prototype, design decisions have been
taken.

The building has ten levels, which is thought to be sufficient for demonstrating
the functionality of the speech processing and elevator control algorithms. On each
storey, it was also decided not to have operable doors. Instead, two LEDs of various
colours are utilised to show whether the doors are open or closed. Instructions given
by the user need to be recognised and processed in the form of electrical signals so
that it can be used to control the elevator. The unit which recognises the voice given
by user and converts to equivalent electrical signals is the speech recognition unit.

In this prototype, we use android phone with AMR voice app to give the voice
commands. The voice instruction givenwill be taken by themicrophone in themobile
phone, and this signal is transmitted via Bluetooth to the Bluetooth module. The act
of turning spokenwords into text is known as speech recognition, also known as auto-
matic voice recognition. The term ‘voice recognition’ is used to refer to recognition
systems that must be trained to a specific speaker, as it is with most desktop recog-
nition software. Recognizing the speaker can make it simpler to translate speech.
Speech recognition technology, such as a contact centre system that can recognise
arbitrary voices, can comprehend speech without being aimed at a specific speaker.

3 Proposed System

The technique we offer makes it simple for blind people to use the elevator. Thanks
to the remote, the blind person will have total control over the elevator. To preserve
battery life, the remote features an auto power-off feature that shuts it off after a
predetermined period of time. The user receives an audio message telling them that
their battery is low and that they need to charge it. Voice confirmation will also
be provided for the selected floor, when the elevator arrives at that floor, and when
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the elevator door opens or shuts. A relay switches to some emergency rechargeable
batteries when the elevator’s power runs out. The suggested solution is cost-effective
since the microphone and loud speaker are combined in the remote rather than being
separated. Furthermore, the entire system can be used without being connected to
the Internet (i.e. no Internet is needed).

When building a prototype, it is critical to choose materials carefully in order
to create a long-lasting design. In addition to ensuring that the prototype meets the
performance criteria, it should be remembered that different material selections have
varying effects on the environment. The prototype’s main structure is made of metal,
similar to that of an ‘AL’. Recycling ‘AL’ saves 95%of the energy required to produce
new metal. Given the prototype’s requirements, this material choice was good from
a sustainability standpoint, presuming the metal would be recycled.

Batteries are manufactured from a variety of chemicals, but one hard metal is
always present. Nickel and cadmium, for example, are hazardous metals. These
materials have the potential to harm both humans and the environment, and many
of them are not recyclable. As a result, instead of using batteries, the system was
powered by cables.

4 Working of Proposed System

The smart elevator that we have made in this project makes use of dual power supply.
The power is given from both mains supply and power stored in battery by charging
the battery from power generated using solar energy. The power from the battery is
only used as a backup power. The solar panels convert solar energy into electrical
energy. This is stored in battery as chemical energy. This chemical energy can be
converted to electrical energy by the battery and can be used to power the lift when
necessary. 3 AA sized rechargeable battery of 3.7 V is used in this prototype. These
batteries will be charged by solar panel. The power is given to elevator control unit
(Arduino Uno) and motor driver circuit. The ECU is like the brain of elevator. The
working process is programmed and stored in the ECU. It gives the information to
motor driver circuit to operate based on the command given by user. Motor driver
circuit drives the motor. It gets signals from ECU and drives the motor accordingly
in either forward direction or reverse direction. Speech control unit (SRU) takes the
voice commands given by user and processes it to electrical signals. This signal is
transmitted through Bluetooth, and Bluetooth module receives the signal and gives
it to ECU.

Figure 3 shows theworkingmechanismof the smart elevator. Themain component
or the heart of the whole implementation is the voice recognition chip. The user
entering the elevator would just give a voice command for moving up or down
instead of manually pressing the switches. The voice recognition module takes the
input provided by the speaker and would convert it to digital signal and in turn will
be fed as an input to the microcontroller. The microcontroller will compare the input
from the stored input, and if the result says to move the elevator downwards, then it
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Fig. 3 Working mechanism

will accelerate the motor downwards, and if the result says to move upward, then the
motor would be accelerated in upward direction, thereby leading to the movement of
the lift and allowing the speaker to get off at the desired floor. The proposed system
will also have an emergency switch for worst condition if the lift gets stuck.

5 Result

Before implementation of the system, we have simulated the DC-DC converter
circuit. It was found that the simulation results are satisfactory as shown in Figs. 4
and 5 and practical systems work very well. As future scopes, the main controller can
be re-designed in such a way so that a three-phase induction motor can be operated
through a speed control circuit. A PV system with a dc-to-dc converter that uses the
DC generated from the solar panel and processes this to a required DC level to cater
the various DC loads. The converter works in the buck–boost mode. The converter
also employed with PID controller, enhancing overall performance of the system.
The simple PID (proportional, integral, and derivative) controller has been applied to
a conventional buck–boost converter and tested in MATLAB Simulink environment
achieving improved voltage regulation and efficiency.
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Fig. 4 Simulation of buck converter

Fig. 5 Simulation of boost converter

6 Conclusion

Using an elevator simulation, this article illustrates how voice control can become
a boon in everyday life in the future. Because it runs smoothly, the voice-controlled
elevator is quite handy. The purpose of this research is to learn more about a voice
recognition system that may be used to improve the efficiency and usability of
traditional elevators for physically challenged persons. The elevator prototype is
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a helpful tool for study into spoken signal recognition, computerization, and control
improvements, as well as for identifying future applications in this sector.

This project functions as amechanism for human–machine communication. Solar
power also decreases the amount of electricity consumed from the grid. Using solar
as alternative power source, it reduces the electricity bill and power that we get from
grids is largely generated from non-renewable energy source like coal, uranium,
fossil fuels, etc.

Due to their decreased sense of theworld, blind and visually impaired persons have
severe difficulties leading independent lives. The usage of elevators in multistorey
structures is one of these issues. People who are blind or visually challenged cannot
see or read the elevator keypad. Although Braille markings have made it easier for
blind individuals to operate elevators, not everyone who is blind can read Braille.
Elevators may be made simpler to operate for persons who are blind or visually
impaired by making a few minor changes. Currently, there are several advancements
in accessible elevator interfaces. The majority of today’s elevators were designed
with the disabled and visually impaired in mind. The elevators designed for the blind
lacked voice confirmation, which would have informed the blind of the elevator’s
condition.

7 System Prototype

The PCB and prototype for the proposed system are depicted in the diagrams below.
The solar panel is seen in Fig. 6. The LED display in the elevator is shown in Fig. 7.
The Arduino circuit is shown in Fig. 8. The elevator prototype construction is shown
in Fig. 9, which comprises of three levels, such as an elevator unit PCB, an elevator
cabin, and sensors. The implemented circuit is shown in Fig. 10.

Blind individuals may simply utilise the elevator with the aid of our suggested
technology, avoiding any embarrassing situations in front of regular people. There
are two key components in the proposed system. The blind is controlled by a remote

Fig. 6 Solar panel
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Fig. 7 LED display

Fig. 8 Arduino board

unit, whilst the elevator cabin is controlled by an elevator unit. The remote unit
includes a voice recognition module that eliminates the need for a keyboard and a
text to speech module that allows the blind to make vocal confirmations. On each
level, three ultrasonic sensors are positioned in front of each elevator to direct the
blind to the elevator entrance. The proposed method is accurate, simple to operate,
and cost-effective.

8 Upscaling to a Real-Time Elevator System

The prototype of an elevator system that was made requires a lot of changes to
implement the same concept for a real elevator system. In prototype, small AA sized
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Fig. 9 Elevator

Fig. 10 Implemented
circuits

batteries are used. This cannot be used to power the real elevator which carries
persons and goods. For a real elevator system, large lead acid or Li-ion batteries are
to be used. Since a small DC gear motor is used in the prototype, an advanced motor
control was not needed to be implemented. By choosing a different motor and motor
driver, a more advanced motor control needs to be implemented. With the use of an
encoder, a feedback signal would also be available, allowing a PID controller to be
implemented. This improvement is also crucial when aiming for the design of a real
elevator system. In real elevators, large DC compound motors or 3 phase induction
motors are used to move the lift.
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Monitoring of Critical Buses
in Real-Time by Using PMU for 72-Bus

G. Babu Naik

Abstract This learning describes a technique for location of phasor measurement
units that ensure the one-to-one care of critical buses based on the overall system’s
transient stability analysis. If PMUs are positioned at the buses that been considered
as more vulnerable, it will monitor the phase angles at different nodes in real-time
criteria, which behaves the proximity to uncertainty, the functions are defend prop-
erly. The buses are very important to monitor under the transient conditions, and also
it is very difficultwhere to be installed PMUs,when considering various disturbances.
The ideal location setwith essential identified the buses fromvoltage stability index is
determined using an ILP technique with ‘equality’ and also ‘inequality’ constraints.
The main demonstrates proposed approach, and results from the 72-bus system are
shown.

Keywords PMU · 72-bus system · ILP · VSI

1 Introduction

When the system is under high stress, the large interconnected nonlinear power
systemmay go have the instabilities of systems. Such systems considerable economic
cost high and lead to the system-wide shutdowns [1]. Therefore, it is very important to
power system protection, operation, and proper to design under the operational reli-
ability of electric power systems. Hence, the power system operator action provided
with automatic control designed to protect or minimize the faulty caused by such
outline. Over a period of time in the fast decades, the consumer demanding the power
flows across the utilization of systems been growing constantly. However, the newly
constructed of transmission line has been lagged due to environmental conditions and
economic growth. It is generally understood in the power sector that strong power
flows along transmission lines weaken the transmission lines, and that maintaining
the operating system security of the power system with the effect of oscillation
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and angle deviations causes instability. In spirit, based on the consumer demanding,
the growth and new transmission lines are gradually increasing the power system
operation and also very closer towards in the instabilities limiting. Under severe
contingency, the system operating principle can be finding secure in the operating
limits of power system network [1, 2].

The dynamic cycle operation of power system can vary over infinitely at different
range of time-scale, from milliseconds to in hours. For this type of phenomena, a
separate controller was designed to monitor the un-interrupted operation of electric
power grid, and it contains of power transmission lines, synchronous machines, and
consumer loads side. The basic controls of power flow techniques have been devel-
oped, such as protection of ultra-power system, slower-excitations, and governors’
control in the past decades [3, 4]. In the previous study, most of the power system
controls were constructed with local measures, but in other instances, such as when
the system is significantly strained, the local measurements controls can possibly
act against each other, pushing the system into cascading outages. Under this severe
operation conditions, alone local measurement control cannot handle this type of
security problems [1, 5–7]. There are many recent techniques have been developed
of large-scale black-outs in the world wide, and black-outs point needs to have the
controls for wide area. Past twenty years, there has been improved with ROM tachy-
logias from advances in computer and communications sciences provide the feasible
and opportunity economical implementation for electric power system in wide area
controls.

It is very important that placing PMUs for selected buses as to reducing the main-
taining system under complete observability network either because of installation
cost of communications network and also by knowing the phasor voltage and phasor
currents buses emerging.

• The magnitude of voltage and angles of phasor form at the buses.
• All the branch currents phasor developing from the bus.

In the recent activity, researchers have been developed for finding such problem
using reduction optimal locations by installing the PMUs so that the system gets
complete observability. In this paper, Behera et al. [8–11] have been developed the
minimum PMUs required through a proposed algorithm, which uses the modified
technique both simulated and bisecting annealing method.

In these paper, a method is obtained to place the PMUs location, by considering
the critical buses which is obtained from voltage stability index [12]. The main key
point is to identified the buses under critical where to be located of PMUs during
the transient condition operating the system. A ILP technique has been used as an
‘equality’ and as well as ‘inequality’ constraints to be find optimum placement of
critical buses [13–17]. It will monitor the real-time data at the nodes of phase angles
difference, which says the bus is instability, such conditions well defend PMUs are
located at the buses which give more susceptible. The work is constraints reducing
the cost of PMU, and also it is very the cost at placing the number of channels.
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2 Based on Voltage Stability Index Identification of Critical
Buses for 72-Bus

The proposed approach for finding the vulnerable buses consists of buses, power
transmissions, etc., and read the data from that and select a line so that it will carry
out the contingency analysis, performs the VSI on all l lines and find the L-index vale
which will give the maximum. Arrange the buses based on merit list in descending
order and group them as critical buses.

Step 1: System data to be read out the buses, power transmission lines, generators,
machines, transformer, SVC, governor and excitations systems, load buses.

Step 2: Choose the appropriate power transmission lines and create disturbance for
‘l’ lines.

Step 3: Run the voltage stability index programme for all transmission lines.

Step 4: Collect the L-index data at all buses and hold the data corresponding to ‘i’
(say i = 1 to l).

Step 5. Calculate disturbances at each bus for i = l to get the maximum angular
deviation.

Step 6: By considering the optimization technique gets the results for operability
analysis using with critical buses.

A. 72-bus equivalent Indian southern grid

72-bus system having 15 buses of generators and 37 buses of loads and buses 16–72
are load buses.

Zone 1: Buses 2, 3, 4, 5 are connected with generators.

Zone 2: Buses 1, 6, 7, 8 are connected with generators.

Zone 3: Buses 9, 10, 11, 12, 13, 14, 15 are connected with generators.

TIE-LINE: Buses 56–64 connected from zone 1 to zone 3, buses 56–60, 56–46,
58–70 connected with zone 1 to zone 2 (Fig. 1).

B. L-index graph with full loading
C. L-index graphs with 10% increasing load

By increasing the 10% load, buses 16, 38, 53, and 39 are shown in Figs. 3, 4, 5 and
6.

After increasing the 10% load at all the load buses, it has been grouped into 39
cases and the buses which give the more predictable is computed. Table 1 represents
column as buses and rows show the more critical buses. The buses showmost critical
buses at which appear as maximum.
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Fig. 1 The 72-bus Indian southern grid line diagram

Therefore, for the 72-bus equivalent of Indian southern grid, the most vulnerable
buses considered as 38, 36, 35, and 45, respectively, in the decreasing order of
vulnerability.

The most vulnerable buses are found out from the L-index, and these vulnerable
buses are considered for placement of PMUs optimally.
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Fig. 2 L-index graph with full loading

Table 1 72-bus system of L-index group

Buses First place Second place Third place Fourth place

38 37/39 2/39 – –

36 37/39 2/39 – –

35 – – 39/39 –

45 – – – 39/39

Fig. 3 The graph at bus 16 with 10%
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Fig. 4 The graph at bus 39 with 10%

Fig. 5 The graph at bus 53 with 10%

Fig. 6 The graph at bus 38 with 10%
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3 Optimal PMU Placement Using Observability Analysis

The PMU is not necessary to install at the all buses, and it will measure the phase
voltages, branch currents, and amplitudes at each node, so it is required suitable
optimum location of PMU approach to determine for optimum set.

After placing PMU at the bus, it gives the magnitude of phasor voltages and as
well as phasor currents at the bus of all incident lines. The first step of PMU placing
is to identify the vulnerable buses, in power system has the impartment buses are
like, when buses are connected to a heavily loaded, bus extension in the future point,
and PMU already installed. This type of cases, the PMUs can be placed at chosen
bus. After placing the PMU at buses, the radial buses are excluded. In connected
network, the number of possible placing the PMUs reduces at the buses.

(i) Integer Linear Programming (ILP) formulation

The ILP formulation is explained in detail by using single-line-diagram of 72-bus
shown in Fig. 1.

Let xi be a binary choice of variable associated with buses i.
xi is variable function, after PMU is installed at bus say i, otherwise zero. Then,

minimal PMU required for the problem can be computed using the formulae as

Minimize f T x

subject to (Ax ≥ b)

Where b = I n×1

f = (111........1)n×1

A is the connectivity matrix

xi is a binary decision variable which is been shown below.

xi =
{
1, the placed PMU is say, i
0, or else zero

After solving the optimization technique, the placement of optimal locations
minimum number of PMU required for 72-bus is 26. Table 2 talks about of PMU
required at the buses.

Table 2 Optimal PMU placement for 24-bus system

Minimum no PMUs Optimal PMU locations

26 26, 30, 31, 33, 34, 35, 40, 41, 43, 44, 46, 47, 49, 52, 55, 57, 58, 59, 60, 62,
65, 66, 67, 68, 69, 71
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4 Modified ILP Formulation

The modified ILP technique which is implemented is given in below.

Minimum
n∑

i=1

wi xi

Aeq.X ≥ b

Aeq.X = beq
wi = the no. of branches linked to node

A = matrix of buses connected in order of n × n

b = column matrix order of n × 1

Aeq = diagonal matrix and beq = column matrix

Aeq(i, i) =
{
1, selected bus(es) i is from vulnerability list
0, otherwise

beq(i, i) =
{
1,PMU is installed at bus i
0, or else

The solution to the above equations gives the solution for optimization technique
for optimal locations placement of PMU taking into account placing at critical bus.
The technique is tested with all four possible cases, and the PMU locations are found
out with giving highest priorities to the vulnerable buses. In this, cost of all PMUs
is considered to be equal irrespective of the number of connected lines to observe.

S. No Bus category Number of PMUs required Location at the buses

1 38 27 26, 30, 31, 33, 34, 35, 38, 40, 41, 43,
44, 46, 47, 50, 52, 55, 57, 58, 59, 60,
62, 65, 66, 67, 68, 69, 71

2 38, 36 28 26, 30, 31, 33, 34, 35, 36, 38, 40, 41,
43, 44, 46, 47, 50, 52, 55, 57, 58, 59,
60, 62, 65, 66, 67, 68, 69, 71

3 38, 36, 35 28 26, 30, 31, 33, 34, 35, 36, 38, 40, 41,
43, 44, 45, 46, 47, 50, 52, 55, 58, 59,
60, 62, 65, 66, 67, 68, 69, 71

4 38, 36, 35, 45 26 26, 30, 31, 33, 34, 36, 38, 40, 41, 44,
46, 47, 50, 52, 55, 57, 58, 59, 60, 62,
65, 66, 67, 68, 69, 71

By considering above iteration with ILP technique, 72-bus required minimum
PMU installation is ‘26’.
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5 Conclusions

This paper gives the monitoring of the critical buses by placing of phasor measure-
ment units for 72-buses has been developed. In this technique used for optimization
problem done by integer linear programming is framed. The proposed approaches
ensure that the system of observability completely for 72-bus system Indian southern
grid.
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Prediction of Breast Cancer Recurrence
in Five Years using Machine Learning
Techniques and SHAP

I. Keren Evangeline , S. P. Angeline Kirubha , and J. Glory Precious

Abstract Cancer recurrence is the leading concern among the patients who are
affected by breast cancer. Earlier detection of cancer relapse can help the clinicians
in administering the right dose of treatment for the right duration of time. This can
improve the prognosis of the patient and also reduce their fear regarding relapse. For
this purpose, our work deals with using various machine learning (ML) models such
as logistic regression, support vector machine (SVM), decision tree, and random
forest to predict if a patient will have cancer relapse in 5 years. The performance of
all the ML models is then compared by making use of some evaluation metrics such
as C-index, accuracy, F1-score, precision, and recall. Random forest (RF) model
produced the best performance when compared to all the other models. It gave a
precision value of 0.75, accuracy of 0.69, recall of 0.66, C-index of 0.71, and F1-
score of 0.70.Randomforestmodel interpretationwas donebyusingShapley additive
explanations (SHAP). This algorithm identifies the contribution given by each feature
in cancer recurrence prediction by random forest model. Based on the SHAP values,
the features which had high impact on model prediction were found. Features such
as tumor size, mutation count, lymph nodes examined positive, age at diagnosis,
Nottingham prognostic index (NPI), tumor stage, HER2 status, and cancer type
detailed when they had higher values were responsible for causing cancer recurrence
in 5 years according to random forest model predictions. Thus, prediction of cancer
relapse helps the clinicians in administering the right treatment and improves patient
prognosis.
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1 Introduction

The most frequent disease observed among women is developing cancer cells in the
breast area, and the mortality for this disease is mainly caused due to cancer relapse
and metastasis [1]. Nearly, 30–40% of patients who experienced breast cancer had
cancer relapse and among this, 10–15% died of cancer relapse or metastasis [2, 3].
Cancer recurrence or relapse is a phenomenon where cancer is not found after treat-
ment but tends to reappear in the body after some years. Cancer may recur in the
same site, it first occurred or it could even occur in other parts of the body. The
reasons for cancer recurrence vary. One main reason is that trace amount of cancer
cells may remain in the body even after treatment without our knowledge. Over the
course of time, these cells grow and cause cancer again. This can happen after several
weeks, months, or even years. Generally, recurrence may happen 1 to 20 years after
treatment [4]. Hence, it is highly impossible for the doctors to predict if a patient
may have a relapse. Few cancers are difficult to treat and may have a high-relapse
rate. One good example is glioblastoma, which recurs in almost every patient in
spite of treatment. It has a recurrence rate of almost 100% [5]. Certain cancers when
treated at an initial stage have low relapse rate when compared to treatment at the
last stages. The overall recurrence rate of breast cancer is 30% and patients who have
ER positive breast cancer experienced a recurrence rate of 5–9% after initial treat-
ment and maintenance therapy with letrozole or placebo during median 10.6 years
[6, 7]. Breast cancer relapse can be predicted by certain features such as tumor area,
tumor size, no. of lymph nodes affected, tumor stage, and other similar features.
Machine learning models can predict cancer recurrence using these features with
much accuracy. Machine learning is more advantageous as it can make predictions
if a patient may have a relapse without the need for a biopsy or scan and saves
time as well as reduce cost. Machine learning techniques have been widely used in
medical field for a long time. Some of its main applications are in disease diagnosis
and prediction of communicable diseases [8, 9], pulmonary hypertension disease
[10], lifelong chronic diseases [11], diseases related to liver [12], heart, and other
cancer diseases. The paper byUmaOjha and Savita Goel [13] used certain evaluation
metrics to compare the performance between clustering algorithms and classifica-
tion algorithms in predicting cancer recurrence. They identified that classification
algorithms especially support vector machine performed better when compared to
clustering techniques. Roshani et al. [14] combined decision tree and association rule
mining to propose a newmethod for data mining. They got an accuracy of 93% using
fuzzy approximate reasoning for breast cancer recurrence prediction. The work by
Alzu’bi et al. [15] deals with extracting key features from the medical records by
using natural language processing and builds a medical dictionary. From this, breast
cancer recurrence prediction was done using various machine learning techniques.
OneR algorithm performed the best by giving a good balance between sensitivity and
specificity. Maram et al. [16] created a multi-stage learning methodology for breast
cancer relapse prediction. According to them, this method provides good perfor-
mance in recurrence prediction as various techniques of classification models and
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feature selection are created andmerged. Themain focus of this study is to predict the
possibility of a patient having breast cancer relapse in 5 years using different machine
learning techniques. We used the clinical and pathological features of the Molec-
ular Taxonomy of Breast Cancer International Consortium (METABRIC) dataset
for prediction. In this research work, we developed and assessed machine learning
models using multiple parameters like age, cancer type, cellularity, chemotherapy,
PAM50 + claudin-low subtype, ER status, cancer grade, HER2 status, hormone
therapy, inferred menopausal state, lymph nodes examined positive, mutation count,
Nottingham prognostic index, PR status, radio therapy, tumor size, tumor stage and
whether the patient had a cancer relapse in five years to give a comprehensive and
objective breast cancer recurrence prediction. Data pre-processing steps such as
removal of missing data, label encoding, and feature scaling were performed on the
data before using it. Four distinctmachine learningmodelswere utilized for thiswork,
namely logistic regression, support vector machine, decision tree, and random forest.
The performances of all these models were compared using certain metrics such as
accuracy, F1-score, precision, recall, and C-index. Finally, the random forest model
interpretation was done using Shapley additive explanations (SHAP) algorithm to
determine the most important features which are responsible for breast cancer recur-
rence in 5 years [17]. Thus, breast cancer relapse prediction using machine learning
techniques can help clinicians in better diagnosis of recurrence and give the right
treatment and maintenance therapy to prevent relapse and thereby improving the
prognosis of patients.

2 Methodology

Figure 1 shows the block diagram of methodology and techniques used for breast
cancer recurrence prediction. Data processing is done initially on the dataset. The
processed data are then trained on various machine learning (ML) models such
as logistic regression, support vector machine, decision tree, and random forest
for breast cancer recurrence prediction. The best model is chosen based on the
performance metrics.

2.1 METABRIC Dataset

This study utilizes only the clinical and pathological features ofMolecular Taxonomy
of Breast Cancer International Consortium (METABRIC) dataset which is publicly
made available at cBioPortal Website [18].

Eighteen features were used to train the ML models for breast cancer recurrence
risk prediction. The features used for this study were age, cancer type, cellularity,
chemotherapy, PAM50+ claudin-low subtype, ER status, cancer grade,HER2 status,
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Fig. 1 Block diagram of methodology

hormone therapy, inferred menopausal state, lymph nodes examined positive, muta-
tion count, Nottingham prognostic index, PR status, radio therapy, tumor size, tumor
stage and whether the patient had a cancer relapse in five years. Figure 2 shows the
count plot indicating the number of patients who had and did not have cancer relapse
in five years. The number of patients who had cancer relapse in 5 years was approx-
imately 460 patients, and the number of patients who did not have cancer recurrence
within 5 years after treatment was 450 patients. From the plot, we can see that the
data does not have any class imbalance.

Fig. 2 Count plot of risk of relapse in five years
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2.2 Data Processing

One of the prerequisites for machine learning is data processing. The ML models
cannot work on raw data unless they are cleaned and processed. In this study, we have
utilized data pre-processing techniques such as label encoding, feature scaling, and
removal of missing or incomplete data. The METABRIC dataset consists of 1398
patient details.Out of this, only 907 patient detailswere availablewithout anymissing
data. The rest of the data which had missing values were not considered for the study.
Label encoding was then performed to convert categorical data into numerical values
as machine learning models cannot work on categorical data. Finally, feature scaling
was performed to normalize the range of feature values.

2.3 Machine Learning Models

Logistic Regression: Logistic regression is a statistical method which follows super-
vised learning and is used to detect the probabilities of the class variables. The
advantage of this model is that it is easier to train and implement. Logit function is
used as the function in logistic regression. This helps in determining the relationship
between the features also known as the independent variable and classes known as
the dependent variables by predicting the probabilities of occurrence or chance. The
probability values are then converted into binary values which can be used for predic-
tions or classifications with the help of logistic function also known as the sigmoid
function. There are different categories of logistic regression models such as binary
logistic regression, multinomial logistic regression, and ordinal logistic regression.
For this study, we have utilized binary logistic regression model where only two
dependent classes, namely patients who will have cancer recurrence in 5 years and
patients who will not have cancer recurrence in 5 years.

Support Vector Machine (SVM): Support vector machine is a supervised machine
learning model used for classification. The key principle of support vector machine
is to identify a hyperplane in an N-dimensional space that correctly classifies the
data points. Here, N is determined by the number of features present in the dataset.
There are many possible hyperplanes available that could be chosen. However, in
order to separate the two classes efficiently, we need to select a plane which has the
maximum margin. This is nothing but the maximum distance between the points of
both the classes. The advantage of maximizing the margin distance is that the future
data can be classified with more accuracy. This study utilizes support vector machine
with linear kernel as the training happens faster when compared to other kernels. It
is also used when the data can be separated linearly and when many features are
present in a dataset.

Decision Tree: Decision trees are supervised machine learning models and are non-
parametric which is used for classification and regression.
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They are used in decision-making for non-linear data. It appears similar to a
flowchart in which each node inside constitutes a question or test on a variable
asking if it is true or false. Each branch gives the outcome of the test, and each leaf
denotes the label of a class. Some of the advantages in using a decision tree is that it
is easy to read and discern, easy to prepare as feature scaling is not required, and less
data cleaning as outliers has no significant effect on decision trees. In this study, we
used decision tree for cancer relapse prediction.We set the hyperparametermaximum
depth as 20 and minimum samples split as 0.5. Figure 3 shows the flowchart of the
decision tree trained in this study.

Random Forest: Random forest model is based on ensemble learning technique for
classification and regression. A random forest model consists of multiple decision
tree model which is built during training time and it makes predictions by combining
the outcomes from all the decision trees. In classification tasks, the prediction output
of the random forest is the class which is chosen by most trees. The main advantage
of this model is that it can be used for both continuous and categorical variables.
It is an unbiased model as many decision trees are trained, and each tree is trained
on the subset of the same data. In this study, we have used the grid search method
for hyperparameter tuning in order to find the best combination of hyperparameters
which gives the best results. Here, the number of estimators was set to 10, maximum
depth as 5, and minimum samples leaf as 1. These were the best hyperparameter
combinations identified by grid search method. Further, random forest model inter-
pretation was done using Shapley additive explanations (SHAP) which uses game

Fig. 3 Decision tree flowchart
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theoretic approach to give insights into the contribution of each feature which was
responsible for cancer relapse prediction.

2.4 Performance Metrics

The performance of themachine learningmodels is comparedwith the help of various
evaluation metrics. The different metrics used in this study are C-index, precision,
recall, F1-score, and accuracy. The C-index or concordance index is a measure of
how well the model is fit which has a binary outcome. Precision is the ratio between
all the correct predictions and the total positive predictions. Recall on the other hand
is the ratio between the numbers of patients classified correctly to the actual positive
patients. F1-score determines the balance between recall and precision. It can also
be called as the weighted average between them. Accuracy could be represented as
a ratio of the number of correct predictions to the total number of predictions.

3 Results and Discussion

In this proposed work, various machine learning techniques were used to determine
the risk of breast cancer recurrence in five years. The machine learning algorithms
were implemented using sklearn library in Python. Data pre-processing techniques
such as missing data removal, feature scaling, and label encoding were initially done
before feeding the input to the ML models. The Python libraries such as Pandas and
NumPy were used for this process. The METABRIC dataset is split into training,
validation, and test sets. Nearly, 60% of the dataset is given as input to the machine
learning models for training, 20% for validation, and 20% for testing.

3.1 Evaluating the Performance of the Machine Learning
Models

Table 1 shows the performance of various models such as logistic regression, support
vector machine, decision tree, and random forest based on their concordance index

Table 1 C-index values for the various machine learning models

C-index Logistic regression SVM Decision tree Random forest

Train 0.73 0.67 0.69 0.83

Validation 0.61 0.56 0.58 0.63

Test 0.72 0.66 0.69 0.71
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Table 2 Performance comparison of various ML models in breast cancer relapse prediction

Model Precision Recall F1-score Accuracy

Logistic regression 0.6932 0.6421 0.6667 0.6648

SVM 0.7273 0.6400 0.6809 0.6703

Decision tree 0.7386 0.6075 0.6667 0.6429

Random forest 0.7500 0.6667 0.7059 0.6978

(C-index) values. From Table 1, we can see that for the training data, the highest C-
index value of 0.83was achieved by random forest algorithm. Similarly for validation
data, the highest C-index value of 0.63 was given by the random forest model.
However, for the test set, logistic regression performed the best by giving a C-index
value of 0.72 which is slightly better when compared to the C-index of random forest
which is 0.71.

Table 2 shows the performance comparison between various machine learning
models in breast cancer relapse prediction in 5 years. Random forest gives the highest
value of 0.75 for precision when compared to other models. Decision tree performs
the second best with a value of 0.73. Likewise, random forest gives the highest
recall value of 0.66. Similarly, the model which gave the highest F1-score of 0.70
was random forest model. In terms of accuracy, random forest again performed the
best giving an accuracy of 69% which is highest when compared to other machine
learning models.

Figure 4 shows the confusion matrix of various ML models used in breast cancer
relapse prediction. From the figure, we can see that the model which has given
maximum number of true positive and true negative predictions is random forest.
Similarly, random forest model gives the least number of false positive and false
negative predictions.

3.2 Random Forest Model Interpretation Using Shapley
Additive Explanations (SHAP)

Shapley additive explanations (SHAP) is a method that is used to explain and give
insights into how the predictions are made by ML models which are too complex
to be understood by humans and how the features are used to make the predictions.
SHAPvalues quantify the additive importance of each feature and thereby explain the
predictions made by the model. In order to determine which features contribute more
for breast cancer recurrence in an individual, we found out the risk score predictions
for each patient in the test data using the random forest model and chose the patient
with the highest risk score. The SHAP values were found out for this individual.
Figure 5 shows the force plot on the individual with the highest risk score and the
features which contribute to the cancer relapse. From the figure, we can observe that
the red sections on the left are the features which contribute mainly for the cancer
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Logistic Regression SVM

Decision Tree Random Forest

Fig. 4 Confusion matrix of various ML models used in breast cancer relapse prediction

Fig. 5 Force plot showing the features which contribute to breast cancer relapse in 5 years

recurrence prediction and push themodel in the positive direction. In other words, the
higher the values of these features themore chances of cancer relapse in patients. The
high-risk features identified by random forest for relapse prediction in an individual
with a risk score of 0.95 are tumor stage, age at diagnosis, Nottingham prognostic
index, mutation count, tumor size, and no. of lymph nodes examined positive. SHAP
values can also be used to understand the entire test data model output. Figure 6
shows the summary plot of SHAP values for each feature on each of the test data.
The figure lists out the most important features responsible for cancer relapse in
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Fig. 6 Summary plot of top 17 SHAP values and its impact on model output

descending order. From the figure, we can understand that features such as tumor
size, mutation count, lymph nodes examined positive, age at diagnosis, Nottingham
prognostic index (NPI), tumor stage, HER2 status, and cancer type detailed are high-
risk features which contribute to cancer recurrence provided they have a high value.
A person who has a large tumor size, high-mutation count, more no. of lymph nodes
affected, aged patients, high score of NPI, last stage of cancer, and positive HER2
status are at a very high risk to get breast cancer relapse in 5 years.

3.3 Discussion

In this study, we utilized variousmachine learningmodels such as logistic regression,
SVM, decision tree, and random forest for predicting the risk of breast cancer recur-
rence in 5 years, and we also used SHAP algorithm for interpreting the predictions
given by random forest model and also to identify the feature contribution to cancer
relapse. Based on the comparison of the evaluation metrics, we can observe that
logistic regression model gives the highest C-index value of 0.72 which is slightly
higher than random forest which gave a value of 0.71. Random forest model gave
the overall best performance for cancer recurrence prediction as it had the highest
value for accuracy, F1-score, precision, and recall. However, the performance and
accuracy of the model can be further increased if image features such as shape and
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Table 3 Comparison of
current study with the
previous works

Authors Year Method Performance
metrics

Fu et al. [19] 2018 SVM
Random forest

F1-score= 0.56
F1-score = 0.59

Haskul and
Yaman [20]

2019 Random forest Accuracy =
0.67

Mamatha et al.
[21]

2019 SVM
Random forest

Accuracy =
0.67
Accuracy =
0.68

Chiara et al.
[22]

2020 Random forest
SVM

Accuracy =
0.66
Accuracy =
0.64

Laura et al.
[23]

2020 Decision tree
Random forest

Accuracy =
0.63
Accuracy =
0.68

Proposed work 2021 Random forest Accuracy =
0.69
F1-score = 0.70

texture were included for relapse prediction which was not included in this study.
Table 3 shows the comparison of the current studywith existing works. Since random
forest performed the best using clinical and pathological features, we used SHAP
algorithm on thismodel to find out based onwhich feature contribution random forest
makes these predictions. Based on the SHAP values, we identified the top 17 features
which have high impact on model prediction. Features such as tumor size, mutation
count, lymph nodes examined positive, age at diagnosis, Nottingham prognostic
index (NPI), tumor stage, HER2 status, and cancer type detailed are responsible for
cancer recurrence in 5 years according to random forest model. Thus, the proposed
work gives an idea about the prognosis of a patient and whether relapse of cancer
will occur in 5 years following treatment.

4 Conclusion

Breast cancer is the most frequent type of cancer in women observed everywhere.
Cancer relapse after treatment within 5 years can be determined by machine learning
methods. Identifying the risk of cancer recurrence earlier can enable us to give the
right dose of treatment for the right duration, thereby improving prognosis. This study
deals with the comparison of various machine learning models for breast cancer
recurrence prediction in 5 years and also in determining the feature contribution
in cancer recurrence using SHAP algorithm. Among the machine learning models,
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the overall best performance in prediction in terms of C-index, F1-score, precision,
accuracy, and recall was given by random forest model. Future scope of this work
may involve using the top features identified by SHAP as a feature selection method
to re-train themodelswith only those features and observe the performance for cancer
recurrence prediction.
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Interval Modeling of Doha Water
Treatment Plant

V. P. Meena , Aeshna Anand, Rohit Verma, Megha Khatri,
Satyaban Behera, and V. P. Singh

Abstract Parameter variations adversely affect the performance of the system.
Many systems are modeled as interval systems due to the ability to handle uncer-
tainty. In this article, the Dohawater treatment plant is modeled as an interval system.
Interval modeling of desalination plant plays an important role which focuses on the
construction of transfer function. Uncertainty is considered in all coefficients of
the transfer function of the system for getting the interval model of the Doha water
treatment plant. Further, the obtained interval models are analyzed for stability. Time
domain response analysis of these parameters helps in designing and plotting control
for the Doha plant.

Keywords Control · Doha system · Interval system ·Modeling

1 Introduction

The rapid depletion in groundwater level and quality of running water has led to
an exponential rise in demand for freshwater. This water scarcity has increased the
demand for desalination plants. The desalination process is the elimination of salts
from the sea or brackish water which becomes suitable for human consumption,
industrial use, agriculture, etc. There are several methods used for the desalination
process like solar distillation, multiple-effect distillation (MED), freeze–thaw, and
wave-powered desalination. Amidst them, the leading process is reverse osmosis
(RO) because of its low energy consumption and the highest efficiency [1, 2]. The
RO membrane process uses high pressure to separate freshwater by rejecting salts
with the aid of a semipermeable membrane [3, 4].
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A mathematical model is required for complete analysis of the system. The
nominal model is used in many cases for the same. But, there are certain limita-
tions in the nominal model as it is only defined for certain specific operating condi-
tions, parameter variations and does not provide much flexibility. Therefore, to get
better analysis as per practical considerations, interval modeling is used. In interval
modeling, finite uncertainty is considered in all coefficients of the system; thus, the
coefficients vary in interval [5–10]. This method is proposed to facilitate the reduc-
tion of higher-order multi-variable systems. In many practical systems like nuclear
reactor systems and cold rolling mill, interval modeling is employed.

The Doha seawater RO plant commonly known as DROP is in operation since
1984. The plant has three different membrane configuration systems, namely plate
and frame (PF), hollow fiber (HF), and spiral wound (SW) systems [3, 11–15]. The
Doha RO system consists of two input variables (feed pressure and pH) and two
output variables (conductivity and flux). However, the performance of RO relies
on the quality of the pretreatment which is crucial in case of highly saline water.
The chemical dosage has to be tailored to the feed water and must be taken into
account for the possible fluctuation of characteristics; otherwise, pretreatment may
make the situation worse. Existing plants rely on low-level sensors and instruments
to monitor the pretreatment process. On the other hand, unmanned plants suffer
repetitive technical problems leading to membrane failure within few years, and the
plant is then likely to be abandoned. Therefore, desalination plant must meet high
standards of performance with cost-effectiveness, reliability, and operation.

A nominal model is described for DROP, and then, an interval model for the
plant is developed considering 35% uncertainty in every transfer function coefficient.
The structure of this paper is as follows. Section 2 includes the elucidation of the
Doha Desalination Plant. Section 3 defines the interval modeling of the Doha Plant.
Section 4 contains the step and impulse responses of all the transfer functions with
both lower and upper limits of uncertainty. Section 5 provides the conclusion and
future scope of research. This paper additionally provides the tabular descriptions of
time domain specifications to support the study done.

2 Doha Desalination Plant

Doha Desalination Plant is developed in Kuwait by the Kuwait Institute of Scientific
Research (KISR) [4]. It is a desalination plant that operates on the process of reverse
osmosis (RO) to produce freshwater (Fig. 1).
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Fig. 1 Structure of Doha RO desalination plant

The process of reverse osmosis can be studied in four separate phases, i.e., 1.
Pretreatment phase, 2.Water pressurization phase, 3.ROmembrane separation phase,
and 4. Post-treatment phase. In the pretreatment phase, the seawater or the brackish
water is treated by removing suspended particles and dissolved pollutants through the
appropriate use of filters and chemicals. This phase is important to preventmembrane
degradation. In the water pressurization phase, a high-pressure pump is used to
increase the pressure of the water as required by the membrane assembly. The range
of pressure varies from 1.6 to 2.6 MPa for brackish water and 6–8 MPa for seawater.
This high pressurized water passes into the RO membrane separation phase which
separates freshwater from the brine solution. The concentrated brine is then removed.
And the freshwater is passed for the post-treatment phase, where suitable chemicals
are added as well as pH value is adjusted.

For the plant described, feed pressure (P) and pH (pH ) act as input variables,
and conductivity (C) and flux (F) work as output variables [16]. Thus, the system is
considered as a two-input-two-output (TITO) system. The TITO system is described
below as:

[
Y1(s)
Y2(s)

]
=

[
Tp11(s) Tp12(s)
Tp21(s) Tp22(s)

][
U1(s)
U2(s)

]
(1)

where Y1 = F (gpm), Y2 = C (µ S/cm), U1 = P (psig) and U2 = pH are flux,
conductivity, feed pressure, and pH, respectively.

The transfer functions Tp11(s), Tp12(s), Tp21(s) and Tp22(s) are described as:

Tp11(s) = 0.112s + 2

3s2 + 100s + 1000
(2)
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Tp12(s) = 0 (3)

Tp21(s) = −178.5s − 510

213s2 + 700s + 1000
(4)

Tp22(s) = −1824s − 5700

60s2 + 180s + 100
(5)

3 Interval Modeling of Doha Plant

The transfer functions (2)–(5) represent theDoha Plant in formof nominalmodel. For
these equations, considering 35% uncertainty in coefficients of the transfer function,
interval model is derived. The interval transfer functions with 35% uncertainty for
(2)–(5) turn out to be:

Tp11(s) = [0.0728, 0.1512]s + [1.3, 2.7]
[1.95, 4.05]s2 + [65, 135]s + [650, 1350] (6)

Tp12(s) = 0 (7)

Tp21(s) = −[116.025, 240.975]s − [331.5, 688.5]
[138.45, 287.55]s2 + [455, 945]s + [650, 1350] (8)

Tp22(s) = −[1185.6, 2462.4]s − [3705, 7695]
[39, 81]s2 + [117, 243]s + [65, 135] (9)

4 Results and Discussion

Given below in (10)–(17) are transfer functions considering both lower as well as
upper limits. Since there is no relationship between pH and flux (F), (Tp12) in upper
as well as lower limit is considered zero.

TpL11(s) = 0.0728s + 1.3

1.95s2 + 65s + 650
(10)
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TpL12(s) = 0 (11)

TpL21(s) = −116.025s − 331.5

138.45s2 + 455s + 650
(12)

TpL22(s) = −1185.6s − 3705

39s2 + 117s + 65
(13)

TpU11(s) = 0.1512s + 2.7

4.05s2 + 135s + 1350
(14)

TpU12(s) = 0 (15)

TpU21(s) = −240.975s − 688.5

287.55s2 + 945s + 1350
(16)

TpU22(s) = −2462.4s − 7695

81s2 + 243s + 135
(17)

The transfer functions are analyzed with time domain analysis, and all of them
were found to be stable systems. Since the systems are stable, their further analysis is
possible. After analysis of above transfer functions, impulse and step response plots
were developed in order to obtain time domain parameters.

Given below, Figs. 2 and 3 are the plots of impulse as well as step responses
of transfer function for lower and upper limits. A tabular form of time domain
specifications is also generated for a clear view of time domain analysis Table 1.

It can be observed from Table 1 that the transfer function (Tp22) between input
pH and output conductivity (C) has reached an overdamped condition, and rest of
the transfer function (Tp11) and (Tp21) have underdamped response. It can also be
noticed that the transfer function between input and output manifests the similar time
domain response with upper and lower limits of uncertainty.

5 Conclusion

In this article, an interval system for the Doha water treatment plant is suggested by
considering a fixed amount of uncertainty in every coefficient of the transfer function
of the system. The acquired model successfully approximates the system. There is a
possibility of the development of other interval models by considering different sets
of the uncertainty of either lower bound or upper bound in all the coefficients of the
transfer function for a future line of research work. Another future scope of research
development can be model reduction of interval systems.
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Fig. 2 Responses for lower
limits
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(b) Response of 

(c)   Response of 
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Fig. 3 Responses for upper
limits
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Table 1 Time domain response specifications

Transfer function Rise time (s) Peak time (s) Peak overshoot Settling time (s)

TpL11 0.0959 0.2321 0.8847 0.1459

TpL12 n/a n/a n/a n/a

TpL21 0.7668 1.6255 4.5877 2.3682

TpL22 3.1086 9.3171 0 5.4830

TpU11 0.0959 0.2321 0.8847 0.1459

TpU12 n/a n/a n/a n/a

TpU21 0.7668 1.6255 4.5877 2.3682

TpU22 3.1086 9.3171 0 5.4830
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First Principles Study of Novel
BaSn1−xInxN2 (X = 0, 0.25)
for Thermoelectric Applications

B. R. Bhagat , Rushikesh Pokar , and Alpa Dashora

Abstract Requirement of heat transforming devices atmacro andmicro levels led us
to discover and study a newmaterial BaSnN2 using state-of-the-art density functional
theory. Present work comprises of structural, electronic and thermoelectric properties
showing exothermic nature of formation for easy synthesis and its possible appli-
cation in devices utilizing waste heat. BaSnN2 shows indirect band gap of 1.42 eV
within generalized gradient approximation while calculated band structure shows
high electron mobility with high variance in effective mass of electron and holes.
High Seebeck coefficient and electrical conductivity while relatively low electronic
thermal conductivity directs us towards higher thermoelectric efficiency as ZTe tends
to unity. Increase in electrical and thermal conductivity along with increasing chem-
ical potential on either side of Fermi energy is found, while their higher values
in negative chemical potential region suggests p-type doping for higher efficiency.
25% In doping in BaSnN2 is also studied which worked as p-type doping and almost
unaltered band gap value of pristine. Our results show BaSnN2 and BaSn1−xInxN2

as potential thermoelectric materials at room temperature for promising applications
in thermoelectric refrigerator and generators in small-scale digital devices.

Keywords Seebeck coefficient · Electrical conductivity · Thermoelectric effect ·
p-type semiconductor

1 Introduction

Power generation and energy conversion utilizing waste heat have rejuvenated the
interest of researchers across globe in active consideration of thermoelectric mate-
rials. Low thermal conductivity as a result of phonon anharmonicity and high valley
degeneracy for high electrical conductivity are essential requirements for high effi-
ciency. Various n, p-type doping [1–3], vacancy creation [4] and structural modi-
fication using strain and stress [5, 6] have been performed to make up the quality
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factor of the material for its potential applications in the mainstream energy tech-
nology. Low band gap semiconductors have shown promising results by improving
the electrical conductivity as the temperature increment promotes easy minority
charge carrier transfer across the band gap [7], also, increased conductivity point
towards high power factor. Favourable properties for thermoelectric performance
includes suppression of sharp values of Seebeck coefficient (thermopower) at higher
temperature resulting in optimal carrier concentration, while interplay between a
sharp peak of thermopower near Fermi energy and large electrical conductivity at
high chemical potential results in high power factor for enhanced thermoelectric effi-
ciency. Phonon scattering centre generation leading to lowering of phonon thermal
conductivity has been verified to increase the figure of merit, although shortcoming
regarding saturation of thermal conductivity directs us to increase power factor.
Optimal carrier concentration and higher carrier mobility have found to improve the
thermoelectric performance of the material.

Successful synthesis ofCuAlO2 alongwith linear variation of its power factorwith
temperature is presented by Park et al. [8]. Work done by Banerjee and co-workers
on p-type CuAlO2 thin film proclaiming high Seebeck coefficient at room tempera-
ture with enhanced thermoelectric figure of merit [9] and increased conductivity in
LaCoO3 on Barium doping at room temperature [10] inspired us to consider alkaline
earth element-based compound at room temperature with efficient thermoelectric
materials. Reduction in lattice thermal conductivity of in situ formed nanostructure
and state-of-the-art ZT value nearly 1.1 for Mg2(Si, Sn) compound display potential
application of Sn in increasing efficiency in low-dimension thermoelectric mate-
rials along with its non-toxic and earth abundant elements [11]. Lamellar structure,
uniaxial pressure and phonon scattering due to incorporation of In in SnSe results
in the decrement of thermal conductivity to 0.48 W/μK at 615 K while increased
scattering with doping concentration implies importance of anisotropic nature of
material and large hole concentration [12]. Role of In-based double perovskites as
thermoelectric material is also widely reported where the In atom formed states in the
conduction and also fulfilled the requirement of hole doping for better thermoelectric
performance in p-type semiconductor [13–15].

Considering the role of each element in the thermoelectric effect, we have
proposed new material BaSnN2 and computed its structural, electronic and thermo-
electric properties by calculating density of states, band structure, chemical poten-
tial dependent parameters for thermoelectric effects, etc. using density functional
theory. The role of In doping in BaSnN2 and effect on electronic and thermoelectric
properties have also been discussed.

2 Methodology

All the structural, electronic and thermoelectric properties were performed using
Quantum Espresso software utilizing density functional theory [16–18] which
considers Kohm-Sham equation to solve many body problems and computations of
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ground-state energy using ultrasoft pseudo-potentials. Computations were carried
out on the unit cell of BaSnN2 with space group I-42d (#122) of tetragonal
crystal system with the generalized gradient approximation (GGA) [19] treated as
exchange–correlation functional.

Quasi-Newton ionic relaxation using the Broyden, Fletcher, Goldfarb, Shanno
(BFGS) method was used for structural parameters optimization [16–18]. Lattice
parameters were fully optimized using energy cutoff of 60 Ry and 6 × 6 × 6
Monkhorst–Pack k-point grid was used for Brillouin zone integrations with fixed
convergence threshold of 10−6 Ry. Investigation of transport properties was carried
out usingBoltzTrap code [20] utilizing theBoltzmann equations considering constant
relaxation time approximation (CRTA) [21].

3 Results

The optimized crystal structure (top and side view) of BaSnN2 is presented in Fig. 1
a, b. After geometry optimization, optimized lattice parameters for BaSnN2 are a =
b = 6.058 Å, c = 7.997 Å. Optimized lattice parameters and atomic positions were
further relaxed after In doping at Sn site and we found, a = b= 6.07 Å, c= 8.00 Å.
Energetic stability, optimal lattice parameters and uniform bond length of 2.11 Å,
2.67 Å and 3.63 Å for Sn-N, N-Ba and Ba-Ba, respectively result in retainment for
I-42d (#122) space group of tetragonal geometry. Doping of single In atom at Sn site
increases the lattice parameters as a result of higher ionic radii of dopant In. All the
crystal parameters for pristine and In-doped material are also presented in Table 1.

An important parameter directing towards successful synthesis of a material is
its theoretical formation energy (Eform) which is the difference of total energy of
material and energy of its individual elements. The Eform computed for BaSnN2 in
this work is −1.56 eV/f.u, which shows its formation to be exothermic and feasible
in nature. After doping of In Eform reduces to−12.28 eV/f.u., suggests possibility of
easy synthesis of doped material as well.

Figures 1 c, d comprise energy band diagramalong the high symmetric direction of
theBrillouin zone and total density of states (DOS) for BaSnN2 andBaSn0.75In0.25N2.
An indirect band gap (Eg) of 1.42 eV between X�–� is calculated in BaSnN2, while
Eg increases to 1.46 eValongwith shifting of Fermi energy (EF) towards valence band
on In doping. Therefore, on In doping in BaSnN2, formation of p-type semiconductor
implies successful acceptor doping. Large curvature of conduction band minima
(CBM) implies light electrons and small curvature of valence band maxima (VBM)
denotes heavy holes in our system resulting in high electron mobility leading to
high variance in the effective mass of charge carriers and low value of effective
mass ratio providing high charge carrier migration and low rate of recombination of
electron–hole pair that improves electrical conductivity. The band curvature (VBM
and CBM) shown by pristine material does not change on doping, rather EF shifts
towards occupied orbitals implying increase in hole carrier concentration which is
beneficial for large phonon scattering within the material.
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Fig. 1 a Top and b side view of BaSnN2 (Ba: Green, Sn: Red, N: Blue) crystal structure along
with energy band diagram and total density of states for c BaSnN2 and d BaSn0.75In0.25N2

Table 1 Optimized lattice parameter and atomic positions for BaSnN2 and BaSn0.75In0.25N2

Sample Atomic positions Lattice parameters (Å)

x y Z a = b c

BaSnN2 Ba 0.000 0.000 0.000 6.058 7.997

Sn 0.500 0.500 0.000

N 0.323 0.250 0.125

BaSn0.75In0.25N2 Ba 0.000 0.000 0.000 6.072 8.003

Sn/In 0.500 0.500 0.000

N 0.316 0.244 0.130
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Fig. 2 Partial density of states for a pristine BaSnN2 and b BaSn0.75In0.25N2

Partial DOS of BaSnN2 and BaSn0.5In0.25N2 are presented in Fig. 2 a, b. VBM is
dominated by the 2p states of N atom while CBM has major contribution of Ba-4d
states while Sn-4d states show their contribution at lower energy region around −
22 eV which is clearly seen from Fig. 2a. Sn-5p states show equal contribution in
VBM and CBM whereas the shaded 5 s orbitals for Sn provide major contribution
in CBM. Figure 2b shows dominance of Ba in VBM and CBM, sharp DOS of N-2p
states, In-5p states in occupied orbital, In-4d states are present in lower energy region,
presence of In-5s states in VBM and dominance of Ba with its sharp feature in CBM
explains the crucial interplay of effective mass variation and difference in electrical
conductivity in either VBM or CBM for pristine and doped system for effective
tuning of electronic properties based on dopant concentration. Therefore, similar
positions of orbitals in the valence band and conduction band provides us multiple
possibilities to utilize the material with functionalization for specific application.

Transformation of heat energy into electrical energy is known as thermoelec-
tric effect for which analysis of primordial parameters like Seebeck coefficient (S),
electrical conductivity per scattering time (σ/τ), electronic thermal conductivity per
scattering time (κ/τ) and electronic figure of merit (ZTe) along with their variation
with respect to chemical potential is of utmost importance. To study the temperature
dependent thermoelectric effect of novel BaSnN2, the above-mentioned parameters
at three different temperatures (300, 500 and 800 K) against chemical potential in a
consistent range are computed and presented in Fig. 3a–d. Seebeck coefficient (S)
is the ratio of voltage difference created by the movement of free electron between
high temperature region and low temperature region to the temperature difference,
material with majority charge carriers as electrons (n-type) has negative while with
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Fig. 3 Thermoelectric properties of BaSnN2 within CRTA. a Seebeck’s coefficient. b Electrical
conductivity with respect to scattering time. c Electronic thermal conductivity with respect to
scattering time. d Power factor with respect to scattering time, S2σ/τ at T = 300, 500 and 800 K

majority charge carriers as holes (p-type) has respective positive value of S. Whereas
the chemical potential determines the charge carrier concentration of the system,
from Fig. 3a negative value of intrinsic Seebeck coefficient at μ − EF = 0 suggests
dominance of electron in the thermoelectric transport of BaSnN2. The absolute values
of thermopower is 2615.12, 1597.15 and 1024.27 μ V K−1 at 300, 500 and 800 K,
respectively established it as a good thermoelectric material.

High value of σ/τ is required to reduce Joule-heating effect in material, higher
value of σ/τ in the positive region of chemical potential promotes higher electron
doping and higher value of κ/τ in negative region appeals for electron acceptor doping
to achieve larger phonon scattering and to reduce the thermal conductivity. Increase
in the value of σ/τ and κ/τwith increase in chemical potential and similarity in the plot
justifies the Wiedemann–Franz law (κ = σLT [22]; where L is the Lorentz number,
σ represents the electrical conductivity, while T is the absolute temperature). Power
Factor (PF) originates from S, its higher value in μ − EF < 0 shows suitability of
p-type doping for further improvement of its value; therefore in the present work,
we have also included In doping as an acceptor impurity. From Fig. 4a–d, after In
doping, the shift of EF towards negative chemical potential verify formation of p-type
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Fig. 4 Thermoelectric properties of BaSn0.75In0.25N2 with a Seebeck’s coefficient. b Electrical
conductivity with respect to scattering time. c Electronic thermal conductivity with respect to
scattering time. d Power factor with respect to scattering time at T = 300, 500 and 800 K.

semiconductor, increased value of S to 2710.10, 1633.62 and 1019.29 μ V K−1 at
300, 500 and 800 K, respectively justify the importance of In doping in increasing
power factor. But reduction in σ/τ on either sides signifies lower electrical conduc-
tivity, while decrease in electronic κ/τ with In doping satisfies the reason of acceptor
doping in pristine material. Linear relationship of temperature with κ/τ signifies its
application as room temperature thermoelectric material.

Although, high electrical conductivity and high Seebeck’s coefficient result in
high power factor of pristine material but it does not guarantee a good ZTe value;
therefore, electronic thermal conductivity is an important parameter for accurate
calculation where its low value is preferable. Here the calculated ZTe = 0.99 at 300K
shown in Fig. 5 suggests its suitability in a thermoelectric device such as generators
and cooler. Doping has caused reduction in power factor due to decrease in electrical
conductivity but the reduction in thermal conductivity has trivially increased the ZTe.
Therefore, further investigation of phonon thermal conductivity and scattering time
with carrier mobility is required for better understanding of overall thermoelectric
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Fig. 5 Thermoelectric figure of merit (ZTe) for a BaSnN2 and b BaSn0.75In0.25N2 with CRTA at
T = 300, 500 and 800 K

efficiency and further modification in terms of improved electrical conductivity is
invited.

4 Conclusions

An ab-initio study of structural, electronic and thermoelectric properties of proposed
BaSnN2 and BaSn0.75In0.25N2 compounds with high negative formation energy have
been undertaken. Very small change in band gap from 1.42 to 1.46 eV is reported on
In doping in BaSnN2 and shifting of EF towards VB suggested In doping as p-type
doping. Band curvature study shows lighter electron for higher mobility, hence larger
electrical conductivity is also verified by density of states. High Seebeck coefficient
and high electrical conductivity increases power factor value while high variance
in charge carrier effective mass implies low rate of recombination. Whereas lower
value of electronic thermal conductivity shown by this material helps in retaining the
temperature difference across the surfaces. For In-doped system, high thermopower
with low electronic thermal conductivity and high hole concentration results in value
of ZTe to be close to unity for pristine as well as doped system signifying higher
conversion efficiencyof thermal to electrical energyvalue at room temperature.Better
value of figure of merit at higher temperature emphasizes on its applicability over
large temperature range. Since, the dominance of Seebeck coefficient and electrical
conductivity in negative chemical potential region indicated p-type doping; therefore,
we studied acceptor dopant in the parent material and found its role in decreasing the
electronic thermal conductivity as an important milestone for further modification
in enhancing thermoelectric efficiency.
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Performance and Stability Analysis
of Industrial Robot Manipulator

Shailu Sachan, Harsh Goud, and Pankaj Swarnkar

Abstract Human–robot interaction (HRI) is essential in industry to the demands
of technical feasibility and productivity gains in terms of quality, accuracy, depend-
ability, and adaptability. Developing a human-like behaviour control method is one
of the most difficult elements of robotics research. The dynamic nature of human
responses complicates the task of a robot controller even further. This paper focuses
on the development of an optimumcontroller for controlling a human-like robotic arm
in industrial applications. The conventional technique of tuning of a PID controller is
inefficient, time consuming, and has limited capabilities. A Genetic Algorithm (GA)
is used to optimise the gain parameters of PID controller, with an objective function
based on the Mean Square Error (MSE) as the performance index being minimised.
The simulation results showcased the efficacy of GA-PID controlled industrial robot
manipulator in terms of performance and stability.

Keywords Human–robot interaction (HRI) · PID controller · Genetic algorithm
(GA) · Industrial robot

1 Introduction

Over the previous few decades, there has been a significant advancement in the devel-
opment of robots to fulfil industrial demands for increased productivity, quality, preci-
sion, and dependability. Many industrial processes that consume a lot of energy are
thought to be very efficient. To reduce energy consumption in the industry, industrial
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robots and automation systems must be properly designed and operated [1]. Robots
are employed to do dangerous, hazardous, unpleasant, and repetitive tasks.

When robots are employed in industrial applications to collaborate with humans,
human–robot interaction (HRI) [2–4] has become essential owing to the demands
of technical feasibility and productivity gains in terms of quality, accuracy, depend-
ability, and adaptability. The interaction includes many modes of communication
that may be broadly classified into two categories- remote interaction and proximate
interaction.

Position control is used in themajority of industrial robotmanipulator applications
namely, spray painting, polishing spot welding, material handling, assembling, pick-
and-place, product inspection and testing, etc. [5]. The position of robot must be
precisely controlled for these and numerous other applications. Controlling robots is
a difficult and complex task.

PID controllers are used in many sectors of industrial automation because of its
simplicity and cost-effectiveness [6–8]. But conventional technique of tuning of PID
controller is time consuming and poor. The stability of conventionally controlled
robot is low, which is unfortunate because stability is the most important perfor-
mance issue to consider when designing a robotic position control system. In order
to overcome these problems, the gain parameters of robotic controller with propor-
tional (KP), integral (K I), and derivative (KD) are optimised using Genetic Algorithm
(GA) that increases robustness and flexibility. GA [9–15] is an optimization approach
for stochastic global heuristic search based on natural selection mechanisms.

The following are the key contributions of this paper:

(1) Modelling of industrial robot manipulator that is robotically similar to that of
a human for human–robot interaction (HRI)

(2) Design an optimised GA tuned PID robot controller using Mean Square
Error (MSE) as an objective function to achieve accurate and efficient motion
execution.

(3) Analysis of the stability of robot performance with and without a controller.

In Sect. 2, the modelling of industrial robot manipulator is discussed. Section 3
present the GA tuned PID controlled industrial robot manipulator and simula-
tion results are showcased in Sect. 4 along with comparative analysis followed by
conclusion and references.

2 Modelling of Industrial Robot Manipulator

Modelling of industrial robot manipulator involves dynamics and kinematics.
Dynamics give the relation between force and torque of the manipulator whereas
movement of manipulator that is position, velocity, and acceleration is characterised
in kinematics. For many years, industrial robot manipulators are widely used to
perform a variety of tasks. Humans are helped by industrial robots to enhance quality,
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Fig. 1 Closed-loop control of human-like robot manipulator

accuracy, and technological feasibility. So, human–robot interaction (HRI) [2–4] is
essential.

For successful HRI, create a conceptual framework for a human-like robotic
controller for robust and behaviour-based control. Researchers studied human
behaviour, to create a control strategy that is robotically similar to that of a human.The
following equation can be used to represent the transfer function of the human-like
robotic arm [3, 4]:

T = −2.63 × 10−4s + 5211

s2 − 20.25s + 51.76
(1)

The closed-loop control of human-like robotic arm is shown in Fig. 1.

3 GA Tuned PID Controlled Industrial Robot Manipulator

Industrial robot manipulators are widely used in collaboration with humans to
perform a wide range of tasks [2]. Where, the robot is instructed to follow a specified
position trajectory and control. It is necessary to manipulate the robot’s end effector
in order to accomplish successful motion execution.

Stability is the most important performance issue to consider when designing a
robotic position control system. Tuning of conventional robotic controller is time
consuming and poor. The disadvantages of conventional controllers are overcome
by using GA. GA [9–15] is an optimization approach for stochastic global adaptive
search based on natural selection mechanisms. It is an iterative procedure that yields
the best solution. Table 1 showed the constraints (parameters) of GA-PID control
technique.

GA is used to optimise PID controller gain parameters, which include KP,K I, and
KD. In GA, the cost or objective function is needed to be opted such that it reduces
the MSE and provides the optimum value of controller parameters [14, 15]. The
objective function is denoted by:
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Table 1 Parameters of
GA-PID control technique

No. of iterations 50

No. of population 50

Crossover-Friction 0.8

Selection method Stochastic uniform

Elite count 5% of population size

Crossover operator Arithmetic

Lower Bound [0 0 0]

Upper Bound [100 100 100]

No. of variables to be optimised 03

J = 1

t

t∫

0

te2(t)dt (2)

Figure 2 shows the flowchart of robot manipulator control using GA tuned PID
controller.

Create an Initial Random Population of 
Chromosomes 

Generation No . = 0

Evaluation of the fitness value 
associated with each chromosome

Max. Generation 
Reached?

START

Update the Fitness Value

Selection

Crossover

Mutation

Operations of GA

Save Best Solution (KP,KI,KD)

Yes

STOP

No

Gen = 
Gen + 1

Θ(s)e(s)
ΘO(s)

UC(s)
76.5125.20

52111063.2
2

4

ss

s
TsK+

s
K+K D

I
P

PID 
Controller

Robot
Manipulator

d ttte
t

J
t

)(1

0

2

Fig. 2 Block diagram of robot manipulator controlled using GA-PID
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4 Result

The position control of an industrial robot utilisingGA-PID by tuning its gain param-
eters to achieve the best solution. The step response of robot manipulator without
controller is given in Fig. 3 and with controller is given in Fig. 4. Step response with
controller is highly nonlinear. The GA-PID controlled robot manipulator’s response
follows the input command effectively after 0.017 s having risen time 2.5035e-04 s,
peak time 0.0015 s, undershoot of 0.0225%, overshoot of 73%, and the objective
function value is 5.084199868849308E-5.

Figure 5 exhibits the graph between the best fitness and mean fitness for GA. It
can be observed that values of best fitness and mean fitness are appeared nearby each
other. Hence, presenting the optimal outcomes for the controller parameter values.

Figures 6 and 7 depict the stability analysis for a robot manipulator without and
with a controller using bode plot. The industrial robot is unstable without a controller
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Fig. 3 Step response of robot manipulator without controller
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Fig. 4 Step response of robot manipulator with controller
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because the phase margin is negative, whereas it is stable with GA-PID because both
the gain margin and the phase margin are positive.

Figure 8(a) shows, the graph between the no. of children and individual which
examine the selection function. Figure 8(b) shows the Best, Worst, and Mean Scores
for the GA parameters during iteration.

Table 2 compares the performance and stability of the robot manipulator with and
without controller.
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Table 2 Comparative
analysis

Parameters Without controller Controller tuned with GA

Gain margin ∞ 73 dB

Phase margin −80.5° 121°

Settling time ∞ 0.017 s

Stability Unstable Stable

Accuracy Very poor High

5 Conclusion

This paper concentrated on the development of an optimum controller for controlling
a human-like robotic arm in industrial applications. The conventional technique of
tuning of a PID controller is time consuming, poor, inefficient and has limited capa-
bilities. Stability is themost important performance issue to consider when designing
a robotic position control system. The bode plot showed that robot is highly unstable
without controller. The disadvantages of conventional controllers are overcome by
using GA-PID controller. It tunes the controller’s parameters optimally using the
MSE objective function. The mean square error is minimised to optimise the objec-
tive function. The simulation results exhibit that GA-PID controlled robots perform
better and are more stable than traditional controls.
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Performance Evaluation
of a Hybrid-MAC Protocol for Small
Sensor M2M Devices

Aditi Chakraborty , Ansh Verma , Pawan Kumar Verma ,
and Rajesh Verma

Abstract Machine-to-machine communications are one of the reliable technologies
for next generation communication systems, which is implied for enabling commu-
nication among a large number of devices without any human intervention. To facil-
itate the requirements of such kind of network where a huge number of devices are
connected, the current versions of MAC protocols need to be upgraded to make the
network more reliable, scalable, and energy efficient. In this paper, we propose an
adaptive hybrid frameMAC protocol which adjusts the wait time due to transmission
slots for small sensor devices by designing the frames based on the power constraint
of the devices. This technique gives better results compared to the other standard
existing techniques without compromising in throughput. This algorithm reduces
the delay of the system as compared to the fixed size hybrid frame MAC protocol by
14%. The results are simulated in MATLAB.

Keywords Machine-to-machine communications · Hybrid frame ·MAC ·
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1 Introduction

Some of the key requirements of M2M communications are the kind of medium
access control protocols which are cost efficient can provide ubiquitous connectivity
and have low complexity. That is whyM2Mcommunications find its application over
a wide range [1]. Some of the research topics such as eHealth care, weather tracking,
and smart homes are utilizing M2M network which mainly has a large number of
small powered devices communicating through a single channel [2]. For example,
smart homes, which is one of the useful applications of M2M communications, aim
to integrate home automation by allowing several devices to be connected to the
Internet-enable users so that they can monitor and control them remotely [3]. This
smart home system uses several small powered sensor devices like smoke detector,
light detector, water leakage detector, and smart thermostat. Since these devices
are mainly battery powered and are unable to afford lot of power consumption for
transmission, therefore, the current version of MAC protocol needs to be upgraded.
The sensor devices collect information from the physical world and uplinked them at
IoT server through aggregators. When data are transferred through uplink channel,
the size of contentionwindow plays an important role. Increasing contentionwindow
sizemay increase the delay as well as increase the power consumption of the devices.
Old techniques [4] like create cluster or put the devices into sleep mode to reduce the
energy utilization do not meet the requirements. TDMAwhich is a reservation-based
MAC protocol eliminates the collisions and improves the channel utilization at high
contention level. MAC protocols which are contention based such as carrier-sense
multiple access with collision avoidance (CSMA/CA) are not suitable for highly
dense network. For sensor networks, the best suited contention-based MAC protocol
is Aloha [5] and its variations. In this paper, we propose an adaptive hybrid frame
MAC protocol which merges the advantages of both the contention-based and the
reservation-based techniques [6], and the time frame is adaptive in nature based
on the power constraint of the devices. The contention interval uses slotted Aloha
protocol, and the transmission interval uses TDMA protocol. The contribution of the
paper can be summarized as below:

• Modeling an uplink-centric MAC protocol with respect to M2M network which
would reduce the delay of the system by adjusting the transmission interval.

• Designing hybrid frames based on the power constraint of the devices.
• A simple computational approach which does not compromise with the

throughput.

The rest of the paper is organized as follows: In Sect. 2, literature survey is
presented. In Sect. 3, we describe the proposed systemmodel and the frame structure.
The proposed adaptive hybrid frameMAC protocol is described in Sect. 4. In Sect. 5,
we describe the simulation results. Section 6 has the conclusion.
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2 Literature Survey

Literature work [7] discusses about aMAC protocol which is energy efficient and has
two steps. First step is the contention-based and reservation-based protocol for M2M
network, and the second step proposes partial clustering. The result shows reduced
delay. In [8], the authors suggest two techniques to improve the energy efficiency
where the access probability of the users is adaptively controlled. The simulation
result shows an improvement in energy efficiency. Further, [9] discusses an energy
saving mode called FESM that minimizes the energy spend for retransmission. This
method saves the energy consumption up to 30%. In [10], the author proposes a
technique to update the M2M networks hierarchy by structuring them to carry out
data transmission between terminal node and sink node in an efficient way using
cluster head. This result shows reduced energy consumption by each node related
to other MAC protocols. The paper work [11] proposes smart sleep protocol for
M2M network in order to increase the energy efficiency. Here, clustering approach
is used to balance the power consumption across the M2M network. The literature
work [12] proposes Mac duty-cycling protocol where the nodes are segregated into
subgroups which are disjoint, and each node has different duty-cycle configurations.
This approach reduces the network delay and energy consumption.

3 System Model

Our system as shown in Fig. 1 consists of a large number of small powered sensor
devices sharing a single channel. Here, nodes are represented as Ni where i = 1; 2
… n. n is the maximum number of devices present in the network. We assume that
nodes are always ready for transmission and receive hybrid time frames from the
base station. In our system model, the time frames may not be equal in size. First, a
device wants to send data to the eNB node using slotted– Aloha during contention
round. The signal is received in a time slot t of eNB contention round successfully,
if no collisions take place. The total number of time slots in contention round may
vary according to the frame size.

After receiving the signal successfully, the base station executes protocol on that
signal including all received signals to resolve packets. Now, the devices which are
successful to send data during contention slots reserve a time slot in data transmission
interval (DTI) to transmit data. DTI uses time division multiple access (TDMA)
frame. The TDMA frame size may not be equal in size. Now, the unsuccessful
devices will have to wait for the time δ which is described later for next contention
opportunity. We assume here that the packet arrival rate for all the devices is constant
and follows Poisson distribution.
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Fig. 1 Proposed system model

3.1 Frame Structure of Hybrid-MAC Protocol

Data are transmitted in M2M network frame by frame. Frames are hybrid in nature.
This time frame has four different intervals such as contention notification interval
(CNI), contention interval (CI), time slot announcement interval (TAI), and data
transmission interval (DTI). They are described as follow:

ContentionNotification Interval: All the frames startwithCNI. In this time interval,
the base station executes amessage to notify all the devices within its proximity range
indicating the start of the contention round. After receiving the message, the devices
which have data to transmit get ready to contend during CI.

Contention Interval: During CI, the devices which have data to transmit contend
to reserve a transmission slot in the DTI. First, the device has to send a transmission
request message (REQ) to the eNB. If no collisions are occurred, then only the
contention is considered successful. Then, the eNB reserves a valid time slot in
the DTI for this device and send an acknowledgment signal. Thus, the eNB will
send an acknowledgment signal to all the successful devices with the reserved time
slot number. After receiving the acknowledgment signal ACK, the devices will stop
sending the REQmessage to the eNB. Slotted Aloha contention scheme is used here.
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Fig. 2 Adaptive hybrid frame structure

Time slot Announcement Interval: After finishing the contention round, the eNB
starts forwarding a massage to all the devices within its proximity range that declares
the termination of the CI and start of the DTI.

Data Transmission Interval: During the transmission interval period, only, the
successful selected devices are permitted to send the data packets in the reserved
time slots. Slots are provided in the sequence in which devices win the contention
round. TDMAmechanism is used here. The hybrid frame structure is shown in Fig. 2.

The time frames may not be in equal size.

4 Adaptive Hybrid Frame MAC Protocol

The proposed MAC protocol in this paper is mainly for small sensor M2M network.
The communication is within the cell where the devices establish communication
with the serving base station using a single dedicated channel.Only, uplink communi-
cation is considered here for the implementation of the protocol. Data are transmitted
frame by frame. The time frame has mainly two parts: contention interval CI and
data transmission interval DTI. The size of the frame plays a major role in deter-
mining the throughput of the system. Too small or too large size frame size reduces
the system throughput. Again, large size frame has large data transmission interval
which increases thewait time for the devices for next contention interval. This creates
problem for low-powered devices as they cannot afford lot of power consumption.
The proposed protocol adjusts the transmission interval delay (δ) based on the power
profile of the devices and reduces the wait time for the devices for next contention
interval and thus reduces the system delay without compromising in throughput.
Information about the power of devices within the cell is achieved from random
access channel (RACH). Based on the device power, the transmission interval is
calculated using the proposed algorithm which is described later. Then, the time
frame is generated. All the devices which have data to transmit first send a request
message (REQ) to the base station during contention interval. The successful devices
which win during the contention round reserve a time slot in transmission interval,
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and all the unsuccessful devices have to wait for a delay time (δ) calculated by the
proposed algorithm to contend in the next contention round.

Proposed Algorithm

Step 1: Power of the device “β” is achieved.

Step 2: Set the threshold value “θ” based on the power profile of the devices.

Step 3: Calculate δ = (β/θ ) * 100.

Step 4: Provide contention round after interval δ.

Step 5: Return δ.

The value of the contention interval is calculated based on the value of δ.

Here, CI = (1/3) * δ.

4.1 Different Cases

Homogenous Power Devices: If the M2M network consists of the devices having
same power, then the time frame will be equal in size. In that case, the choice of
threshold value is important. The aim of our proposed algorithm is to reduce the
transmission delay without compromising the throughput. If the threshold value is
greater than the device power, then it will reduce the system throughput, but it will
also reduce the data transmission interval. A better system throughput is achieved if
threshold value is less than the device power. But, the lesser threshold value increases
the data transmission interval. So, the choice of threshold value should be such that
there remains a tradeoff between the system throughput and transmission delay.
Too small and too large threshold value compared to the device power affects the
system throughput and introduces more delay into the system (too small threshold
value). These threshold values should be avoided to achieve an efficient system. The
simulated result is shown in Sect. 5.

Heterogeneous Power Devices: If the M2M network has the devices of different
power value, then some middle value of the power range should be set as threshold
value. Different power values play a vital role in frame designing. Considering all the
different device power in frame, designing sometimes reduce the system throughput.
To achieve better system throughput, the device power should be chosen in a wise
manner based on the network traffic. Simulation result is described in Sect. 5.

5 Simulation Result

We simulate the scenario on MATLAB (9.0) for 100 M2M devices. Figure 3 shows
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Fig. 3 Performance comparison

the performance comparison of the adaptive hybrid frame MAC protocol with fixed
size hybrid frameMAC protocol in terms of throughput. The frame size of fixed size
hybrid frame MAC protocol is 150 ms. The network consists of the devices whose
power values remain within the range of 1–10 dbm. This comparison shows that
adaptive hybrid frame MAC protocol improves the system throughput as compared
to fixed size hybrid frame Mac protocol by 6.4%.

In Fig. 4, bar 1 represents the system delay due to fixed size hybrid frame MAC
protocol, and bar 2 represents the system delay due to adaptive hybrid frame MAC
protocol. Through simulation, we observe that adaptive hybrid frame MAC protocol

Fig. 4 Comparison of system delay
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reduces the system delay by 14% as compared to the fixed size hybrid frame MAC
protocol.

Figures 5 and 6 show how the choice of threshold value affects the transmission
delay and the system throughput. In this case, the network consists of homogenous
power deviceswhere the power of each device is taken as 10 dbm.When the threshold
value is set at 11 dbm, 13 dbm, and 15 dbm, transmission delay and system throughput
both get decreased. Better system throughput is achieved, when threshold value is

Fig. 5 Variation of data transmission delay due to different threshold value

Fig. 6 Variation of throughput due to different threshold value
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set at 4 dbm, 5 dbm, 6 dbm, 8 dbm, and 9 dbm, but these values introduce more
transmission delay as compared to higher threshold values.

Figure 7 shows the simulation results, which compares the throughput of a homo-
geneous power networkwhen threshold value is set at 8 dbmand11dbm, respectively.
This result supports the fact that a high system throughput can be achieved when the
threshold value is lesser than the device power (10 dbm) as compared to the situation,
where threshold value is higher than the device power.

Figure 8 illustrates the simulation results for a heterogeneous power network in
terms of throughput. The results show that if all the different power values within the

Fig. 7 Comparison of throughput for homogenous power network

Fig. 8 Throughput comparison of heterogeneous power network
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Table 1 Simulation
parameters

Parameter Value

No of device 100

Packet length 128 bits

Bit rate 512 kbps

Symbol rate 256 kbps

Time slot 1 ms

CNI 5 μs

TAI 5 μs

Service radius 100 m

power range are considered for frame designing, it will reduce the system throughput
as too small and too large frames affect the system throughput. But, if some random
power values are considered to design the frames based on the network traffic, it will
give a better system throughput. The simulation is carried out for the power range
1–10dbm keeping the threshold value at 5 dbm.

6 Conclusion

The work in this paper focused on designing an adaptive hybrid frame which will
adjust the wait time of the devices due to transmission interval based on the power
profile of the devices. Also, a computational approach of the proposed method has
been provided for homogenous and heterogeneous power network. MATLAB (9.0)
has been used to investigate the efficiency of the proposed computational approach
in terms of throughput and system delay. The simulation results have provided the
idea about the right choice of the threshold value for homogenous power network
to achieve high throughput and the idea about the selection of the power devices for
heterogeneous power network to get better throughput.
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Converting Braille Symbol and Words
to Voice

Ritwick Bhattacharya, Harish Sharma, Sandeep Chaurasia,
and Satpal Singh Kushwaha

Abstract Braille system is there for almost a century in English language. The six-
dot pattern is being used for describing a lot of syllables in the English dictionary
like the alphabets and many words and phrases. There are many works, which has
been done to help blind people to read and write and able to communicate with a
person who is totally able to read and write. But there are very few instances where
the text input of a blind person is being converted into voice. So, in this paper, we
have presented a model to solve this issue using neural network with 97% accuracy.

Keywords Braille script · Neural Network · Character Segmentation

1 Introduction

Braille started originally not as a reading and writing script for the blind but as a
secret code language devised by a French army general named Charles Barbier. It
was used by him as a code language to communicate with Napoleon Bonaparte and
other troops during battlefield because they did not want to allow their enemies to
learn about the messages they wanted to give between each other, and it became
popular among the troops as it did not use any kind of lights nor any kind of sound
that would allow the opposite army to know any kind of message is being passed
[1, 2].

Before thewar,CharlesBarbier learned about a systemof communicating between
troops, which used a grid system of rows and columns, in which the message was
passed by switching ON and OFF the lights in the rows and columns. This system
was called as Polybius square, named after a famous Greek historian, Polybius. So,
keeping this idea in his mind, he started to create a system of sign language, which
would use characters shaped inside a square. This was named sonography by Charles
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Barbier. But to write a message in this system, a user had to make paper cuttings
with any tool they had (mostly used was knife as it was available with almost all
the soldiers). This type of scripting was called as night writing, and initially all the
symbols in it were for French as it was being used in the French army. But when he
went to propose this idea to his higher ranks, they disapproved it saying it was not
practical and was not accurate [1, 2].

Even after getting rejected, he never gave up on night writing. So, he started
to cover up the comebacks of the system, and he presented this new and advanced
version of night writing to the first blind school in the world named as Royal Institute
for Blind Youths, which was located in Paris. Here, Barbier started to teach young
blind children how they can use the night writing to communicate between each other
and how they can use any stylus like apparatus that can make markings which could
make impressions on a paper, which can be touched and felt by any person. But the
problem with this system was that it can be only used for words. It did not contain
any kinds of punctuation symbols, which also caused issues while writing French
words and sentences. One of the students over there took this system and started to
modify it in such a way that all letters and punctuations can be written and is easy to
understand for any blind person reading it by touching. His name was Louis Braille,
and he took another nine years to perfect the script. Louis Braille was born in 1809,
and he became blind by the age of 5 due to accident and infection. He was more
determined for this system because he did not want any blind people fall back in
front of a normal person in terms of education [1, 2].

After successful modification, Braille system for writing and reading was created,
but not before Braille’s death, this system became officially recognized in the year
of 1854. After few years, the system of Braille reached in Great Britain in 1861, but
it never was officially accepted before 1918 [1, 2].

2 Methodology

2.1 Use-Case

Let us assume that three possible individuals can use this application as a means of
bidirectional communication. All of these individuals have different traits, so instead
of mentioning them using their traits it would be easier if the individuals were listed
along with their traits. They are listed below:

• A has no problem in seeing or speaking.
• B can speak properly but not see.
• C cannot see properly and not speak.

Based on these three individuals, if any two of them are to take part in a two-way
communication, then three use cases are possible. All these cases will be briefed
below discussing about the conditions required for this application to work, whether
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the application would work at all or not, and if not, then what can be done to ensure
the application works.

The first case is when A and B communicate. Here A can talk to B, but A can write
to B, but for A to understand what B wants to write, A needs to know something
about Braille scripture which he can use to communicate what he wants to say to B
so that A can read the translation and understand that B wants to say [3–6].

The second case is when A and C communicate. Here C cannot understand what
A wants to say, but if C wants to say something, then he/she needs to know Braille
language which the application can convert into text or audio for A to understand
and vice versa [3–6].

The third case is if B and C want to communicate. Requirement is that B as well
as C is required to know the Braille of a common language so that they both can
communicate through Braille scriptures that could be printed on special printer made
for Braille characters [3–6].

The suggested systembySarkar andDas [4] comprises aBraillewriter keyboard, a
physically refreshable Braille display (named SPARSHA), a remote communication
mechanism through SMS and a text audio output system.

Shahbaz et al. [5] created a system that takes input from a Braille keyboard and
creates voice as well as the ability to read documents. Braille slate is made up of
tiny dots that are arranged in cells. A cell is made up of six dots that fit between
the fingers and are grouped into two three-dot segments. Each cell corresponds to
a letter, a word, a combination of letters, a numeric or an accent mark. The major
four dots are used to shape the underlying ten letters of the letters in order (1, 2, 4
and 5). The following ten letters are formed by including a speck 3, and the final
six letters are formed by adding a spot 6. Complement is handled by its own unique
dot pattern, which is typically seen in the cell’s lowest third. Regardless of the letter
set, the Braille code connects multiple compressions, which are Braille cells that can
address a group of letters or the complete word.

Khajwali et al. [7] developed a method that uses the Raspberry Pi to transform
any Braille character into a sound that is similar to the character in any language.
However, there are some optical Braille recognizers that can recognize characters
and turn them into text in any natural language in the world. Any product that can
convert text to voice can be taken a step further and used for voice conversion. It will
allow anyone who does not know Braille to communicate with a blind person using
text and speech through the use of software.

S. Kurlekar et al. presented a device that captures pictures and converts them into
audio output (Speech) using OCR and text-to-speech synthesis. The Raspberry Pi
is used to convert printed documents into text files, and the PyTesseract library and
Python programming are used again. Google’s text-to-speech (gTTS) and the Python
programming language are used to process and transform text files into audio output
(speech).
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3 Working Model

3.1 Preprocessing the Text

The Braille input is preprocessed in the same way that any picture is preprocessed
before being used in a machine learning model, i.e.,

1. Converting into grayscale image

(a) The average of R, G, B value of an image is taken, and the average value
is being called grayscale value of the image [5–7].

2. Applying segmentation algorithm (here its binary thresholding and Otsu
thresholding)

(a) Each pixel of an image is replaced by a black pixel if I{i, j} < T, where
I{i, j} is image intensity and T is some fixed constant [8, 9].

(b) The Otsu algorithm makes the work much more efficient and accurate as
compared to another algorithm [10].

(c) Here, amix of both binary andOtsu has been used to increase the accuracy
and efficiency of the model.

3. Removing Noise from image
Noises are the unnecessary disturbances that are present in the image that

may cause issue in image reading. There are many techniques to remove noise
from the image like: trade-off, Chroma and luminance noise separation, linear
smoothing filters, anisotropic diffusion, nonlinear filters, wavelet transforma-
tion, statistical methods, block-matching algorithms, shrinkage fields, and deep
learning.

(a) For this, we have used blurring, which is a type of nonlinear filtering to
remove noise from the image [7, 11].

(b) Blurring can be defined as a technique where pixels which can be defined
as “outlier” is removed. It is also defined as a “low-pass” filter, i.e., which
only removes noise and does not change the main image.

(c) A blur is a very common operation we need to perform before other tasks
such as edge detection.

4. Conversion into binary image

(a) The image is then converted in a form where the pixels only contain RGB
value either as black (0, 0, 0) or white (255, 255, 255) in the pixel value.

(b) The names black-and-white, monochrome, or monochromatic are often
used for this concept.

(c) It helps the model to understand a picture much better and efficiently.
(d) Increasing the efficiency as well as accuracy.
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Fig. 1 Basic explanation given by Satoshi Suzuki of contouring algorithm in 1985 [12]

3.2 Contouring

Contours can be defined as the process of joining points, which are continuous in
nature and have same characteristics. It is mainly used while doing object detection
and shape analysis. Contours can be extracted from the binary image which was
obtained from the preprocessing step. In this, we have used contouring technique
given by Satoshi Suzuki [12].

The algorithm is already defined in the OpenCV library, so we do not have to
create another file for getting its functionality in the model (Fig. 1).

3.3 Character Segmentation

Character segmentation is defined as the process how we are able to define an indi-
vidual character out of the image which has been processed using grayscale and
noise reduction [13]. The character segmentation in this is based basically on basic
mathematic model made using the basic concepts of matrices.

This can be also made much more complex and powerful using artificial neural
networks (ANN), but while using neural networks, it showed a significant problem
[14].

The following steps were used to execute the segmentation.

i. Calculate the mean radius and diameter of each dot in each Braille character
using the contours.
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Fig. 2 Example of
segmentation

ii. Using the radius and diameter, find the center point of all dots in each Braille
characters.

iii. Using the radius and diameter, find the center point of all dots in each Braille
characters.

iv. With the X and Y points, find all possible Braille characters as 3 × 2 matrix
[8].

v. Get each Braille character bounding rectangle coordinates with the bounding
rectangle coordinates, each Braille character can be segmented.

With each Braille character segmented as separate images, we can do simple
image processing to convert the image to a 3 × 2 matrix, and this matrix can be
converted to vector with single dimension. Each combination of such vectors will
represent a character in English; thus, a sentence can be constructed (Fig. 2).

Then, this English character is passed through voice APIs for the conversion into
voice, which would give English syllable as the output of the given Braille symbol
or directly passing all the characters after processing into voice APIs that would give
the word as voice output.
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Fig. 3 Capital B is shown
with a dot ahead of the
character symbol

3.4 Formulas Used

• OTSU thresholding:

σ 2
w(t) = w0(t)σ

2
0 (t) + w1(t)σ

2
1 (t)

where w0 and w1 are defined as probable occurrence of two classes separated by a
threshold t and σ 2

0 (t) and σ 2
1 (t) are variances of these two classes [10].

3.5 Limitation of the System

The meaning of the symbol may/may not actually be defined in the code. Some of
them are mentioned below:

• There may be issues in understanding the capital letters because of the symbol of
capital uses a dot before the particular character.

• It may not work with any language which is not defined in the source code,
i.e., symbol for a character in a particular language may be different from other
language (as depicted in Fig. 3).

• The space between two characters may be large enough that could make reading
of character tough for the machine on which it is working.

• There may be errors when neural networks are been used for training for code
segmentation may be because of error in dataset which is been used for training.

• The mapping of the characters may not be correct in the code, which may lead to
wrong interpretation of the character symbol.

• The API for the voice may/may not work perfectly, causing delay or wrong output
[15–18].

• Do not confuse the full form of API. It stands for “application programming
interface” [15–18].

• The short form, “i.e.,” is for “that is”, and, “e.g.,” is for “for example”.
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Fig. 4 Conversion of word
hello from Braille to English
characters

4 Conclusion and Results

Wewere able to do segregation and recognition of Braille characters in real time with
conversion into text without any delay. The time taken to do this is almost equivalent
to many artificial neural networks present at this time. The time complexity of this
process is also equivalent to a neural network [19, 20].

The Braille recognition can be also done on low-powered device as it can be
converted to a web-based application, and process is being done on a server-based
back-end processing and also due to this program does not use any kind of neural
networks [19, 20]. The accuracy of this model is approximately at par with any neural
network which is close to 97% [19, 20]. The voice for the given character and word
is working but causing latency due to reading characters in a loop [19, 20] (Fig. 4).
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Exploring Security Threats and Attacks
in Software-defined Networks

Gaurav Prasad, Devi Prasad Sharma, and R. Jaya Krishna

Abstract In the new era, software-defined networking (SDN) addresses the issue
which exists in traditional or the conventional networks. So, it is one of the important
areas in the field of networkingwhich has lot of scope in near future. The SDN imple-
mentation identifies separation of data and control plane which has a new layer, i.e.
abstraction layer which is called as controller. Although new architecture overcomes
major problems or issues in traditional network but introduces new security issues
which may be result in exploiting the vulnerabilities to perform different attacks.
In this paper, we discuss the need for SDN and difference with traditional network,
architecture, and possible applications of SDN. Secondly, we list out possible threats
and discuss in detail different security attacks and analyze it to identify their cause.
Furthur, we identify most important security attribute which has to be preserved to
overcome most of the attacks. Finally, conclude with possible future work in this
direction to mitigate these identified attacks.
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1 Introduction

The rapid growth of technology and need of the same with respect to business around
the globehas forced the needof growth in the area of communication through Internet.
This requires technologies for networking tomanage resource efficiently and provide
scalability. Further, this has increased the complexity of conventional or the tradi-
tional network [1]. Moreover, their management has been very difficult task for the
network administrators. The shortage of skill set or skilled professionals required
with technical expertise has been one of the big issues which is very much concerned
for present scenario. For example, in the current scenario, network contains different
devices, technologies like wireless, virtualization which is uses command-based
interfaces and also has specific formats with respect to different vendors. Further,
proper documentation ofmanuals related to configuring these devices is also an issue.
Further, handling of these different devices in dynamic environment requires in depth
knowledge of concepts. Lack of these knowledgemay result in unexpected situations
[2]. These points clearly show the challenges in managing traditional network which
is heterogeneous and in large scale.

To overcome these issues, wherein, the process of setting up and configuring the
devices has to be rapidly done which requires improvement and use of new inno-
vative ideas to enhance and improving the network architecture has led to evolution
of software-defined networks (SDNs). The concept of SDN as an platform started
since 2000with different technologies. This technology allows efficient and effective
management of networkwhichmay be homogeneous or heterogeneous network. The
limitations in traditional network are that once the policies are implemented during
implementation of devices, it cannot be changed in coming days, i.e. the flexibility
on configuring dynamically is not possible whereas it is possible in SDN platform.

The Fig. 1 in which a topology given shows the difference between the traditional
network (TCP/IP model) and the SDN network.

Fig. 1 Difference between traditional and SDN
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The paper has Sect. 2 explains the architecture of SDN and discusses the existing
application and future scope of application in different domain and also about the
challenges in it. Section 3 discusses of about security threats, security attributes, and
different security attacks in different layers of SDN and also lists out different causes
of security attacks.

2 SDN Architecture and Applications

Architecture: SDN architecture has emerged with wide variety of application,
wherein the functionality of network devices is managed by centralized controller.
The idea is to remove the intelligence of the devices or nodes through data and control
plane separation [3]. The structure is shown in the Fig. 2.

Infrastructure/DataLayer: Layer composes of network components or devices like
switches, routers, and network access points. This represent the data plane, i.e. the
duty of this is to forward the data packets. Control Layer: As the name suggests this
layer has the responsibility to deal with traffic flow, i.e. take decision on the routing
the packets, dropping, and forwarding through programming. The south-based API
is the interface of control layer with the infrastructure layer as shown in the Fig. 2.
Application Layer: This layer deals with the applications developed related to busi-
ness logic. This layer deals with firewall, intrusion prevention, intrusion detection,
and also virtualization. It uses north-based API to communicate with control layer
as shown in the Fig. 2.

Applications of SDN

The concept of SDN has lot of applications and services in different domains out of
which few very important domains, where SDN is applied are listed out.

Fig. 2 Architecture of SDN
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Monitoring andMeasurement:Networkmanagement task is very important task in
maintaining the network and even in upgradation of the network,wherein it is done by
measuring the traffic flow in the network. This task is usually done by using existing
custom-based hardware which has specific task of collection of data flow or traffic
and analyzing it. This can be replaced by existing SDC-based open flow switched
which can have rules and prioritymatches and appropriate algorithms for doing in the
same task of monitoring and measuring the traffic which will reduce the overhead of
using dedicated device which is done in traditional network [4]. Security: Enterprise
network deals with security in reactive way and also depends on each security of each
node and also the middle box which becomes complex as it requires communication
between systems and protocols leading to the in appropriate behaviour and delayed
response to different attacks. To overcome this, it requires mechanisms in network
layer which can have remedy related to access control. By using the concept of SDN,
we can have dynamic control access policies, i.e. use of programmable switches to
handle dataflow in lower layers. It can enforce high-level security basedon thehigher-
level security [5]. Cloud: Nowadays, most of the applications are hosted in cloud
environment which in turn requires virtualization environment for implementation.
The advancement of virtualization has led to higher complexity and dynamicity
of data centre which requires proper utilization of network resources for network
management. The concept of SDN supports these features that suits virtualization
environments [6]. Middleware: The performance of middleware is crucial to provide
services like performance, security, and policy enforcement. This will make sure
the data flow is in proper desired way which is manually done and based on the
expertise. To improve this, SDNgives promising results using the concept of resource
management, packet modification, and policy enforcement [7]. Optical: Distributed
application around the globe requires huge transfer of data which is challenging
task. This requires proper utilization of resources including packet switching and
circuit switching. Wide area network which deals with this scenario requires quick
reconfiguring the devices including optical deviceswhich givesway tomanage traffic
in better manner. The advancement of SDN and concept of dividing the data and
control plane can be applied to WAN, i.e. generalized multiprotocol label switching
can integrated with data plane which give rises to new framework for developing
intelligent network applications [8].

Challenges

The concept of SDN has many advantage but has different challenges. The SDN
has many applications but also introduces different challenges which has to be
addressed. Security, scalability, trust, policy framework, performance, andplacement
of controller are few such challenges.
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3 Security Threats and Attacks

Security Threats: Any network in practical terms should provide properties which
are very important for network to function properly whichmay not be directly related
to security but such may result in new security threats concerns [9] which are listed
below. Forwarding: A switch in any network should be able to forward information
to all the hosts which are connected to it based on the configuration. Loop Free: Any
network which has multiple nodes or devices which may form loops which should
not result in forwarding loops in forwarding table. Redundancy on Links: In case of
multiple links amongst multiple nodes, it has to ensure that data transmission can
happen in all links, and the network topology should remain unchanged if network
goes down. Device Redundancy: All though a node goes done or failure in one node
does not affect theworking of the remaining nodeswhich is referred as availability. E.
Scalability: The management of network should be manageable with less overhead
even though the network expands or result in large network.

Security Attributes: ITU-T X.800 [10] has discussed and identified the five secu-
rity services which has to be provided based the layers which are listed below with
definition. Confidentiality: Confidentiality is a property in which the content of the
data is not revealed to third party, i.e. sharing the data with the intended user only.
Integrity: This is a property through in which the end receiver will be able to identify
whether the received data are been tampered or altered. Availability: It is the property
wherein the intended user has to get the service or able to access the functionality of
the system or application. Authentication: Authentication is a process where the user
proves his/her claim, i.e. user has some credentials to prove his identity to the system
or application. Non-repudiation: It is a property in which the transactions done by
the entity will not be in state of denial of his transactions done. Authorization: This
basically deals with access levels or privilege levels of the user. In this, the constraint
of usage on resources or objects is based on security level or privilege. Accounting:
This property deals with logging of information which helps in non-repudiation
process. Anonymity deals with the protecting the identity of user with respect to the
external world. However, most of the security threats and vulnerabilities are based on
confidentiality, integrity, and availability (CIA) [11]. The above mentioned attribute
is also applicable to the SDN environment also.

Security Attacks: The topmost layer is the application layer where all the applica-
tions lie or where the business logic exists. Based on the application, the underlying
layers are configured, i.e. the application which is to be implemented based on the
policies, directs the control plane to identify the flow rules which is communicated
through northbound API. The possible security attacks with respect to this layer are
as follows.

Malicious application: To provide greater flexibility and scalability of the appli-
cation, it requires SDN implementation. For this to happen, the control layer has
to identify proper flow table which has to be implemented in data plane. In this
scenario, the rate of success depends upon the trust between devices, i.e. switched,
nodes, routers, and access points with the controller. However, if a malicious appli-
cation takes part with the genuine application, wherein the malicious application has
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role in formation of flow tables leads to a scenariowhichwill damage the SDN imple-
mentation on large extent [12]. Hence, external applications pose a greater threat in
SDN implementation. Malware like virus, Trojan worm can perform these attacks
effecting the SDN, resulting in massive damage. These types of attacks deals with
vulnerabilities related to coarse granularity, which can be resolved using role-based
authentication techniques. Authorized Authentication: The northbound API deals
with interaction between application layer and the control layer. However, the trust
between them is major concern. The trust purely depends on whether the application
is secured in terms of attacks, i.e. the vulnerabilities in application cab lead into a
situation wherein attacker will generate flow rules which are malicious. Moreover,
the access control should ensure whether application is allowed to take part in the
process of generating the flow table rules [12]. It should ensure that through appli-
cation, control layer is fully exposed to attacks. Further not only flow tables, it may
change many things like deployment strategy, perform denial of service, stealing
of data, and many more. Though, this attack cannot be mitigated but can be mini-
mized having separate kernel and application module. Flow Rules Conflict: SDN
implementation has open-source applications which pose challenges for configura-
tion management and may lead to effect flow rules and the security policies. This
may lead to a state which will cause network crashes. The best way to overcome is
to have reduce flexibility in generating flow rules by using technique, wherein we
compare the existing flow rules and inserted flow rules [13].

Northbound interface: The methods of authentication and authorization in SDN
applications are diverse and constantly updating, hence trust between the application
and control layer is very big issue. Moreover, its openness and ability to programme
the northbound interface can be exploited by attackers to perform attack [14]. So,
there is a need to have standardization of this which can overcome this security issue.
Control Layer: The control layer plays a crucial role in SDN implementation which
controls the entire network. Any attacker able to compromise this layer will result
unpredictable damage to the network. Some of possible attacks are given below.
Denial of Service (DoS/DDoS) Attacks: As the name suggests any action which
leads into the state which reduces the availability of service is termed as DoS attack.
In this type of attack, attackers generate large number of illegal access resulting in
overloading the system which will lead to situation wherein legitimate users are not
able to access the service. The attackers here will craft huge number of packets for
which flow tablewill not have entrywhichwill be forwarded to controller for framing
the rules [15]. In this situation, it will overload the controller which may result in
crashing or delay in the flow table rules, thereby denying the service to legitimate
user. Hijacked Controller: In this type of attack, attacker compromises the controller
then rejects the request of the genuine user. The attacker may use any method, it may
be physical or logical way [15]. Though application layer logic drives the creation of
flow table, but if underlying control is hijacked then lead to unpredictable damage. It
is majorly due to centralized control of SDN and be mitigated by having distributed
approach of controllers. Poor Controller Deployment: The major security issue is
because of the controller. The implementation of SDN should be such a way that
controller will not be overloaded. It is purely the scenario of single point failure. So
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if the controllers are not deployed properly, it has drastic effect on the network. This
will also lead to privacy issue and policy conflict will affect the firewall policies.

Southbound interface: This interface deals with transferring the flow table from
control to data layer. So the communication has to be secure or else attacker may
get to know the details of flow rule updation based on which he can perform attacks.
The technique of securing this channel is major challenge [16].

The Data Layer: The layer deals with actual devices which include switches,
routers, and other devices which deals with processing, discarding, and forwarding
the packets. Some of possible attacks are given. Authentication: The possible attack
is with respect to the vulnerability that is the lack of trust between devices and the
controller. Forged network flow can be generated by amalicious switch in which data
theft and also can discard the genuine packets which will compromise with respect
to integrity and availability [16]. Further, the malicious switch can connect with
controller which can induce its effect on the generation of flow table. Side Channel
Attacks: The attack can be used by an attacker to get network-related information,
although it will not directly affect the SDN. The attacker can gather information
related to network like flow table by using this attack [17]. This is of high concern,
because SDN will be having confidential and private data of the user. By using
this type of attack may lead to data leakage problems. Further, attacks like denial
of service attack (Dos/DDoS attack) may not directly affect but effect the security
attributes such as confidentiality, integrity, privacy, authentication which can be used
by attacker to perform further attacks.

Cause of Security Attacks: To overcome these attacks, it is very important to
know the cause of these in SDN platform. Table 1 gives the details of the cause with
attacks, its corresponding layers, and security attributes related to it.

4 Conclusion

The basic idea in SDN is to separate the data plane and control plane which has
brought huge change in the field of networking which enables rapid application
development implementation which is the need of the hour. The latest technologies
such as data centres, cloud, optical communication, enterprise network, and Internet
of things are been using SDN environment for implementation. Although SDN has
improved the performance, it has introducedmanychallengeswhich includes security
also. The paper focuses on the security challenges in implementation keeping in
mind of security attributes and has discussed in detail about the threats and possible
attacks with respect to the different layers of SDN. Finally, the root cause of these
attacks is identified which will help the research community in identifyingmitigation
techniques to overcome these attacks.
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Optimized Control Function
with Estimation of System Parameters
Against Attack for Networked Control
System

Brijraj Singh Solanki , Renu Kumawat , and Seshadhri Srinivasan

Abstract Networked control systems (NCS) are prevalent in industrial and other
applications due to digitization in industrial controls. While digitization provides
more flexibility and key enabler for many novel applications, the system becomes
vulnerable to attack (e.g., eavesdropping). This paper focuses on computing optimal
system parameters to identify malicious attack in NCS. To identify the attack, system
performance metrics such as overshoot, peak time, rise time, and optimal policy
iterations are used. As computing optimal parameters considering the performance
metrics is a challenging task, different evolutionary computation approaches such
as particle swarm optimization (PSO), genetic algorithm (GA), and backtracking
search optimization (BSA) are used. With the optimal system parameters computed
using GA, PSO, and BSA performance metrics: rise time, overshoot, and policy
iterations were optimizing the overall system performance while being subjected to
attacks. Our results demonstrate that for the problem and example considered, the
PSO computed optimal parameters are more accurate.

Keywords Networked control system (NCS) · Genetic algorithm (GA) ·
Denial-of-service (DoS) attack · Backtracking search optimization algorithm
(BSA) · Packet loss · Particle swarm optimization (PSO)

1 Introduction to NCS

The networked control systems [1] are defined as where components coupled tightly
through real-time communication system. In the networked system, the measured
signal traveled from sensor to controller via communication network and after
computation of control signal to actuator through real-time communication network.
The recent applications of NCSs are in medical field, critical infrastructure, robotics,
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process industries, defense system, space craft etc. The goal of networked system
is to transmit the critical information faithfully to maintain the performance and
stability. The malicious attacks designed by attacker may be introduced to degrade
the performance of the NCS.

Some of well-known attacks reported in literatures are Stuxnet worm, Davis-
Besse nuclear power plant attack, cyber-attack on a Ukraine power plant, electric
grid attack, Maroochy service attack, attack on German Steel Mill, etc. [2–5].

The attacks may be of denial of service (DoS) and service-degradation (SD)
attacks which are designed as per the specific information collected from eavesdrop-
ping or other means. By introducing aforementioned attack, system may be raised
to margin of instability, causing the performance degradation or halting the control
system. So it is important to secure the physical process and transmission medium
by adopting security policies and protocols. As far as concerned, the attacks are
designed based on compromised system knowledge acquired through eavesdrop-
ping, so in this paper through optimization of cost function, system parameters are
estimated. To demonstrate an effectiveness of the compromised system, an optimiza-
tion process is described to identify such systems, which is the key contribution of the
paper. Herein, particle swarmoptimization, genetic algorithm, and backtracking opti-
mization algorithm are used to find the optimized coefficient of plant and controller
transfer function.

Next part of paper describes the following sections in detail: the detailed literature
review process is discussed in Sect. 2. Section 3 illustrates the problem identification
including process of parameter assessment employing optimization algorithm. The
simulation results for problem with optimized coefficients are presented in Sect. 4.
Finally, the concluding remarks and future scope of works are discussed in Sect. 5.

2 Related Literature Work

In this section, different types of attacks and factors are discussedwhichmay degrade
the control performance and stability. The denial-of-service (DoS) and service-
degradation (SD) attack may be launched in either direction of traveling of signal
through communication network [6]. Herein, system is estimated by using the system
identification tool and BSA algorithm. The author presented an exponential stability
and receding-horizon control law to show the stability and performance improve-
ment [7, 8]. To evaluate the performance index for NCS undergone DoS attack,
an event-triggered-control system is developed adopting switching rules [1]. More-
over, false data injection (FDI) attack is employed to evaluate the stability using
Kalman filter-based predictive control approach for output tracking control problem
[9, 10]. Further, random switching controller is developed to identify the system
identification attacks in NCS. The designed controller obeys the control function
based on switching rules [11]. The improved NCS stability condition against attack
with linear quadratic Gaussian, Kalman filtering along with proportional-integral
derivative control action is studied in [12].
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In [13], performance index improvement in power system is represented by
defining the stability conditions using linear matrix inequalities (LMIs) and
Wirtinger-based integral inequality with delay bound subjected to DoS attack.
Furthermore, various attacks are discussed [14] in cyber-physical system (CPS)
along with linear quadratic function to show improved performance. The system
can be identified by extracting the information related to input and output to control
system [15, 16]. Based on the designed estimated system, the attacker can develop
the intended attacks. In [17], neural network (NN) method employed to detect the
introduction of anomaly in CPS and shown efficacy of the improved system.

The hash-based message authentication code and symmetric key encryption
methodology are used to protect the NCS against DoS and SD attacks in CPS. It
has shown the improved performance parameters against such attacks [18]. In [19],
author discussed the maximum allowed DoS attack which can be introduced in
NCS by defining suitable stability conditions with Lyapunov function. The switched
Luenberger observer theory adopted to design an observer-based switching controller
which can detect the covert attack in the NCS [20]. Here, designed system uses LMI
tool and convex programming which has shown the effectiveness of system. Another
attack defined as time delay attack [21] draws the system toward instability. The cryp-
tography free time delay switch design approach provided the upgraded stability with
such attacks. Furthermore, type of genetic algorithm used to calculate the gain of
controller which improve the performance of CPS by maximizing the jitter margin
[22].

The robust controller is designed based on the graph theoretic and system theoretic
approach to investigate the attackwhichmay be unidentifiable and undetectable in the
system. Herein, designed method showed the improved performance and robustness
[23]. The hidden and overt pattern attack are the terms discussed to elaborate the
attack consequences onNCS [24]. Such attacks degrade the stability and performance
of system by changing the energy cost control function.

The measured sensor data is secured by employing the dynamic watermarking to
faithfully transmitting the measured signal/data over the communication network.
Author discussed that detection of unwanted signal into system can be made through
this schemes [25]. Furthermore, for improving the dynamic response of system,
the suitable asymptotical-stability condition evaluated using LMIs and Lyapunov–
Krasovskii approach. Author discussed that performance can be maintained within
limitswith the designed event-based adaptive controller under uncertainty conditions,
i.e., bandwidth constraints and attack [26, 27]. Author discussed the quantization and
DoS attack for event-triggered system by designing controller [28].

The effect due to denial of service and packet loss is studied to design optimal
controller which compensate the effects induced due to attacks [29–32]. Author used
networked-predictive control (NPC) algorithm for designing such controller. The
stability of the proposed method for wireless networked control systems (WNCS)
calculated and validated using intrusion detection system [33].

The wormhole attack is performed by collecting the information or signals which
transmit over the network through breaching the communication networked nodes.
The author designed decentralized approach for the recognition of attack [34]. For
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Table 1 List of attacks

Attacks Method used by attacker References

StuxNet worm attack on a nuclear
power plant (2010)

PLC code modifications to send
false control signal

[2]

Australia’s Maroochy water services
(2000)

Infiltrate the SCADA system to
manipulate the code executed

[3]

Cyber-attack on a Ukraine power plant
(2016)

SCADA Hijacking [4]

German Steel Mill cyber- attack PLC code modification in system [5]

Denial-of-service (DoS) Inducing jitter, data loss and false
data injection

[6, 8, 13, 28]

Service degradation System identification approach [6]

Cyber-physical intelligence (CPI) Gather information by
eavesdropping

[6]

Denial-of-service attack/replay attack Packet loss/false data injection [6, 9, 19, 36]

Covert attacks PLC code modification/injects the
false control commands

[2, 6, 20]

protecting the data, which may be infected by the injection of attacks, traveling
through communication network, author designed time-varying coding matrices.
Such design resists an agent to gather information and to avoid launching an intended
attack by estimation of data [35].

In literature, it has been observed that system performance may be corrupted by
introduction of the designed intended attacks. Here, covert agent is able to design
the intended attack, if having the system-specific knowledge. The agent may get
information about the process by eavesdropping and other means. In this study, for
compromising the process and plant, an optimization process is adopted to compute
the coefficients and parameters of NCSs. Here, compromised system may be used
for degrading the system performance with designed attack based on knowledge
acquired. Some of the well-known attacks as reported in literature are shown in
Table 1.

3 Defining of Problem Statement

3.1 Design of the NCS with Attacker

Basically, an attackermay interfere in either direction of streamof closed-loop control
for collection of information traveling through communication network. The repre-
sentation of breaching NCS network by attacker is shown in Fig. 1. The sampled
signal by sensor traveled through communication channel to controller, and after
computation of control signal, it is directed to actuator through network. So while



Optimized Control Function with Estimation of System … 519

Fig. 1 Information
collection by attacker in NCS

Plant

Sensor

Actuator

NetworkControl 
Action

Attacker

communicating through network, signal may be interfere by attacker to get crit-
ical information of networked system to launch an intended attack. The plant under
consideration is linear time invariant.

3.2 Process of Estimation of System Parameters

The sensor sampled response is transmitted to controller over the communication
channel, and control signal calculated by controller is directed toward the actuator
over the same network. As shown in Fig. 1, it can be inferred that it is needed to
secure the data and communication channel from the point of view of attackers.
The attacker, based on the information access through breaching the network and/or
eavesdropping or other means, is able to synthesize the intended attack. The attacker
may design DoS and SD attack to degrade or compromise the system.

For designing attacks, attacker may perform the following steps to estimate the
coefficient of plant and controller transfer function.

• Step-1:Attacker acquires the knowledge about theNCSbyeavesdroppingprocess.
• Step-2:After acquiring systemknowledge, attacker defines the cost function based

on actual system.
• Step-3: Try to minimize the defined cost function for getting the optimized coef-

ficient of plant and controller transfer functions using optimization algorithms.
• Step-4: Based on the optimized coefficient, attacker is able to design attacks to

degrade the system performance and stability.

The attacker may design the following different forms of attacks based on the
estimated optimized coefficients of plant and controller transfer function as shown
in Table 1.
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3.3 Optimized Parameter Identification by Optimization
Algorithms

The information can be accessed through breaching the network and/or eavesdrop-
ping or other means able to synthesize the intended attack. The designed attack
introduced to degrade or compromised the system. Herein, it is preferred that system
can be compromised if controller and plant coefficients are perfectly known.

In this sequence, an optimization algorithm such as PSO, BSA, or GA is employed
to compute the coefficients of plant and controller transfer function. The coefficients
of controller and plant are estimated through minimization of cost function. Here, in
optimization process, the number of variables is six.

For the estimation of controller and plant transfer function coefficients, genetic
algorithm is employed. The genetic algorithm follows the principle of genetic repro-
duction behavior. In the process of finding optimized coefficients using GA, the
population size chosen is 50, maximum iteration is 100 with search space [−10 10].
The elite counts are 0.05 times population size, and crossover fractions are taken as
0.8. The basic flowchart used for finding optimized coefficient using GA is shown
in Fig. 2.

The optimized solutions are also determined by swarm-based metaheuristic opti-
mization algorithm PSO with given search space to the problem. Herein, population
size is 50, maximum iteration is 100 with search space [−10, 10]. The approach to
find global best solution is shown in Fig. 3.

In PSO, each particle i assigns its best position and swarm best position in dimen-
sion u by using the velocity viu(t + 1) and position xiu(t + 1) update rule as given
below [37]

viu(t + 1) = w ∗ viu(t) + r1 ∗ k1 ∗ (piu(t) − xiu(t))

+ r2 ∗ k2 ∗ (gu(t) − xiu(t)) (1)

Initialization of 
parameters

Fitness 
Evaluation

Selection

Crossover

MutationStopping
criteria

Solution

Start

False

True

Fig. 2 Flowchart for coefficient optimization using GA
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Fig. 3 Process of coefficient optimization using PSO

xiu(t + 1) = xiu(t) + viu(t + 1) (2)

where xiu(t) is position vector, gu(t) is global best position, and piu(t) is best position
of ith particle. Herein, w is inertial coefficient, which is used to control number of
particles remembering previous velocity. The k1, k2 are acceleration coefficients
which controls the number of particles moving toward its best position, and swarm
best position and r1, r2 ∈ (0, 1) are random variables.

For solution of real-valued numerical problem, based on optimization principle,
an evolutionary algorithm called BSA is also used herein [38]. The BSA computes
the global minimizer for the given problem. In the process of finding optimized
coefficients using BSA, the population size chosen is 50, maximum iteration is 1000
with search space [−10 10]. The basic flowchart of BSA for solving real-valued
problem is shown in Fig. 4.

3.4 Designing of Controller Parameters

The role of control action is to make the system performance with prescribed limits.
Here, in this section, proportional-integral (PI) control action is used to design the
parameters of controller using the optimization process. The following form of PI
control action is defined as

Gc(s) = Pc + Ic
1

s
(3)

where Gc(s) is controller gain, Pc is proportional control action, Ic is integral
control action. The integral-time absolute-error (ITAE) is considered as performance
measure which defines the cost function for the given problem as shown in (4).
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Initialization of 
parameters

Selection stage-I Mutation
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Fig. 4 Flowchart of coefficient optimization using BSA

The minimization of ITAE reduces the errors into control system by adjustment of
parameters.

The ITAE minimization limits the initial errors by reducing the rise time and also
decreases the overshoot and settling time to limit small errors persisting for long
period of time.

JITAE =
∫ t

0
t .|e(t)|.dt (4)

where JITAE integral-time absolute-error which is representing the cost function for
the given problem, |e(t)| is absolute value of errors representing the difference of
reference value and sensor measurement.

4 Performance Metrics Based on Optimized Coefficients

This section presents the different performance metrics used to define stable control
system. These metrics estimated through the determination of optimized coefficient
of plant and controller transfer function employing optimization tool GA, PSO, and
BSA. For computation of the performance metrics, MATLAB Simulink and Control
System tool box are used. The DCmotor is considered as plant, and PI control action
is used as formation of controller.

The plant Gp(s) and controller Gc(s) transfer function in the form of coefficients
of NCS in Laplace domain is represented as

Gp(s) = g1s + g2
s2 − g3s + g4

Gc(s) = kp + ki
s

(5)
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The plant coefficients g1, g2, g3 and controller coefficient kp, ki are computed
using the optimization process. Based on the optimized coefficient computed from
optimization process, various performance metrics are computed for NCS as shown
in Table 2. The overshoot, rise time, cost function, settling time, and peak time are
considered as performance measures for control system.

This section presents the various performance metrics that are plotted graphically
to show estimation of system parameters for designing an intended attack to degrade
the performance and stability of NCS. It is seen, from Fig. 5, that based on the
optimized coefficients of plant and controller, the rise time for GA, PSO, and BSA
are 0.0412, 0.0220, and 0.0249 s, respectively.

From Fig. 5, it is concluded that PSO performs better in obtaining the optimized
coefficients. From Fig. 6, it is noted that the settling time for GA, PSO, and BSA are
0.073, 0.0391, and 0.0438 s, respectively. So in this sequence, it is inferred that the
PSO performs better than GA and BSA. The overshoot for GA, PSO, and BSA are
0.13, 0.62, and 4.05%, respectively. So it can be verified from Fig. 7 that overshoot
is less for GA compared to other optimization algorithm.

Table 2 Performance
metrics

Parameters Algorithms

GA PSO BSA

Rise time 0.0412 0.0220 0.0249

Settling time 0.0734 0.0391 0.0438

Overshoot 0.0013 0.0062 0.0405

Peak time 0.1980 0.1055 0.0783

Cost function 3.5896e−04 1.2282e−04 5.6808e−04
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Similarly the peak time for GA, PSO, and BSA are 0.1980, 0.1055, and 0.0783 s,
respectively, as can be seen in Fig. 8. It is shown that peak time less in BSA compared
to other algorithms but is of the same order. Finally, the cost functions are evaluated
to verify the reduction of ITAE values so that error can be minimized in the NCS.
The values of cost functions for GA, PSO, and BSA are 3.5896e−04, 1.2282e−04,
and 5.6808e-04, respectively. From Fig. 9, it is deduced that value of cost function
for PSO is less compared to GA and BSA. So PSO performs better than GA and
BSA.
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5 Conclusion and Future Work

In this section, final conclusive remarks over the computed optimized coefficients
for plant and controller transfer function are presented. Herein, for computing the
optimized coefficients of controller and plant BSA, PSO, GA algorithms are used.
The numerical simulations are performed for the computed coefficients of plant as
DC motor and PI controller. The obtained coefficients are used to show performance
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of NCS in terms of performance metrics such as overshoot, rise time, cost func-
tion, settling time, and peak time. The numerical simulation part is carried out on
MATLAB Simulink and control system tool box.

It is seen, from Fig. 5, that based on the optimized coefficients of plant and
controller, the rise time for GA, PSO, and BSA are 0.0412, 0.0220 and 0.0249 s,
respectively. From Fig. 6, it is noted the settling time for GA, PSO, and BSA are
0.073, 0.0391, and 0.0438 s, respectively. The overshoot for GA, PSO, and BSA
are 0.13, 0.62, and 4.05%, respectively. Similarly, the peak time for GA, PSO, and
BSA are 0.1980, 0.1055, and 0.0783 s, respectively, as can be seen in Fig. 8. The
values of cost functions for GA, PSO, and BSA are 3.5896e−04, 1.2282e−04, and
5.6808e−04, respectively. From Fig. 9, it is deduced that value of cost function for
PSO is less compared to GA and BSA. So based on the observation and computation
of various performance metrics, it is concluded that PSO performs better than GA
and BSA in calculating the optimized coefficients.

In future scope of work, it is indeed important to secure the NCS from intended
intrusion and uncertainties that may be launched by attacker based on the system
knowledge gathered through eavesdropping process. The extraction of critical infor-
mation, when signal transmitting through communication network, can be hampered
by designing security policies and protocols.
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Study of Magnetic Properties of 2D vdW
Ferromagnets Fe3(Si/Sn)Te2
and Mn3SiTe2 towards Potential
Spintronics Applications

Rushikesh Pokar and Alpa Dashora

Abstract Recently, the surge of 2D vdW ferromagneticmaterials such as Fe3GeTe2,
Cr2Ge2Te6, and CrI3 due to their itinerant long-range ferromagnetic order down to
single atomic layer has opened up new possibilities of designing similar materials
for their applications in spintronics. Density functional theory calculations allow to
design and tailormaterialswithout the expense of experiments, which is greatly bene-
ficial in screening out the suitable materials. Therefore, we have explored magnetic
properties of Fe3(Si, Sn)Te2 and Mn3SiTe2 using spin polarized density functional
theory as embedded in QUANTUM ESPRESSO code. In our calculations, we have
included van der Waals (vdW) interaction. In the present work, all the studied mate-
rials show shrinkage in the size of unit cell after including vdW interactions. Toward
magnetic properties, Fe3SiTe2 showsnegative value spin polarizationwhile Fe3SnTe2
and Mn3SiTe2 show positive spin polarization. Total spin magnetic moments of
Fe3SiTe2, Fe3SnTe2, andMn3SiTe2 are 5.57, 6.51, and 4.01µB/f.u. which are compa-
rable towell-studiedmaterial Fe3GeTe2 (6.31µB/f.u.). Our research provides the first
step in exploring these novel 2D vdW materials for understanding their magnetic
properties further for spintronic application.

Keywords 2D vdW ferromagnets · Density functional theory · Spintronics

1 Introduction

Recently, discovery of two-dimensional (2D) van der Waals (vdW) ferromagnetic
materials have spawned a new field of interest among physicists to search new mate-
rials for room temperature spintronic applications due to their rich magneto-electric
and magneto-optic and magnetotransport properties. The search of such materials is
driven by high Curie temperature (T c), high (≈100%) spin polarization factor and
long-rangemagnetic order. From awide variety of magnetic materials, only few have
been found to have intrinsic magnetism in 2D down to a few atomic layers. Among
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all Fe3GeTe2, CrI3, and Cr2Ge2Te6 have proved to be good 2D vdW ferromagnets
where Fe3GeTe2 is a metal and later two are insulator and semiconductor, respec-
tively. T c of up to 224.5 K is reported for Fe3GeTe2 [1] which is highest among all the
known 2D vdW ferromagnets. T c is observed to be decreasing upon Fe deficiency
and Co doping [2, 3]. Ionic gating has shown to be a good strategy for increasing
the T c [4]. Density functional theory (DFT) calculations have predicted some high
T c materials like VS2-WS2 (487 K) and VS2-MoS2 (485 K) vdW heterostructures
[5], NiCl3 (400 K) [6], Cr2C (300 K) [7], and CrGeTe2 (314 K) [8]. Unfortunately,
it turns out that these materials show much lower Tc than the calculated values when
synthesized [9, 10]. Tunneling magnetoresistance (TMR) is observed in a three-layer
system of an insulator sandwiched by ferromagnetic layers, TMR ratio shows the
difference between the probabilities of current tunneling through the insulating layer
for different orientations of the magnetization in ferromagnetic layers. Fe3GeTe2-
graphene and Fe3GeTe2-hexagonal boron nitride heterojunctions show huge values
of TMR ratio of 3621%and 6256%, respectively [11] validating their use inmagneto-
switching devices. TMR ratio of merely 100% has also been reported for Cr2Ge2Te6
[12]. In non-centrosymmetric materials, Dzyaloshinskii-Moriya interaction emerges
upon crystal inversion symmetry breaking due to which topological spin textures are
observed commonly known as skyrmions. Many groups have observed these kinds
of magnetic skyrmions in Fe3GeTe2 and its heterostructures with various other mate-
rials [13–16]. Skyrmions may be used as a unit magnetic storage bit hence existence
of skyrmions in Fe3GeTe2 and its family is important for their application in next
generation magnetic data storage devices. Perpendicular magnetic anisotropy can be
used along with spin–orbit torque by adding a heavy metal layer next to the magnetic
layer to tune the magnetization of 2D vdW magnets [17]. In fact, the presence of
large magnetic anisotropy energy (MAE) in 2D vdW ferromagnets is responsible for
long-range ferromagnetic order even at finite temperatures [18]. Park et al. [19] have
successfully increased the MAE of Fe3GeTe2 by 30% through hole doping. Gweon
et al. [20] has observed an interesting thickness dependence of exchange bias in
oxidized Fe3GeTe2 system owing to weak interlayer magnetic coupling which was
not reported for traditional thin film systems. Weak interlayer coupling of any vdW
compound plays an important role in its application and in tuning various properties
like reducing the size of the device, different stacking configurations of adjacent
layers and mechanical flexibility of the material. It is also possible to modulate the
properties of 2D vdWmagnets by targeting these materials with light source. Femto-
second laser pulse has been used for optical doping in Fe3GeTe2 which results in
room temperature (300 K) T c, drastic change inMAE and tuningmagnetization [18].
Similarly, focused ion beam has been used to change the domain phase of Fe3GeTe2
microstructures from out-of-plane to in-plane through a process known as patterning
[21]. Calculations show that CrGeTe2 (T c = 106 K) [22] is the only member of
CrXTe2 and TMPX3 (TM = transition metal, X = chalcogens) families with ferro-
magnetic order in its unstrained monolayer. However, its perpendicular magnetic
anisotropy (PMA) energy is two orders of magnitude smaller than Fe3GeTe2 [23].
Later, Cr2Ge2Te6 was observed to have long-range FM ordering in monolayer [22].
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A rather small Tc of bi- and trilayer Cr2Ge2Te6 is increased to ~41 K through appli-
cation of a very small field of 0.075 T by opening the spin-wave excitation gap [24].
CrX3 familywithX=Cl, Br, and I hasCurie temperature of 66, 86 and 107K, respec-
tively which is further increased by hole doping [25]. Most studies are focused on
CrI3 because of highest magnetization in the family. CrI3 is particularly interesting
due to its layer-dependent magnetic ordering. More recent studies have shown very
high T c 2D magnetic materials like VSe2 (300 K) [26], Co2S2 (404 K) [27], and
Co2Se3 (600 K) [28]. Fromwhich VSe2 has been found to be nonmagnetic from new
experimental results.

In summary, 2D vdW ferromagnets and in particular, Fe3GeTe2 system shows
remarkable magneto-electric and spintronic properties with relatively high Tc and
MAE. More studies have confirmed the suitability of Fe3GeTe2 for hydrogen evolu-
tion reaction [29] and oxygen evolution reaction [30] spanning the field of possible
application for such 2D systems. Despite the fact that Fe3GeTe2, Cr2Ge2Te6, and
CrI3 have proven to be good start in research of the ideal room temperature 2D
vdW ferromagnet, further search for such novel materials is hindered. Only other
material in Fe3GeTe2 family which has been reported is Ni3GeTe2 showing temper-
ature independent paramagnetism [3, 31]. Even though MBE has proved to be good
synthesis method for producing high Tc materials, the fall back of the method is that
it is very expensive. Conventionally, Fe3GeTe2 crystals have been grown using direct
vapor transport or chemical vapor transport which are much simpler and inexpensive
methods.

Hence, due to lack of exploration and expensive synthesis method for high T c,
we continue our search for novel 2D vdW ferromagnetic materials from Fe3GeTe2
family. In this paper, we explore a novel Fe3SiTe2 for preliminarymagnetic properties
using density functional theory. In order to understand the factors that play role in
determining the origin of magnetism in such materials, we have substituted magnetic
atom Fe with Mn, and in different case, we replaced Si with Sn and calculated
structural, electronic, and magnetic properties of Fe3SiTe2, Fe3SnTe2, andMn3SiTe2
materials and hereafter presented as Tm3XTe2 where Tm: transition metals Fe, Mn;
X: Si, Sn.

2 Methodology

We have utilized DFT implemented in QUANTUM ESPRESSO code [32] which
uses pseudopotential method to solve Kohn–Sham equations [33, 34]. Kinetic energy
cutoff for the planewave basis set was set to be 816 eV,while cutoff for charge density
was set to be 8160 eV. Monkhorst–Pack mesh of 8 × 8 × 6 was used for unit cells of
Fe3SiTe2, Fe3SnTe2, andMn3SiTe2. All the considered structureswere geometrically
optimized till the Hellmann–Feynman forces acting on each atom were smaller than
1 meV/Å−1. Following states have been treated as valence states in pseudopotential
calculation: Fe: 4s1 3d7, Mn: 3s2 3p6 4s2 3d5, Si: 3s2 3p2, Sn: 5s2 5p2 4d10, and Te:
5s2 5d1 5p3. The exchange–correlation functional is solved within the constraints of
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PBE-GGAfunctional [35].Wehave also included vdW interaction in our calculations
in the form of Grimme-D2 correction [36] which considers the following form for
pairwise interaction: −C6/r6, where r is the distance between two atoms forming the
pair and C6 is a constant.

3 Results and Discussion

The side view of the studied bulk structures Tm3XTe2 is shown in Fig. 1a and b.
Tm3XTe2 forms a hexagonal structure with space symmetry group P63/mmc (#194)
[30] and the inversion symmetry point lies at the space between the layers. There are
two Tm atoms located at different inequivalent Wyckoff sites. There are two formula
units of Tm3XTe2 in one unit cell situated one above other with AB stacking, where
first layer is rotated by 180° about the out-of-plane axis with respect to the other.
Here, single layer of Tm3XTe2 is made of five sublayers. Two Te atoms form top
most and bottom most layers, four Tm(1) atoms make second and other four similar
Tm(1) atomsmake the fourth layer of the structure. Themiddle layer (i.e., third layer)
contains Tm(2) atom and a X atom. Inequivalent Tm atoms and X atoms form Tm3X
substructure which contains a hexagonal network built from Tm(2)-X as shown in
Fig. 1b. This Tm3X layer is sandwiched between two Te layers. Valency of different
atoms in Tm3XTe2 are Tm3+(1), Tm2+(2), X4− and Te2− where each Te atom is
bound to three Tm(1) and one Tm(2) atoms. A triagonal pyramid is formed by one
Te and three Tm(1) atoms. There exists a vdW interaction between two successive
Te layers.

The calculated lattice parameters (a = b and c), c/a ratio, interlayer distance, and
formation energy is shown in Table 1. There are no reports of Fe3SiTe2, Fe3SnTe2,

Fig. 1 Crystal structure of Tm3XTe2 (a) side view, (b) top view. Green: Fe/Mn atoms, Purple: Te
atoms, Blue: Si/Sn atoms
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Table 1 Optimized lattice parameters (a = b and c), c/a ratio, interlayer distance, and formation
energy of Fe3SiTe2, Fe3SnTe2, and Mn3SiTe2 with and without vdW correction

Compound Lattice parameters (Å) c/a Interlayer distance (Å) Eform (eV/f.u.)

Fe3SiTe2 a = 3.87, c = 17.04 4.39 4.03 −2.72

Fe3SiTe2–vdW a = 3.83, c = 16.48 4.29 3.79 −4.72

Fe3SnTe2 a = 4.16, c = 16.68 4.00 4.08 −1.58

Fe3SnTe2–vdW a = 4.11, c = 16.05 3.90 3.79 −3.68

Mn3SiTe2 a = 3.91, c = 17.34 4.43 4.26 −4.42

Mn3SiTe2–vdW a = 3.87, c = 16.67 4.30 3.82 −6.38

and Mn3SiTe2 compounds as per our best knowledge; hence, we don’t have any data
to compare our lattice parameters with; however, all the calculated lattice parameters
show similar range of values with those reported for Fe3GeTe2 and Ni3GeTe2 [2, 11,
31]. We found that after the inclusion of vdW interaction in our calculations, both
lattice parameters ‘a’ and ‘c’ decrease, but decrease in ‘c’ is more prominent than
‘a,’ resulting in smaller c/a ratios for Tm3XTe2-vdW compounds. Interlayer distance
is defined as the distance between top Te atom of one layer of Tm3XTe2 and bottom
Te atom of the other layer. It is found that this interlayer distance also systematically
decreases upon inclusion of vdW interaction acting between two successive Te layers
for all the compounds under study. It is clear that the structure of unit cell in terms
of c/a ratio is more sensitive to the change of Si atom; similarly, interlayer spacing
shows a small change upon replacing Si but results in significant change when Fe
was replaced by Mn.

Formation energy (Eform) represents the energy that will be either absorbed or
released during synthesis. Negative value of formation energy validates the stability
of the compound. The formula of formation energy is given as below, where Eform

is formation energy of compound Tm3XTe2, ETm3XTe2 is half of the total energy
of Tm3XTe2 compound (as unit cell comprises of two formula unit), ETm/X/Te is
energy per atom of Tm/X/Te. Our calculated value of Eform for all the compounds
are negative showing the possibility of experimental synthesis of the compounds.
Stronger binding between the adjacent Te layers and reduction of c/a ratio due to
vdW correction results in decrease of formation energy. This decrease in formation
energy has been observed to be almost ~2.0 eV in all the compounds we have studied.
We observe that Mn3SiTe2 is the most stable compounds among all with Eform value
of −6.38 eV/f.u.

Eform(Tm3XTe2) = ETm3XTe2 − 3(ETm) − EX − 2(ETe) (1)

To investigate the electronic and magnetic properties, we have calculated the
spin polarized total density of states (TDOS) for Fe3SiTe2, Fe3SnTe2, and Mn3SiTe2
with and without vdW and presented in Fig. 2a–c. From TDOS, it is clear that
all three compounds are metallic in nature, but asymmetricity of TDOS in spin-up
and spin-down channel shows magnetic nature of the studied compounds. Inclusion
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of vdW interaction does not seem to affect TDOS too much. Visible changes are
observedwithin energy rangeof−2 to−5 eV for all the compounds. Spin polarization
(SP) is calculated using Eq. 2, where n↑(

E f
)
and n↓(

E f
)
are DOS at Fermi level

(EF) in spin-up and spin-down channels, respectively. SP represents the population
difference between spin-up and spin-down channels and is an important deciding
parameter for applicability of amaterial in spin injection devices. Even thoughTDOS
of Fe3SiTe2 does not showmuch change due to vdW interaction, but due to the change
in DOS around EF , SP changes from −22.56 to −46.86% with inclusion of vdW.
Values of SP of all the compounds are also mentioned in Table 2. We note that
only Fe3SiTe2 shows negative value of SP. Fe3SnTe2 and Mn3SiTe2 show very small

Table 2 Spin magnetic moments, atomic magnetic moments of Fe and Mn atoms, and spin
polarization factor with and without van der Waals correction

Compound Spin magnetic
moment (µB/f.u.)

Spin magnetic moment
(µB/atom)

Spin polarization factor
SP (%)

Fe/Mn(1) Fe/Mn(2)

Fe3SiTe2 5.97 2.24 1.47 −22.56

Fe3SiTe2–vdW 5.57 2.08 1.42 −46.86

Fe3SnTe2 6.53 2.54 1.53 47.88

Fe3SnTe2–vdW 6.51 2.49 1.55 51.33

Mn3SiTe2 4.03 2.07 −0.09 55.63

Mn3SiTe2–vdW 4.01 1.98 0.04 53.64
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changes in their SP value before and after the inclusion of vdW interaction.

SP = n↑(
E f

) − n↓(
E f

)

n↑(
E f

) + n↓(
E f

) (2)

In Fig. 3a–c, we have presented the spin polarized partial density of states (PDOS)
for Fe3SiTe2, Fe3SnTe2, and Mn3SiTe2 with vdW correction. Origin of magnetic
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moment in transition metals is explained by exchange splitting of 3d orbitals due
to crystal field. PDOS of all three compounds reveal that there is a large exchange
splitting of 3d states in 3d-eg and 3d-t2g states of Tm atoms which gives rise to large
spin magnetic moments associated with Fe and Mn atoms. Even though Tm(1) and
Tm(2) are same elements, smaller exchange splitting for Tm(2) relative to Tm(1)
results in observed different values of spin magnetic moment for these two atoms.
This difference in two atoms of the same species is due to different crystal fields in
which they exist.

In case of Fe3SiTe2, 3d-eg, and 3d-t2g states of both Fe(1) and Fe(2) atoms do not
play any role in spin-up conduction region while in case of spin-down, high DOS are
present around the EF and in lower conduction region. This shows the high magnetic
moment at Fe(1) and Fe(2) atoms. In case of Fe3SnTe2, the spin-down states of 3d-eg
and 3d-t2g shifts toward higher energy as compared to Fe3SiTe2, and reverse the
direction of SP. This may be due to the Fe-3d and Sn-5p orbital interaction.

Overall, Tm-3d states have DOS around EF while 3p (5p) states of Si (Sn) and
5p states of Te atoms have DOS which is in general farther away from EF . PDOS
shown in Fig. 3a, c show that Si-3p states and Sn-5p states are similar for both
compounds and gives similar character to the PDOS of Fe3SiTe2 and Fe3SnTe2,
except the intensities at EF which gives the change in SP.

As the Te atom does not show any magnetic moment (Table 2), but shows major
contribution in deciding SP. The contribution of Te atom 5d electrons are very low
while Te-5p states show very high spin polarization ratio, particularly in Fe3SnTe2
and Mn3SiTe2 the Te-5p states show 100% SP. Absence of Te-5p and 5d states in
a small region of spin-down channel is also observed in Fe3SiTe2, but position of
EF at slightly higher energy level does not produce 100% spin polarization for these
states.

In PDOS, for Fe3SnTe2 and Mn3SiTe2, we see that all the states have smaller
contribution of spin-down state compared to spin-up state resulting in a positive spin
polarization factor, while in Fe3SiTe2 spin-down channel has smaller contribution
from all the states except Fe-3d, but higher intensity of Fe-3d states gives rise to
the negative spin polarization factor. From the PDOS analysis, we conclude that
Tm3SnTe3 can be made half-metallic upon suitable choice of Tm since Sn and Te
already show very insignificant DOS contribution in spin-down channel.

Tm atoms contribute the most in total magnetic moment in all cases. Fe(1) and
Fe(2) both show highest magnetic moment values of 2.49 and 1.55 µB/atom, respec-
tively, in Fe3SnTe2, leads to ferromagnetic interaction between these two kinds of
atoms. One of the contributing reason for larger magnetic moment of Tm(1) atom
relative toTm(2) atom is explained in the discussion of PDOS, the other reason is their
different valencies. Previous studies for Fe3GeTe2 have also observed similar results
[28, 36]. May et al. [2] have reported the ratio of magnetic moments between Fe(1)
and Fe(2) atoms in Fe2.9GeTe2 to be 1.25 at 1.5 K. Our non-vdW calculations show
the ratios to be 1.52 and 1.69 for Fe3SiTe2 and Fe3SnTe2 which decreased to 1.46 and
1.61 after inclusion of vdW correction. Spin magnetic moment residing on Si, Sn,
and Te atoms is insignificantly small and negative showing antiferromagnetic nature
of interaction between Si/Sn, Te, and with Tm atom. Total spin magnetic moments
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of Fe3SiTe2, Fe3SnTe2, andMn3SiTe2 without vdW correction are 5.97µB/f.u., 6.53
µB/f.u. and 4.03 µB/f.u., respectively. Total spin magnetic moment of only Fe3SiTe2
is affected significantly due to vdW correction. Upon including vdW corrections
in our spin polarized calculations, we observed that atomic magnetic moment per
atom for Tm(1) atom reduces resulting in a drop of total magnetic moment of all
the compounds since Tm(1) contribute the most in total magnetic moment. Spin
magnetic moment residing on Mn(2) atom is much smaller and negative in value for
Mn3SiTe2 when vdW is not included; however, upon incorporation of van der Waals
interaction the magnetic moment residing on Mn(2) atom becomes positive but still
has much smaller value compared to that of Fe(2) in Fe3SiTe2, Fe3SnTe2. SP factor
representing the purity of spin current is also shown in Table 2 for vdW and without
vdW cases. Our spin polarized calculations reveal that negative spin polarization
factor of Fe3SiTe2 changes to positive when Fe and Si atoms are replaced one at a
time by Mn and Sn as shown in Table 2. As discussed above, spin polarization factor
is mostly unaffected by vdW correction except Fe3SiTe2.

4 Conclusions

Our calculations suggest that Fe3SiTe2, Fe3SnTe2, and Mn3SiTe2 have negative
formation energies proving that they are stable and possibility of their experimental
synthesis are feasible. Interlayer distance and c/a ratio are more sensitive to the
replacement of Tm and X atoms, respectively. vdW interaction causes the shrinkage
of unit cell, c/a ratio, and decrease of Te–Te interlayer spacing for all the systems
that we have considered. All the structural parameters (a, c, c/a, interlayer distance,
and formation energy) follow same trend for the three compounds under study with
or without vdW correction. However, no effect of vdW interaction is observed on
magneticmoments and spin polarization factor of Fe3SnTe2 andMn3SiTe2 but shows
6.70% and 107.71% of change in total magnetic moment and spin polarization
for Fe3SiTe2. Compounds Fe3SiTe2, Fe3SnTe2, and Mn3SiTe2 show that the major
contribution in total magnetic moment is due to the Tm(1) site. Fe3SiTe2, Fe3SnTe2
compounds show higher values of magnetic moments per Fe atoms than Fe3GeTe2.
We have observed very small magnetic moment on Mn(2) site in Mn3SiTe2 origin
of which needs to be further explored. From partial density of states of Fe3SnTe2,
we conclude that Fe3SnTe2 has Fermi level lying within a the forbidden region in
spin-down channel of Sn and Te, therefore replacing Fe with suitable element is a
key to designing a new half-ferromagnetic material.
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Design and Implementation
of the Electric Bicycle with Efficient
Controller

Sandeep Gupta, Saurav Poonia, Tarun Varshney, Raju Kumar Swami,
and Ashish Shrivastava

Abstract The paper’s main goal is to design a practical yet highly customizable
electric bicycle. As the number of automobiles on the road worldwide rises at an
alarming rate each year, the world’s reliance on oil-based fuel has become almost
unrestrained. Increased usage of nonrenewable fossil fuels causes environmental
issues such as the “greenhouse effect,” health issues for city dwellers, and concerns
about fuel supply stability. To wean ourselves off of our reliance on oil, a large
amount of money is being invested in the creation of electric vehicles (EVs) that
could be mass-produced. This paper examines the design of electric bicycles. The
goal of this research is to figure out how to make a basic, low-cost electronic bicycle
with two-way driving control. Electric cycles are the finest development in our ever
congested world to provide an easy solution to daily commute woes. They are not
only save a lot of fuel and keep the environment clean but also help you develop
good health with little pedal exercise during your commute.
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1 Introduction

A car that runs on electricity rather than using a conventional internal-combustion
engine is referred to as an electric vehicle (EV). Even when the electricity used
to power your EV comes from renewable energy sources like wind, solar, hydro,
and nuclear power, your vehicle is still capable of significant reductions in gaseous
emissions. The e-bicycle has mainly five parts: the hub motor, controller, convertor,
accelerator, and battery [1]. The main function of the controller is to control the
function of the hub motor. The motor controller is a microcontroller-based system
that uses feedback to control a three-phase BLDC motor [2].

A three-phase motor consists of a permanent rotor and a stator split into three
phases. Three-phase motors are used because they are efficient, durable, and deliver
constant power throughout each cycle. The drawback is a larger, more complicated
controller. With a DC motor, only, two field-effect transistors (FETs) are needed to
drive the motor and provide regeneration [3, 4]. The three-phase switcher block will
be three FET half-bridges, one bridge for each phase of the motor. Each half-bridge
corresponds to a stator winding and allows current to flow into and out of the motor.
The gate drive block will be the circuit that takes a TTL level pulse with a modulated
waveform for driving the FETs. The power supply block is a switching regulator
that converts the 48-V battery to 12 V. The 12-V line will be created using a buck
switching regulator and will be used to power the microcontroller and the signal
conditioning circuitry.

The current challenges with e-bicycles include the battery’s short service life and
frequent replacement, the battery’s long storage and charging time, the battery’s
limited charging and discharging times, and inadequate contact, among others. As
a result, the battery is the most important component determining e-bicycle perfor-
mance and quality, as well as the most significant stumbling block to e-bicycle
development. Many countries with advanced science and technology have been
investing in the research and development of new electric bicycle batteries, such
as high-power nickel cadmium, zinc nickel, nickel hydrogen, lithium polymer, and
fuel cells, in recent years. In Japan, Europe, and America, nickel–hydrogen batteries
are commonly utilized, as are lithium-ion/lithium-polymer batteries [4–6]. Many
Chinese research institutes are also working on new e-bicycle batteries, but tradi-
tional lead–acid batteries are still used in around 95 percent of e-bicycles. However,
due to the lead–acid batteries’ limited life, they will need to be replaced in roughly
a year [7]. Furthermore, when the electric bicycle is starting, speeding up, facing
headwind, or loading, the battery must provide dozens of amperes of current to drive
the motor in a short period of time, which is difficult to achieve with a lead–acid
battery. And such a large current will cause damage to the battery, reducing battery
life, and mileage significantly. The bicycle paddle and the battery are coupled to
drive the electric bicycle in this article, and the dual power supply connection is
created suitably. The control strategy is created based on the characteristics of the



Design and Implementation of the Electric Bicycle … 543

electric bicycle motor drive. The control approach may effectively increase the elec-
tric bicycle’s performance, lengthen the battery’s service life, and has a promising
commercial future.

Electric bicycles are becoming an increasingly appealing choice for commuters
who live reasonably near to work or who are seeking a less expensive alternative to
powered alternatives. With advancements in battery and motor technology, the speed
and range of e-bicycles have increased proportionately. A number of components
can be used in an e-bicycle, depending on the intended cost and complexity of the
design. A battery and cycle paddle are used to provide a dual power supply system
for the electric bicycle in this research paper. The double-source connection mode is
designed with a controller. For consistent power, the best working state prevents the
battery from being impacted and extends the battery life.

2 E-Bicycle Component Details with Basic Concept

If you own bicycle lights driven by a dynamo, you already own an electric bicycle!
Consider this: By pumping your legs up and down on the pedals, you create rotation
in the wheels. A small dynamo (generator) positioned on the rear tire generates a
very small amount of electricity that illuminates the back safety lamp in the dark.
Now imagine, you could reverse this process. What if you replaced the bulb with
a huge battery? The battery generated a constant electric current, which drove the
dynamo in reverse, spinning it around like an electric motor. As the dynamo/motor
turned, it rotated the tire and propelled the bicycle forward without the assistance of
your pedaling, as shown in Fig. 1 [8, 9].

The main components which are used for designing the “electric bicycle” are
given below with their ratings as shown in Fig. 2:

1. Hub Motor, 2. Controller, 3. Battery, 4. Accelerators, 5. Charger

Fig. 1 Basic concept of the
electric bicycle
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Fig. 2 Block diagram of e-bicycle

3 Hub Motor for the E-Bicycle

The motor of the e-Bicycle is a permanent magnet DC type with a nominal power of
800Was shown inFig. 3. Themotor constants had to be determined bymeasurements
because there was no data sheet available. Measurements have been made with a
blocked motor at constant speed with variable load. An idle curve has been recorded,
and a rundown test has been conducted. Hub motor parameters are such as:- Rated
Power: 350 W/800 W, Size: 16 inch, Rated Current: 7 A, Rated Voltage: 48 V/60 V,
Material: Aluminum alloy, Coil Material: Copper wire, The Power Properties: DC,
Structure and Installation Method: 1 MB.

The features of the 800 brushless e-bicycle DC hub motor are high torque, light
weight, high efficiency, low noise, long working life, and high efficiency (≥78%) as
shown in Table 1.

Fig. 3 Schematic diagram of hub motor



Design and Implementation of the Electric Bicycle … 545

Table 1 Technical parameters of brushless e-bicycle DC hub motor [8]

Voltage Current Power Speed Size Brake style

48 V/60 V 1.0 A 350 W/800 W 420 ± 10 rpm/460 ± 10 rpm 16 inch Disk drum

3.1 Guidelines for the Hub Motor Installation:

If you don’t have a bicycle stand, you may securely install your rear wheel by using
the handlebars and seat of your bicycle to support it in the position shown. Follow
these instructions to maintain the protection of your bicycle:

Step 1. Take off the original front wheel.
Step 2. Position the hub motor such that the disk brake is on the left side of the

bicycle and the electric wires are on the right while facing forward.
Step 2. The disk rotor can be removed from the hub if the bicycle does not have

disk brakes. By removing the disk, the internal workings of the hub may
be seen through the bolt holes. Bolts and tiny washers must be used to fill
the holes.

Step 4. If the axle cannot be slipped into the groove in your forkwithout difficulty,
a tiny bit of filing may be required.

Step 5. The hub motor axles should be ground flat on two edges to 10 mm, and
your bicycle dropout holes should be 10 mm wide as well, allowing the
motor to slip into position.

Step 6. If your axle does not fit into the dropouts, you will need to use a file to a)
expand the dropout slot and/or b) file down the axle flats so that the axle
fits snuggly into the dropouts.

Step 7. “Note: Only expand enough for a snug fit when filing is necessary.”
Step 8. After verifying that the axle is seated deeply and snuggly in the dropout

slots, attach the axle to the fork with the washers, lock washer, and axle
nuts.

Step 9. The axle nuts must then be tightened since the motor’s torque is
transmitted to the bicycle frame via the axle flats and axle nut.

Step 10. Double-check that the nut on your axle is securely fastened and that all
parts are flat against the fork.

4 Controller and Battery Installation

The electric bicycle controller is one of the most important components of an electric
bicycle; it controls the motor’s speed, start, and stop. It is wired to all the other
electrical components, including the battery, motor, throttle (accelerator), display
(speedometer), PAS, and any other speed sensors that may be present. Principal
chips (microcontrollers) and secondary components (resistors, sensors, MOSFET,
etc.) make up a controller. The PWM generating network, AD device, power circuit,
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Fig. 4 Different wires and
connection of the controller

power device driver circuit, signal acquisition and processing circuit, over-current
and under-voltage protection circuit, and signal acquisition and processing circuit
are all found inside the controller.

The controller for a 350-W, 48-V brushless DC (BLDC) motor used to power an
electric bicycle microcontroller unit (MCU) and accompanying circuitry to execute
driving control, regenerative braking, and fault protection is described in this applica-
tion note. The source code for this application note may be found in the Application
Sample Libraries section under Z8 Encore! MC Applications Code Library.

The controller delivers the working voltage to the external device through the
power circuit after attaching the battery, such as the switch +5 V, the headlamp +
5 V, and so on, as shown in Fig. 4. Based on the input from the throttle or PAS, the
PWM generates a matching pulse waveform for the MOSFET driving circuit [10,
11]. To regulate the motor speed, the MOSFET drive circuit controls the MOSFET
circuit’s turn-on and turn-off as shown in Table 2. When the voltage is lower than
the controller set value, the under-voltage circuit protects the battery from draining,
and the PWM circuit stops the output. The over-current safety circuit prevents the
controller, battery, andmotor fromoperating at higher currents. The overall controller
working is shown in Fig. 5 for the e-bicycle.

The following are the primary characteristics of the high-torque design:

(a) Commutation of hall sensors.
(b) Measurement of motor speed.
(c) The motor speed can be adjusted with a potentiometer.
(d) Precise speed management thanks to closed-loop speed control.
(e) Over-voltage, over-current, and heat protection logic are all included.
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Table 2 Functions of different MOSFET connections

Items Function

6 MOSFET Power, power within, manual/automatic curls, dial gear/point thee
speed, speeding, anti-theft, e-abs brakes, overload protection,
anti-speed protection, meter, high/low-level brake, customized
functions are available

9, 12, 15, 18 MOSFET Power, reverse, manual/automatic cruse, dial gear/point thee speed,
speeding, anti-theft, E-abs brakes, overload protection, anti-speed
protection, meter, high/low level brake, customized functions are
available

24 MOSFET Reverse, manual/automatic curls, high level brake, dial gear thee
speed

Power
Supply

Protection circuit
for low voltage

MOSFET
Driver Circuit MOSFET

PWM
Generation

High current
Protection Circuit

AD Circuit

Fig. 5 Block diagram for the controller working

4.1 Battery

Abattery is a type of electrical element that generates electrical potential as a result of
chemical reactions [12, 13]. Each electrochemical process has a maximum potential
difference between two electrodes at which it may generate an electric potential
difference. The battery cells are the devices in which these electrochemical processes
occur to generate a finite electric potential difference. A series connection of many
cells is required to provide the appropriate electric potential difference across the
battery terminals. Thus, a battery may be defined as a collection of many cells, each
of which is referred to as a cell [14].

Here, four dry cell batteries of 12 V/20 AMP are used. The batteries are connected
in parallel to take a 48v supply for the hub motor. The batteries are placed in the
battery box which is attached to the chassis. The connection of the batteries in series
and parallel is given below as shown in Fig. 6.
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Fig. 6 Series and parallel battery connection

4.2 Charging the Battery and LED Battery Life Indicator

(a) The battery can be charged at any time, regardless of whether the battery is
completely depleted or not. When the battery is completely depleted, the LED
and display will turn off automatically.

(b) Before connecting the charger and turning it on, confirm that the battery switch
is in the on position. When the battery is low on charge, the orange LED
illuminates, and the internal fan spins. When the charge is complete, the LED
light changes to green, and the fan turns off. A depleted battery will take
approximately five hours to fully charge.

(c) If the charger is activated while the battery switch is deactivated. If the charger
is not attached to the battery, the charger light will illuminate green, suggesting
a fake full charge. Once the charger has turned green, it must be switched off
and on again to reset. Because the manufacturer’s battery is charging in the
“on” position, we recommend that you turn off your throttle switch or separate
your battery from the system to prevent your bicycle from taking off on you
while charging.

(d) When the battery is connected to your rig and turned on, the middle of the
meter will be at the “F” point. When the battery is low, then the middle will
be at point “E.” The charger of the 48v battery will indicate a red light when
the battery is charging; otherwise, a green light will glow when the battery is
fully charged.

5 Accelerator and Charger for the E-Bicycle

The accelerator is used for increasing or decreasing the speed of the motor. The
function of the accelerator is controlled by the controller. The supply is given to the
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Fig. 7 Working connections for the e-bicycle

all parts of the e-bicycle by switching ON as shown in Fig. 7. When switch is ON,
the supply comes into the accelerator also. As we rotate the handle of the accelerator,
then, supply is given to the hub motor for running.

The charger is used for charging the battery. The 48v charger is used for charging
the battery. Some characteristics of the charger are given below:

a. Reduce the dehydration of the battery, the hydration of the KELEN charger is
only 1/3–1/2 compared to the normal charger.

b. Remove the sulphuration effectively pattern car KELEN positive and negative
pulse charge protects the battery effectively when it is charging and makes the
battery throughout to maintain good condition.

c. Equalizing charge controls the unbalance of the time batteries effectively and
controls the vicious circle of batteries which are backward.

5.1 Functions

The temperature compensation along with temperature change, the charger can
change the charge voltage automatically and thoroughly settle the battery charges
incompletely in winter and overcharged in summer [8, 13]. We use an advanced
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multiple protection control circuit to cease the overcharging problem for the batteries.
Low-voltage protection guards against charging of bad and old or not matching
batteries. Overheat protection ensure the charger is safe under high temperature
conditions (note the charger is not allowed to work for a long time under high
temperature conditions). Misconnection protects guards against damage to chargers
when they misconnect accidentally. Short-circuit protection guards against damage
to the charger, while the circuit is a short circuit. The LED light will bright one when
it is charging to show the capacity of the batteries. The function of waterproofing the
crust is used in the design of waterproofing to protect the charger when it is working.

5.2 Silent Features of the Electric Bicycle Designing

1. We replaced the front wheel of the cycle with a hub motor wheel.
2. We chose the front wheel for replacement because we wanted there to be two

running modes, i.e., PEDAL RUN and MOTOR RUN.
3. The battery box is made by welding to support/fix batteries.
4. We mounted a dynamo on the back seat stand.
5. The rotor part of the dynamo is attached to a cycle tire.
6. The LED light is connected to dynamo terminals to show the usage.
7. A small battery (4 V) is also connected to the dynamo to store the produced

power by dynamo.
8. The controller is mounted on the front wheel cover.
9. Next, the connections were connected.
10. The connections included a controller connected to the hub motor, throttle,

and batteries by means of wire connection.
11. All the remaining parts, like the throttle, head light, and horn, are assembled.

The final output is shown in Fig. 8.

Fig. 8 Final output: E-bicycle with low costing
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6 Conclusion

Today’s oil prices are high with fast consumption rates. Therefore, research and
development need to be done to curb consumption. The deficiency and the price of
oil are the major problems of this generation. To overcome this problem, we have
to try our best ourselves to make an e-bicycle. The e-bicycle runs with the help of
electricity or a 48-V DC supply. There is no use of oil like petrol. So, a person
travels on this bicycle without causing air and sound pollution. So, this bicycle will
provide a better environment for the next generation. In the e-bicycle, there is much
to describe; because in an e-bicycle, after the completion of 4 to 6 h of charging, it
travels only 20 to 25 km. The full-charged battery travels 45 to 50 km when only
one person is riding it. The converter and controller are doing their work properly.
The lights, indicators, and horns, etc., also give good performance. The working of
the e-bicycle is quite good. The hub motor is running smoothly and giving better
performance. The overall result of the e-bicycle is good.
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Ab-Initio Investigation of Electronic
and Magnetic Properties of 2D Mn
Doped Mo2NT2 (T: O/F)

Kishan H. Mali , B. R. Bhagat , and Alpa Dashora

Abstract Over increasing demand of 2D materials with high Curie temperature
above room temperature has motivated us to work on 2D MXenes that can exhibit
scalable magnetic properties using density functional theory. In the present work,
we have studied structural, electronic and magnetic properties of pristine and Mn
doped Mo2NT2 with oxygen and fluorine termination groups (T). Pristine Mo2NT2

is found to be nonmagnetic-metallic in nature. Enhancement in magnetic properties
is observed due to doping of Mn. Magnetic moment of Mn d-orbital shows large
exchange splitting as observed from partial density of states which induces spin
polarization in the layer of Mo2NT2. Fluorine terminated Mo2N with doping of Mn
shows better spin polarization factor as compared to oxygen termination. Increasing
concentration of Mn into Mo2NF2 may results to spin polarization factor about 9.4%
due to interlayer arrangement ofMnat neighboring sites via substitution ofMoatoms.
ContributionofMod-orbital canbeminimized inminority spin channels by intralayer
configuration of Mn within Mo2NT2 MXene enhancing its spin polarization up to
92.1% that can be used as next generation 2D spintronic material.

Keywords Spin polarization · 2D spintronics · MXenes

1 Introduction

Theuninterrupted downscaling of the physical dimensions of charge-based electronic
device with an enormous demand for more robust, energy-efficient digital devices
has boosted the spintronic field by discovering two-dimensional (2D)magneticmate-
rials. A strong cooperation between the spintronic field and 2D materials has given
rise to a newfield known as 2D spintronics. 2D spintronics has its own new challenges
and opportunities such as scalability, ambient stability, interface-induced magnetic
phenomena, electric field induced control over magnetic properties, etc. Recently
discovered 2D systems are so far nonmagnetic in nature. One of the important
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requirements for 2D spintronics field is discovery of intrinsic magnetism for the
applications like memory storage, spin polarize carrier injection devices, spin valve,
spin filter, magnetic sensors, spin-based field effect transistors, nano-medicine and
quantum computation.

The spontaneous breaking of time reversal symmetry along with an ordered
arrangement of magnetic moments are trademarks of magnetism. In magnetic mate-
rials specific relative orientation of neighboring spins and also thought exchange
couplings plays key role governing the long range interaction. At absolute zero
temperatures long range magnetic moment orientation could extend up to macro-
scopic length scales but at finite temperature this thermal energy starts overcoming
this exchange interaction by misaligning magnetic moment orientations. When we
move toward 2D systems from bulk, dimensionality plays crucial role deciding effect
of thermal energies over the critical behavior of many body systems. In one dimen-
sional systems, long range order of magnetic moments survives at absolute temper-
atures while in case of three-dimensional (3D) systems this long range order occurs
at finite temperatures also known as curie temperature for ferromagnetic ordering.
While situation for the 2D systems is bit complex due to determination of long
rang ordering on physical parameters of system such as magnetic anisotropy of the
system. Thermal energy at finite Curie temperatures excites large Magnon modes
suppressing the expectation value of collective spin. When number of layers start
increases will reduce Magnon density states near excitation gap, which will require
further higher temperature, ensuring sufficient population of excitations to destroy
the long range magnetic order [1].

Newly found intrinsic magnetic materials with positive interlayer and intralayer
exchange coupling in semiconducting (CrI3, CrBr3, Cr2Ge2Te6) and metallic
(Fe3GeTe2, VSe2) 2D materials have given deep insight to understand the magnetic
behavior [2]. Huang et al. [3] observed supressed magnetization due to metam-
agnetic effect and ferromagnetic ordering in trilayer and monolayer CrI3. While
magnetic ordering in bilayer CrI3 can be switched from antiferromagnetic to ferro-
magnetic by magneto-electric response near the critical field [4]. Cr2Ge2Te6 is a
nearly ideal two-dimensional Heisenberg ferromagnet and could be good option
for studying fundamental spin behavior [1]. Itinerant ferromagnetism with out-of-
plane magneto-crystalline anisotropy is come across in monolayer Fe3GeTe2 [5].
Several two-dimensional van der Waals (vdW) layered structures such as graphene,
MoS2, show remarkable electronic properties but no significant magnetic properties
are observed. To bring such materials in the 2D spintronics inspires to extrinsically
induce magnetism using different approaches: (a) Defect engineering (vacancies,
adatoms, grain boundaries, edge modification) (b) adding magnetic elements by
substitution or interaction (c) by magnetic proximity effect (2D materials are placed
in contact of magnetic substrates). Apart from this, one important advancement in
past few years revealingmanipulation ofmagnetic moment via spin polarized current
and external field (electric field, magnetic field and photonic field) [5, 6].

In this line, recently discovered new family of early transition metal carbide and
nitride known as MXenes with excellent electronic and multifaceted structural prop-
erties are also explored. MXene is layered structure with hexagonal class having
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common formula Mn+1XnT x (n = 1–3) where, M is early transition metals, X is C
and/or N, T is surface termination groups such as –F, –O, –OH, –Cl. This termi-
nation group attaches with MXene structure while selective chemical etching of its
bulk counterpart (MAXphase). Khazaei et al. [7] foundCr2CF2, Cr2C(OH)2, Cr2NF2
and Cr2NO2 having ferromagnetic ground state. Most of the MXenes having quite
strong covalent bond betweenM-XandM-T, and nonmagnetic in nature. But intrinsic
magnetism is observed in bare Ti2C and Ti2N MXenes [8]. Uniform biaxial strain
on M2C (M = Hf, Nb, Sc, Ta, Ti, V, Zr) MXenes induces magnetism by nonmag-
netic to ferromagnetic phase transition [9]. Whereas Ti2C and Zr2C found exhibiting
magnetic moment without applying strain [8]. Apart from the strain, doping in
Sc2CT2 by Ti, V induces weak magnetism and Cr, Mn induces magnetic moment of
approximately 2.1 µB/unit cell [10].

Spin orbit coupling and covalent bonding in 2D materials provides strong
magnetic anisotropy by symmetry breaking resulting energetically favorable orien-
tation of magnetic moments. In this work, we have studied electronic and magnetic
properties of pristine Mo2NT2 (surface termination group T = O/F) MXene. The
primary reason behind considering transition metal nitride as part of study is its
robust ferromagnetic ground state as compared to transition metal carbide due to
extra electron which leads to excess density of states at Fermi level [11]. Further,
we have doped Mo2NT2 with Mn in order to understand role of magnetic species
to enhance its electronic and magnetic properties that could be next step toward the
field of 2D spintronics.

2 Methodology

In this study structural, electronic and magnetic properties of pristine and doped
Mo2NT2 is studied using density functional theory (DFT) as embodied in open-
source code QUANTUM ESPRESSO [12] using the plane wave and pseudopoten-
tial method. All the properties are calculated considering the 2 × 2 × 1 supercell of
Mo2NT2 with generalized gradient approximation (GGA) [13] as exchange–corre-
lation functional and ultra-soft pseudopotential with scalar relativistic correction.
In order to optimize and calculate electronic structure plane wave energy cutoff of
90 Ry and charge density cutoff of 900 Ry is used. Supercell is optimized with spin
polarization till force in the structure reduces below threshold of 10–3 eV/Å using 6
× 6 × 1 Monkhorst k-point grid. We have also considered grimme-d3 [14] correc-
tion to incorporate vdW interaction for calculation of total energy of the systems.
We have given vacuum of about 25.7 Å between consecutive periodic unit cell to
consider it as layered flack structure. To calculate electronic structure using 13 × 13
× 1 Monkhorst k-point grid is used for Brillouin zone integration with smearing of
0.01 eV in order to have correct ground state with this k-point sampling.
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3 Results and Discussion

The surface termination group binds to the surface of MXene during the selective
etching of MXene flakes from its bulk phase, changing its electronic and magnetic
properties drastically. In the present work, we have considered the Mo2NT2 MXenes
with twodifferent surface terminationgroups –Oand–F. PristineMo2NT2 hasNatom
layer sandwich between theMo atomic layerswith symmetric distribution of T-atoms
on either side of the structure as seen in Fig. 1a–b. To inducedmagnetism inMo2NF2,
we have dopedMnwithweight percent concentration about 5.8% (Mo1.75Mn0.25NF2)

(a)        (b)

(c)                                                              (d)

(e)                                                              (f)

Mo  N  T Mn F  O  

Fig. 1 Optimized (a) Top and (b) side view of Mo2NT2, (c) Top and (d) side view of Mn doped
Mo2NF2, (e) Top and (f) side view of Mn doped Mo2NO2
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and 12.3% (Mo1.50Mn0.50NF2). For higher Mn doping (Mo1.50Mn0.50NF2), we have
considered two different doping named as site-1 and site-2. Mo1.50Mn0.50NF2 (site-
1) has both Mn atoms situated at neighboring site of different layer (interlayer) and
Mo1.50Mn0.50NF2 (site-2) has both Mn atoms within similar layer (intralayer). In
case of Mo2NO2, Mn is doped with weight percent concentration about 6.0%. All
the optimized crystal structures of Mn doped Mo2NT2 are presented in Fig. 1c–f.

Thickness of the Mo2NT2 after optimization is found about 4.48 Å and 4.16 Å
approximately for –F and –O termination, respectively. Thickness of Mo2NF2
reduces after doping of Mn atom locally near the doping site about 0.1-0.2 Å. While
in case ofMo2NO2 thickness increases due to doping of theMn. This local distortion
in MXene layer can also be confirmed via analysis of average bond length of doped
MXene comparing with its pristine structure as shown in Table 1.

Change in lattice parameter observed while doping of Mn into Mo2NF2 is within
1%. While in case of Mn doping in Mo2NO2, Mn atom moves toward surface side
and binds with –O atom leaving its initial site reducing the lattice parameter about
7% as shown in side view of Fig. 1f. In order to understand the favorable doping site,
we have computed doping energy (Edoping) required to dopeMn atom via substitution
of Mo atoms of MXene. Doping energy is calculated as:

Edoping;Mn = [
EMo2−xMnxNT2 − EMo2NT2 + µ(Mo) − µ(Mn)

]
(1)

EMo2−xMnxNT2 and EMo2NT2 are total energy of doped and pristineMo2NT2, respec-
tively while µ(Mo) and µ(Mn) is chemical potential of Mo and Mn, respectively.
Chemical potential of Mo is evaluated from its common form MoS2 using formula:

µ(Mo) = [E(MoS2) − 2µ(S)] (2)

where E(MoS2) is total energy of MoS2 compound and µ(S) is chemical potential of
sulfur is calculated from its common form orthorhombic alpha sulfur which contain
S8 ring structure. Chemical potential of Mn is calculated fromMnO2 using formula:

µ(Mn) = [E(MnO2) − 2µ(O)] (3)

where E(MnO2) is total energy of MnO2 and µ(O) is chemical potential of oxygen.
To evaluate chemical potential, we need to consider the correction to total energy
of O2 molecule to avoid over binding due to GGA functional [15]. So, chemical
potential of oxygen µ(O) can be calculated using formula,

µ(O) = [E(O2) − Ecorr]/2 (4)

Here, E(O2) is calculated total energy of oxygen molecule and Ecorr is correction
term in order to avoid over binding of molecule. Ecorr term was found 1.02 eV in
accordance with experimental atomization energy [15]. Calculated doping energy
of different MXenes was found negative showing exothermic nature of reaction to
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Mn doped Mo2NT2 as shown in Table 1. All the doping sites of Mo is equivalent in
pristine Mo2NT2 due to its symmetric structure. So, Mo1.75Mn0.25NT2 shows more
negative doping energy with T = O as compared to T = F irrespective of Mo site.
For higher concentration doping, intralayer (site-2) doping of Mn is more suitable
as compared to interlayer (site-1) doping in Mo2NF2 as shown in Table 1.

To study electronic andmagnetic properties ofMn dopedMo2NT2, spin polarized
total density of states (DOS) are calculated as shown in Fig. 2. As per Fig. 2a,
b, pristine Mo2NT2 found to be nonmagnetic metal with both termination groups
since it shows identical DOS in spin-up and spin-down channels. Mo1.75Mn0.25NF2
has metallic nature along with net spin polarization due to contribution of spin-
up channel while with same Mn doping and O termination, Mo1.75Mn0.25NO2 also
shows metallic behavior along with very low spin polarization as seen in Fig. 2c–d.
Higher concentration of Mn in case of F-termination is also found metallic. But its
spin polarization depends mainly on relative interacting site of Mn within MXene
structure. In case of Mo1.5Mn0.5NF2 (site-2), high spin polarization due to low DOS
at EF in spin-down channel is reported. While in case where both Mn atoms lies at
different layer neighboring sites (interlayer) resulting to compensating partial spin
polarization in Mo1.5Mn0.5NF2(site-1) [Fig. 2e–f].

Further, partial spin polarized DOS are also calculated to understand the role of
each atomic sites as shown in Fig. 3a–f. In case of Mo2NT2 (for T = O and F), at
EF the major contribution comes due to the 4d orbital of Mo. Doping of Mn into
Mo2NF2 has shown shifting of Mn occupied 3d states of spin-up to the unoccu-
pied states in spin-down (Fig. 3c). This shifting observed in Mn in -F terminated
case is more prominent due to sharp peak at −1.8 eV as compared to −O termi-
nated case. Local magnetic moment of Mn leads to non-compensated distribution of
partial DOS for nonmagnetic species (Mo, N, F) by breaking time reversal symmetry.
Mo1.75Mn0.25NF2 shows noticeable net spin polarization in Mo species. But in case
of Mo1.75Mn0.25NO2 significant spin polarization is observed in O species instead of
Mo because after optimizationmagnetic speciesMnmoves on surface attaching with
O. In case of higher concentration of Mn inMo1.50Mn0.50NF2, both the configuration
has large shifting of occupied Mn-3d-states of spin-up channel to unoccupied spin-
down channel. Relative arrangement ofMn in layer ofMXene leads to totally reverse
effects in spin-down channel at Fermi energy effecting directly on spin polarization.
Intralayer configuration of Mn in Mo1.5Mn0.5NF2 shows vanishing contribution of
d-orbital of Mo at EF as shown in Fig. 3f.

One of the important key parameter for good magnetic materials is spin polariza-
tion factor (SP). 100% spin polarization means half metallic material allowing fully
spin polarized current within material. Spin polarization factor can be found using
formula,

SP = n↑
(
E f

) − n↓
(
E f

)

n↑
(
E f

) + n↓
(
E f

) (5)

where n↑
(
E f

)
and n↓

(
E f

)
are DOS at EF .
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Fig. 2 Calculated DOS for pristine (a–b) and Mn doped (c–f) MXenes
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Fig. 3 Calculated partial DOS for pristine (a–b) and Mn doped (c–f) MXenes

Mo1.50Mn0.50NF2 (site-2) shows highest total magnetization 1.49 µB/f.u. as
compared to other MXenes with spin polarization factor 92.1% as shown in Table
2. The main contribution of total magnetization per unit cell is coming from Mn
dopant atom. But, contribution of Mo in spin polarization is major at EF compared to
termination groups in pristine and doped Mo2NT2 as shown in Fig. 3a–f. From the
DOS analysis, it is seen that in all the studied MXenes, to obtain high spin polariza-
tion, contribution of Mo 4d-orbital in spin-down channel at EF should be minimum.
As in case of Mo1.50Mn0.50NF2 (site-2) intralayer dopant Mn causes minimization
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Table 2 Total magnetization, magnetic moment of atoms and spin polarization factor in pristine
and Mn doped Mo2NT2

MXenes Magnetic
moment M (µB/atom)

Total magnetization
(µB/f.u.)

Spin polarization
factor SP (%)

MMo MMn1 MMn2

Mo2NF2 0.00 – – 0.00 0.0

Mo2NO2 0.00 – – 0.00 0.0

Mo1.75Mn0.25NF2 0.06 3.91 – 1.16 73.4

Mo1.75Mn0.25NO2 0.03 3.62 – 1.17 14.5

Mo1.50Mn0.50NF2 (site-1) −0.17 3.43 3.42 1.48 9.4

Mo1.50Mn0.50NF2 (site-2) 0.19 3.76 3.77 1.49 92.1

of partial DOS of Mo-4d states at EF. While, in case of interlayer doping of Mn
in Mo1.50Mn0.50NF2 (site-1) increases partial DOS of Mo at EF hence reducing spin
polarization.Reduced spinpolarizationwasobserved as a result ofMnatomcapturing
toward the surface side, leaving their initial location in Mo1.75Mn0.25NO2. Magnetic
moment forMo atom in all cases found very small.Whilemagneticmoment of doped
Mn is larger in –F terminated case as compared to –O terminated Mo2NT2 as shown
in Table 2.

4 Conclusion

Structural, electronic andmagnetic properties ofMn dopedMo2NT2 are studied with
O- and F-termination groups. Pristine Mo2NT2 is found to be nonmagnetic metallic
in nature. Doping of Mn in Mo2NT2 leads to local distortion in layer enhancing its
magnetic properties. O terminated Mo2NT2 shows more stable doping configuration
as compared to F-termination. While in case of F-terminated Mo2NF2, intralayer
interacting Mn doping is favorable as compared to interlayer doping. While doping
of Mn induces magnetism by breaking time reversal symmetry. Mn doped Mo2NT2

relatively shows poor magnetic spin polarization due to Mn capturing at surface side
by O termination. F-terminated Mo2NT2 elevates the spin polarization by lowering
the density of states of the minority spin channel at EF. Intralayer Mn doped MXene
[Mo1.50Mn0.50NF2 (site-2)] is reported with excellent magnetic spin polarization
about 92.1% which can be used as potential magnetic 2D spintronic material.

Acknowledgements The authors show their sincere gratitude to the University grant commission,
India for UGC Start-up grant. AD is also thankful to University Grants Commission, India for
Assistant Professorship under Faculty Recharge Program.
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Correlative Study of Compositional
and Bioelectric Parameters Using
Multi-Frequency Bioelectrical
Impedance Analysis (MFBIA)

Shiva Sharma, Neha Singh, Anupama Chaudhary, and Manisha Rastogi

Abstract Assessment of human body composition is one of the important factors to
identify physiological anomalies and health risks since several decades. Evidences
related to the age associated alterations in the human body composition measured
as bioelectrical impedance are highly sparse. The present study aims to evaluate
the bioelectrical impedance and anthropometric changes in different ages (18–
50 yrs) male candidates and to identify the correlation in bioelectrical impedance
and measured variables, if any. Bioelectrical impedance was measured using multi-
frequency body impedance analysis BIA (MFBIA) and the outcomes were recorded
as the impedance, resistance, reactance, and phase angle on passing an alternating
current (<1mA) atmultiple frequencies (5, 50, 100, and 200KHz) in succession. The
present study outcomes demonstrated no statistically significant association between
impedance recorded at multiple frequencies and anthropometric variables.

Keywords Bioelectric impedance · Aging ·Male · Anthropometric and BMI

1 Introduction

Variations in body composition and its association with age is an established
phenomenon. These variations can be at cellular, tissue, and organ or at whole body
level. Previous studies reported the correlation of these compositional changes with
the help of bioelectrical impedance in human and animal tissues [1, 2]. However,
there are several techniques available to measure these age associated compositional
changes in the human body includingHydro-densitometry, Air displacement plethys-
mography (ADP)/Bod Pod, Hydrometry, Dual Energy X-ray, skinfold method, Near
infrared method, and anthropometric. No single method can fulfill all the criteria for
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ideal body composition measurement as it requires methods and statistical approach
to quantify each of the major components at five levels (elemental, cellular, tissue,
organ, and whole body) [3, 4].

Multi-frequency bioelectrical impedance analyzer (MFBIA) comes as anon-
invasive, precise, consistent, portable, inexpensive, easy to use, safe and quick tech-
nique to evaluate these compositional changes.MFBIA is a simple painless procedure
where low voltage alternating current of 100 µA to 1 mA (approx. 800 µA) of high
frequency is applied to the body and its resistance or the impedance measured by the
help of ohm’s law. Here the body is considered as a series of cylinders and resistance
of body is proportional to the length of the cylinder while inversely proportional to
the cross-sectional area. Therefore, resistance and the length, determines the volume
of cylinder. Assuming that the current flows through the path of least resistance
(water), then the volume determined gives the content of body water [5, 6].

MFBIA measures the impedance of body at multiple frequencies 5, 50, 100, and
200 kHz [7]. Variation in measured electrical impedance may be associated with the
age that is not clearly understood. Therefore, the aim of this study is to understand
the age associated bioelectrical changes in human body. The study also intends to
identify the association between the bioelectrical impedance at different frequency
and anthropometric variables if any.

2 Methodology

2.1 Participants

This pilot study was carried out with the prior approval of Institutional Ethical
Committee, School of Biological Engineering and Life Sciences, Shobhit Institute of
Engineering and Technology (Deemed to be University), Meerut. Consented healthy
male candidates aged between (18–50 yrs.) were recruited in this study. A total
number of 450 candidates were approached for the study. Out of them 78male candi-
dates recruited based upon the inclusion criteria (healthy, nonsmoking, not taking
any kind of medication). Group1 includes 26 males of 21–30 yrs.; Group 2 had 26
males of 31–40 yrs.;Group 3 includes 26 males of 41–50 yrs.; overall seventy eight
candidates participated in the study.

2.2 Demographic

Several demographic parameters recorded before analysis. Age, height, weight were
recorded parameters from each participants as these are the basic input parameters for
the analytical system Quad Scan 4000 MFBIA. Body Mass Index (BMI) calculatory
parameters based on input. Anthropometric measurements viz. height (cm), weight
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(kg), were recorded as per the guidelines suggested by Jelliffe [8]. The height was
measured using anthropometric rod to nearest 0.1 cm. The subjects were weighed on
portable platform weighing balance to nearest 0.5 kg with ordinary clothes. A non-
flexible tapewas used tomeasure thewaist and hip circumference. Themeasurements
were made to nearest 0.1 cm.

2.3 Analysis of Bioelectrical Impedance

All measurements were performed after the subjects had fasted for 8 h. The subjects
were weighed in standardized light clothes and without shoes on a platform manual
scale balance. BIA measurements were carried out with the subject lying in a supine
position on a flat, nonconductive bed by using a multi-frequency tetrapolar elec-
trode system (Bodystat QuadScan 4000; Bodystat, Douglas, United Kingdom). Two
electrodes were placed on the right wrist with one just proximal to the third metacar-
pophalangeal joint (positive) and one on the wrist next to the ulnar head (negative).
Two electrodes were placed on the right ankle with one just proximal to the third
metatarsophalangeal joint (positive) and one between the medial and lateral malleoli
(negative). Multi-frequency (5, 50, 100, and 200 kHz) currents were introduced from
the positive leads and traveled throughout the body to the negative leads. The flow
of current through the body (impedance) is dependent on the frequency applied.
At low frequencies, the current cannot bridge the cellular membrane and will pass
predominantly through the extra-cellular space. At higher frequencies, penetration
of the cell membrane occurs and the current is conducted by both the extra-cellular
and intra-cellular spaces.

2.4 Statistical Analysis

Data is presented as mean± SD, P-values were calculated by the ANOVA at a signif-
icance level of less than 0.05. Correlation analysis was conducted using Pearson’s
correlation test.

3 Results and Discussion

Table 1 represents the measured demographic variables among different groups.
Average age of group 1male was (25.615± 3.305); group 2 (33.769± 2.006); group
3 (43.308 ± 3.301). Anthropometric parameters, average height of the group1-3
participants was between 164.538 ± 2.961 to 170.462 ± 6.778 cm; average weight
was 59.662 ± 10.228 to 74.454 ± 16.096 kg; average BMI was 20.623 ± 3.51



568 S. Sharma et al.

Ta
bl
e
1

D
em

og
ra
ph
ic
an
d
an
th
ro
po
m
et
ri
c
va
ri
ab
le
s

V
ar
ia
bl
es

G
ro
up

1
M
ea
n
±

SD
(M

ax
,M

in
)

G
ro
up

2
M
ea
n
±

SD
(M

ax
,M

in
)

G
ro
up

3
M
ea
n
±

SD
(M

ax
,M

in
)

P
va
lu
e

A
G
E

24
.7
69

±
2.
48
8

33
.7
69

±
2.
00
6
(3
1,

38
)

43
.3
08

±
3.
30
1
(4
0,

50
)

<
0.
00
00
1

H
E
IG

H
T

17
0.
15
4
±

4.
86

17
0.
46
2
±

6.
77
8
(1
62
,1

82
)

16
4.
53
8
±

2.
96
1
(1
62
,1

70
)

0.
00
80
2

W
E
IG

H
T

59
.6
62

±
10
.2
28

74
.4
54

±
16
.0
96

(5
6,

10
5)

69
.7
69

±
6.
72
3
(5
8,

82
)

0.
00
85
49

B
M
I

20
.6
23

±
3.
51

25
.3
92

±
3.
76
2
(2
0.
1,

31
.7
)

25
.8
31

±
3.
15
8
(2
0.
8,

31
.2
)

0.
00
07
1



Correlative Study of Compositional and Bioelectric Parameters … 569

to 25.831 ± 3.158. All variable (age, height, weight, and BMI) were significantly
different among group1-3 participants.

Results for compositional analysis indicated all three groups are non-obese and
healthy as the BMI ranging in between 20 and 25. BMI value of group 2 and group
3 is at almost boarder line that may due to age associated changes [9]. Hayes et al.
2015 indicated changes in BMI are strongly age-dependent changes [10]. Meeuwsen
et al. 2010 reported same type of findings and represented a progressive increase in
BMI with aging and plateaued between 40 and 70 years in men therefore significant
changes with age [11].

In bioelectrical impedance analysis, impedance at 5 kHz was significantly
different in all three groups. However impedance at 50, 100, and 200 kHz was not
significantly different in between group1-3. Impedance at 5, 50, 100, and 200 kHz
was found in order of G1 > G3 > G2 (Table 2).

According to Stroud et al. [12] andBaumgartner et al. [13] impedance is frequency
dependent phenomenon that changes within a conductor with the permissibility of an
AC current. Amount of the impedance directly associated with two vectors resistance
(R) and reactance (Xc) [12, 13]. Yamada et al. 2014 reported changes in bioelec-
trical impedance and resistance are associated with the compositional variation in the
human body [14]. Young (1990) also reported a direct influence of these composi-
tional changes on the bioelectrical parameters of human body. Here, we can hypoth-
esize considerable changes in fat percentage in the G1, G2, and G3 leading the
significant variation in impedance at 5 kHz frequency [15]. Baumgartner et al. [13]
also indicated the adipose tissue affected the impedance outcome [13].

Overall results for correlation analysis indicating insignificant positive and nega-
tive correlation of impedance at 5, 50, 100, and 200 kHzwith age, height, weight, and
BMI as shown in Fig. 1. In group 1 negative but insignificant correlation was found
between impedance at different frequency and weight, BMI and height however age
was positively associated. In group 2 and group 3 all variables were negatively asso-
ciated with impedance at different frequencies. No such relationship was described
by the previous studies.

4 Conclusion

Overall this study shows bioelectrical impedance and anthropometric parameters
(weight, height, andBMI) are age associated variables. However no significant corre-
lation was identified in these variables with impedance to evaluate this control trial
need to be carry out.
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Fig. 1 Correlation analysis
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Accurate Estimation for Stability
of Slope and Partition Over Old
Underground Coal Workings Using
Regression-Based Algorithms

Kumar Dorthi, Anil Kumar, and Karra Ram Chandar

Abstract Numerical modeling simulation has found to be best solution for predict-
ing slope and partition stability over old underground coal workings. But it has taken
huge time to complete a single simulation model. In this regard, machine learning-
based framework is used to predict the stability of old galleries. A case study is
taken up in opencast mine and simulation is carried out using numerical model and
machine learning-based framework. Framework has shown an overall accuracy of
94–95% for different slope and partition stability. Framework shows a speedup of
2366× against numerical simulator.

Keywords Numerical modeling · Machine learning · Slope · Partition · Opencast
mine · Support vector regression

1 Introduction

Various techniques are being tried in India’s opencast coal mines to improve coal
production. Converting ancient underground coal mines to opencast mines is one of
them which can be seen in Fig. 1. However, the conversion process generates slope
and partition failures, resulting in equipment damage and, in some cases, death.
Prediction of slope and partition stability is necessary to avoid failures [9, 10].
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Fig. 1 Schematic diagram of old underground coal workings

There are many approaches to predict slope and partition stability, but numeri-
cal modeling has found to be the best method in the field of mining engineering.
Numerical modeling has wide applications in engineering geology, hydrogeology,
rock mechanics, and slope stability study of opencast mines [2]. The capacity to
simulate the nonlinear, non-homogeneous, and anisotropic nature of rock strata has
led to their extensive application [1].

The major contribution of our work is proposing a machine learning (ML) frame-
work which can be used to simulate the opencast mine field conditions based on
numerical simulation of field data. In this paper, ML-based framework is used to
predict the slope and partition stability over old underground coal workings based
on numerical data.

The following is how the paper is organized: Sect. 2 reviews related research,
Sect. 3 describes the ML framework, Sect. 4 presents scientific results, and Sect. 5
brings the paper to a conclusion.

2 Case Study

To estimate the slope and partition stability of a major opencast mine in Telangana,
India, a case study was conducted which can be seen in Fig. 2. ANSYS Workbench
software tool was used to develop themodels by simulating the field conditions. Input
parameters like rock properties, bench configuration, and old gallery dimensions for
modeling were collected during field visits. The geometrical dimensions such as
partition thickness, gallery width, gallery height, pillar width, berm width, and slope
angle were considered for this study. The 3D model created in ANSYS workbench
is shown in Fig. 3.
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Fig. 2 A view of opencast mine in south India

Fig. 3 3D model in ANSYS

3 Numerical Modeling

The impact of geometric dimensions, rock characteristics, and external pressure on
the stability of old underground galleries was investigated using numerical model-
ing under mining field circumstances. The geometric dimensions are gallery width,
gallery height, pillar width, partition thickness, slope angle, and berm width. Rock
properties are density, compressive strength of sandstone, and coal. External load
includes the load of shovel and dumper combination. Vertical deformation was
observed at the surface centers (‘R’ and ‘S’) over old galleries and roof centers
(‘P’ and ‘Q’) of gallery1 and gallery2 which an be observed in Fig. 4.
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Fig. 4 Reference points for output in the model

Geometrical dimensions included gallery widths of 3.0 m, 3.6 m, 4.2 m, and 4.8 m
were considered as per Reg. No. 111 of CMR—2017. Pillar widths were considered
with respect to the gallery width and incremented by 1 m. Gallery height values
were ranging from 2.4 to 3.4 m with an increment of 0.2 m. Partition thickness was
considered from 4 to 12 m with increment of 2 m. Berm width of 5–10 m with an
increment of 1 m was considered. Slope angle of 50◦−75◦ with an increment of
5◦ was considered. The above parameters were varied by keeping other parameters
such as rock properties and external load as constant. Multi-colored output results
from ANSYS for the partition thickness of 4 m is shown in Fig. 5. The results of
directional deformation for different partition thicknesses over gallery 1 and gallery
2, when the gallery width is 4.2 m, gallery height is ranging from 2.4 to 3.4 m, slope

Fig. 5 A Vertical deformation contours over old galleries for partition thickness of 4m
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angle is 550, berm width is 5 m, and pillar widths are about 30.5 m, 31.5 m, and 32.5
m, are given in Tables1 and 2. In total, 12,960 models were developed by varying
different parameters.

4 Machine Learning Framework

Machine learning (ML) framework is developed to assess and predict the stability of
slope over old underground galleries. The overview of the ML framework is shown
in Fig. 6.

The ML framework is depicted in Fig. 6 as an overview and step-by-step process,
with all procedures divided into two phases. There is no dataset available in this area.
Hence, ANASYS simulator is used to generate the reference data. The framework
is divided into two phases training and testing phase. In training phase, various
configurations has been given to ASASYS simulator to generate the datasets. Later,
feature extraction is performed on the data and the pre-processed data is divided into
training and testing data. In our work, the dataset is divided 50:50 ratio, 50% data
for training and remaining 50% for testing.

Several generalized linear regression methods, including as lasso, lassolars,
larsCV, Bayesian-ridge, linear, ridge, elastic-net, and support vector regression
(SVR) using linear, radial basis function (RBF), and polynomial kernels, were tested
while developing the framework. All trained algorithms are fine-tuned until they
produce the least amount of error. The ML framework was built using the algorithm
that produced the least amount of error. In this study, we used the SVR algorithm
to predict values since it produced the least amount of error when compared to the
other algorithms.

In ε-SVR, ε stands for insensitive loss function, which is utilized to solve the
quadratic optimization problem. Despite the fact that the value of epsilon must be
supplied before the SVR model can be trained, most problems make predicting the
value of ε challenging. To get around this restriction, upsilon-SVR [8] is used, where
υ specifies a lower bound on the number of support vectors and a higher bound on
the fraction of training samples. The kernels used in the framework are ‘linear,’
‘polynomial,’ and ‘radial basis function(RBF)’ [3–7].

Both linear and nonlinear data may be analyzed using RBF. C, which controls
the trade-off between margin and size of slack variables, and ‘gamma’, which is the
kernel coefficient for ‘RBF’ and ‘linear,’ are two more SVR parameters. To fit data
to the training dataset, more levels of the ‘gamma’ algorithm are utilized. ‘RBF’ and
‘linear’ kernels were used to illustrate the method’s effectiveness.

ML framework experiments were used to evaluate various combinations of
(epsilon, C, gamma) and (upsilon, C, gamma). The algorithm with the lowest
error rate was taken into consideration.
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Fig. 6 Overview of machine learning framework

5 Results and Discussion

5.1 Experimental Results

Slope and partition stability over old galleries is assessed usingmachine learning and
numerical modeling. Numerical modeling is one of the best approach to simulate
mining field conditions but takes more time to compute a module. In total of 20,960
models were simulated to assess the slope stability of old galleries using numerical
modeling approach. Machine learning approach is used to not only reduce the time
to simulate the model but also given accurate results. The accuracy of ML frame
work is evaluated using mean square error (MSE) against ANSYS results. MSE is
given as follows:

MSE = 1

l

∑l
i=1(ai − a∗

i )
2

where ai is the actual value, a∗
i is the predicted value and ‘l’ is the number of data

points.

5.2 Runtime Comparison

We have conducted all the experiments using the system configuration with I5 pro-
cessor and 8GB RAM. The total time consumed for ANSYS software to give results
of numerical simulation model is around 120sec. But machine learning framework
predicted the same results in 0.02 s as shown in Table3. The proposedML framework
has shown a speed up of 2336x against ANSYS work bench simulator for a single
sample.
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6 Conclusion

The slope and partition stability are predicted using a machine learning framework
that takes into account several locations. The support vector regression approach
was used to develop the framework. In this work, we used two well-known SVR
variants: epsilon-SVR and upsilon-SVR. SVR’s ‘linear,’ ‘RBF,’ and ‘polynomial’
kernels were used to verify the datasets. That kernel was chosen from among those
that produced the least amount of error. Different slope and partition stability are
predicted by the proposed framework. For the parameters studied, framework had
an overall accuracy of 94–95%. In terms of execution time, the ML framework
differs from the traditional ANSYS simulator. The error rate was less than 5%, with
a speedup of 2366× when compared to the ANSYS simulator.
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A DFT Study for Analyzing
Opto-electronic Behavior of ZnCN2

Hansraj Karwasara, Karina Khan, Amit Soni, K. C. Bhamu,
Jagrati Sahariya, and Ushma Ahuja

Abstract We obtained optoelectronic properties of wide band gap semiconductor
ternary chalcopyrite ZnCN2 through density functional theory, which is executed in
the Wien2k package. The full-potential linearized augmented plane wave method
is utilized to sort out the equation of Kohn–Sham. The optoelectronic properties
are computed by choosing exchange-correlational potential named as generalized
gradient approximation in order to yield good results. The computed results ratified
the compound ZnCN2 having direct band gap of 1.94 eV, and its prominent intensity
is in range 3–5 eV revealed through absorption spectra which supports its availability
in optoelectronic applications.

Keywords Chalcopyrite semiconductor · Optoelectronic · DFT · PBE-GGA

1 Introduction

Energy is the basic need for humans’ survival and their development, and the most
part of energy is fulfilling through fossil fuels like coal and petroleum etc., but the
fossil fuels are limited in nature, so we have to concentrate on its alternates. Renew-
able energy can reduce burden on fossil fuels, and it is beneficial in combating the
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climate changes. Renewable energy can generate through sun, air, water etc. Avail-
ability of these sources are enormous and not harmful for the environment as well
[1]. Solar energy has wide energy capacity to fulfill the need of world’s energy
demand, and by using solar energy, we can achieve sustainable development goals.
Scientists are working on solar cells since nineteenth century and continuously try
to improving its efficiency [2–4]. The ternary chalcopyrite semiconductors belong to
II-IV-V2 group are lattice analog of zinc blende structure and showing same semi-
conductor behavior. The compounds belong to this group are widely acceptable for
researchers due to their remarkable properties such as non-toxicity, abundance, stiff-
ness, and thermal stability, make these compounds available for optoelectronic [1, 5,
6]. The phosphide, arsenide, and carbonitrides belong to the II-IV-V2 group showing
versatile applications in electric, magnetic, thermoelectric, and optical field due to
their diversity in their band gaps [7–9]. The carbonitrides crystals II-CN2 exist in
orthorhombic as well as in tetragonal structure, and both of its structures are showing
different properties and are stable at room temperature. The tetragonal form of II-
CN2 can be used in solar cells due to their hardness and also possess semiconducting
properties as their band gap ranges up to 1.4–5 eV [10]. For explaining the electronic
behavior and energy framework of II-CN2, theoretical study has been performed by
using density functional theory (DFT) [10–15]. One of the materials from II-CN2 is
ZnCN2 which is used in medicine, DC batteries, and catalysis. Cubic phase of zinc
cyanide, i.e., Zn(CN)2 shows negative thermal expansion so it can be used in opto-
electronic devices, fuel cells, and thermoelectric conversion system [16]. ZnCN2 has
high thermal and chemical properties which make it suitable for luminescent host
material [17]. ZnCN2 is also useful to reduce corrosion process of metals in different
fields and water-oxidation photo-catalyst for Li-ion batteries [18]. Due to direct band
gap and its suitable optoelectronic properties, ZnCN2 would be used to enhance the
performance of optoelectronic circuit. Crystalline, electronic, and vibrational struc-
tures of ZnCN2 were calculated using CRYSTAL14 software [15]. This work aims
to simulating the optoelectronic properties of compound ZnCN2 using Wien2k code
of DFT.

2 Computational Details

The theoretical tool Wien2k package is used for obtaining crystal structure, lattice
symmetry, electronic, and optical properties of ZnCN2. To sort out the Kohn-Sham
equation, we preferred the full-potential linearized augmented plane wave method
(FP-LAPW method) [19, 20].

To proceed the calculations, firstly, we have done the optimization of tetragonal
chalcopyrite ZnCN2 crystal by taking generalized gradient approximation (GGA)
exchange correlation functional through which we get the crystal constant, atomic
positions Zn (0, 0, 0); C (0, 0, 0.5); and N (0.29, 0.25, 0.125) having the space
group. The value of radii of muffin tin are 1.88, 1.47, and 1.54 of Zn, C, and N,
respectively. The PBE-GGA potential method is used for obtaining electronic and
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Fig. 1 a Crystal structure, b Brillouin zone of ZnCN2

optical properties. The additional input values such as RMT Kmax, number of k
points, Gmax, lmax, and energy are fixed to 7, 1000, 12, 10, and -6 Ry, respectively.
The structure of crystal of ZnCN2 is represented in Fig. 1 along with the Brillouin
zone which is used to show the crystal along high symmetry direction.

3 Results and Discussion

To put the focus on the electronic properties, we explain these through the band
structure and density of states (DOS) which include total and partial DOS that are
computed through the PBE-GGA.

The band structure, which is shown in Fig. 2, tells us about the semiconductor
nature of ZnCN2 as its calculated band gap is 1.94 eV, in which the fermi energy
level is 0 eV. Also, this compound having direct band gap nature because its highest
point of valence band and lowest point of conduction band lies at same I′-I′ k point.
The value of obtained band gap is highest than the previously quoted band gap which
is about 0.84 eV; it is arises due to use of different type of theoretical tools [10]. The
different color bands shown in the energy band structure present the different energy
level along with the position of electrons and also their transitions from valence to
conduction band.

Figure 3 depicted DOS spectra of ZnCN2 which gives more explanation of elec-
tronic property by the mixing of different hybridization state of the Zn, C, and N.
It also describes the formation of bands, number of electrons per unit volume, and
energy. The energy band gap is also calculated and confirmed by DOS spectra is
1.94 eV. The fermi energy is set at 0 eV, but the valence bands lie after a little gap
from fermi energy. The band arises near fermi energy is due to the ‘d’ state of Zn
and ‘p’ state of N, and valence band −8 to −6 eV is due to the mixing of ‘s’ state
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Fig. 2 Energy band structure of ZnCN2

of Zn, C, and N. The main contribution in conduction band due to the mixing of ‘s’
and ‘p’ state of C and N. It shows the valence band existed from −8 to 0 eV, and
conduction band is from 1.94 to 6 eV.

The optical response of ZnCN2 is explained through the optical spectra by using
exchange-correlational functional PBE-GGA. The real and imaginary dielectric
tensor spectra in Fig. 4a, b through the real dielectric tensor spectra which is used
to obtained the degree of polarization through the of ZnCN2 at zero frequency is
4.80, and peak arises in Fig. 4b at 7.37 eV shows the transition of electrons from the
valence to conduction band.

Figure 5a indicates the absorption coefficient of the complete optical nature of
compound, and it shows the intensity lies in the range of 3–5 eV. The value of inte-
grated absorption coefficient (IAC) for ZnCN2 is 9.5548 (×104 eV/cm). Figure 5b,
c shows the reflectivity spectra and refractivity spectra which is used to tell about
the surface of the material. The absolute value of reflectivity and refractivity is 0.13
and 4.84. And, we can see through the optical spectra that the parallel component
and perpendicular component do not match with each other; hence, the compound
is showing the anisotropic nature and prove its utility in optoelectronic applications.
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Fig. 3 Density of state (DOS) of ZnCN2

Fig. 4 a Real dielectric tensor spectra, b imaginary dielectric tensor spectra of ZnCN2
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Fig. 5 a Absorption spectra, b reflectivity spectra, c refractivity spectra of ZnCN2

4 Conclusion

By using FP-LAPW method, material properties of ZnCN2 are investigated. The
calculations of optical and electronic properties are done by utilizing by PBE- GGA.
The electronic spectra showed that ZnCN2 have wide direct band gap and is semicon-
ductor in nature. The optical spectra confirm the anisotropic behavior of compound,
and absorption spectra confirms the suitability of ZnCN2 for optoelectronic devices.
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Dynamic Electricity Pricing by Modified
Levenberg-Marquardt Backpropagation
(LMBP) Algorithm

Anirban Majumdar, Gurpinder Singh, Anil Swarnkar, Nikhil Gupta,
and K. R. Niazi

Abstract Dynamic pricing is a pricing technique in which companies set extremely
flexible costs for products or services based on customer demands. Dynamic pricing
is famous because of its capacity to boost a company’s revenue. Day-ahead elec-
tricity pricing is an important technique for producers of electricity, by which the
grid stability can be improved by energy procurement price. In this paper, a novel
technique of demand-side management (DSM) has been used to design individual
price policies, where each and every end customer receives a separate electricity
pricing scheme. This is designed to incentivize demandmanagement in order to opti-
mally manage flexible demands. A general artificial neural network-based stochastic
process for consumer’s power demand has been made to minimize the mean elec-
tricity price paid by the users. The projected pricing in Manchester’s ISO New
Englandmarket was calculated usingMATLAB Software’s ANN fitting tool. Hourly
historical data of temperature, electrical load, and natural gas price from the ISONew
England market were utilized in the forecasts. The artificial neural network (ANN)
was trained on hourly data from 2004 to 2007 and evaluated on out-of-sample data in
2008. The simulation results revealed extremely accurate day-ahead estimates with
very small amount of price forecasting error.

Keywords Artificial neural network (ANN) · Day-ahead electricity price
forecasting (DEPF) · Demand-side management (DSM) · Levenberg–Marquardt
backpropagation (LMBP)

1 Introduction

Price of electricity is a key issue in market competition, and high-quality short-
term electricity price forecasting, particularly day-ahead electricity price forecasting
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(DEPF), is critical due to its cost-effective function in allowing allmarket participants
to make rational decisions during market business activities. Recent energy networks
are intended to maintain high-quality standards while delivering a consistent and
dependable supply to fulfill the rising diversity of demand [1, 2].

The demand for improved short-term price forecasting methodologies has grown
as wholesale power markets have deregulated. Short-term projections range from a
few minutes to roughly a week in advance. These are helpful for short term or spot
trade, as well as shipment. The day-ahead market is the subject of this research.
Different academics have tried a variety of price predicting techniques with various
degrees of success [1, 2].

Smart grid technologies are continually evolving and developing in order to meet
these complex problems. Smart grid technology implementation confronts several
obstacles, including optimizing distributed generation (DG) capacity, transmission
and distribution (T&D) systems, and energy storage techniques [1–3].

In the energy industry, price forecasting is critical; it aids an independent generator
in determining the best bidding patterns and establishing bilateral contracts. The
many electrical businesses, in general, have required predict future electricity prices
since their profitability is dependent on them. Because of the volatile nature of energy
market prices, supply and demand-side managers face several challenges in the day-
ahead power market. Knowing the previous information about energy market price
changes may provide power suppliers an advantage in their short-term projection
of their reasonable offerings. Furthermore, it assists power suppliers in establishing
their bidding methods in order to maximize their profit on a large scale [2, 3].

With the current contributing factor that contributes to rising power costs, an
appropriate estimation tool would be useful in assisting consumers in estimating
prices based on previous data. They will have enough time to research the current
state of the power market and plan their buy accordingly [4].

Demand-side management, on the other hand, has to be aware of market pricing
changes and variances in order to establish short-term operational planning. As a
result, price forecasting in the energy market has grown in interest in recent times
[4].

This study compares and contrasts the training strategies for artificial neural
networks created for the aim of forecasting short-term power costs. To analyze the
training techniques, the training error, the number of iterations required reach the
target error, and the capacity to generalize after training are utilized [4].

The approaches analyzed are as follows: Levenberg–Marquardt BP (LMBP) algo-
rithm trained with backpropagation and feed-forward network trained with genetic
algorithm. Based on the basic concept of backpropagation, a more efficient training
algorithm of LMBP method is proposed.
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2 Literature Review

The strategy of adjusting price over time is known as dynamic pricing. Dynamic
pricing, in the context of electricity, is a technique for deciding how electricity tariffs
change over time, with time being customized to the electrical load. Customer’s
behavior to change power usage might be influenced by dynamic electricity pricing.
The average consumption behavior is to move power demand from one period to
another, causing the peak load to occur at a time when electricity demand is typically
low. Making a proper plan for using household appliances may help you save a lot
of money on your energy bills.

Time of use (TOU), critical peak pricing (CPP), and real-time pricing (RTP) are
three well-known dynamic pricing schemes in the energy industry. Peak rebate time
(PRT) is one of the other initiatives.

2.1 Time of Use (TOU)

The objective of time-of-use tariffs is to better align energy users’ bills with the real
cost of production. Most utilities adjust household power tariffs once or twice a year
at the moment. This rate, which is represented in dollars or cents per kilowatt-hour
($/kWh), is meant to cover the total cost of generating the power that users consume
[5, 6].

The cost of power at a utility, on the other hand, varies during the day for a
variety of reasons. Historically, as the demand for energy rises during the day, the
cost of generating that electricity rises as well. Residential users have little visibility
into how the cost of power climbs and decreases each day without a time-varying
electricity tariff [5, 6].

Some utilities bill consumers are using time-of-use rates, which are a form of
power pricing. Customers pay various rates per kilowatt-hour (kWh) of power they
use depending on when they use it under a TOU tariff. Pricing varies depending on
the time of day, as well as the day of the week (weekend or weekday) and the season.

TOU rates are distinguished by pricing differences between “peak” and “off-peak”
hours; some rates additionally have other price periods in between.

Both residential and business clients may be subject to TOU tariffs. The exact
specifications of a customer’s TOU rate will be determined by the electric utility’s
individual rate plan [1–4, 7].
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2.2 Real-Time Pricing (RTP)

Real-time pricing, is well-known technique of dynamic pricing, is a system in which
the per-kWh charge changes every hour based on the utility’s current cost of produc-
tion. Retail energy costs are higher at peak hours than during shoulder and off-peak
times under real-time pricing because peaking facilities are more costly to operate
than base-load plants. Customers earn higher peak rates when supplying power into
the grid at peak hours when combined with net metering. The client is most likely
purchasing electricity from the grid during off-peak hours, albeit at a cheaper off-peak
cost [8, 9].

In smart grid systems, the real-time pricing (RTP) scheme is an excellent way
to alter the power balance between supply and demand. In the energy business, this
strategy has a significant influence on user behavior, system operation, and overall
grid management [8, 9].

Real-time pricing (RTP) has been called the wave of the future and a reasonable
reaction to competition, among other things. In principle, it allows utilities to deliver
effective pricing signals to their consumers, allowing them to control loads, save
costs, and optimize profits. As a result, it might be a beneficial approach for utilities
to boost competitiveness and promote customer retention and growth [1–4, 7].

2.3 Critical Peak Pricing (CPP)

Critical peak pricing (CPP) offers customers with timely information about energy
costs, particularly during peak energy consumption periods. This information aids
in making more precise judgments about energy usage efficiency. The CPP gives
consumers more precise information about energy costs, especially during peak
energy usage periods, so they may make more informed decisions about their power
consumption. While power prices are higher during CPP events, the CPP rate is low
at all other times. This distinction allows consumers to better analyze and perhaps
lower their overall annual energy costs.

Critical peak pricing is a tariff option that reduces load on particular days in order
to balance demand and supply. On these limited days, the power tariff is raised, but on
non-constrained/normal days, the tariff is reduced. Customers are notified (usually a
day ahead of time) that the day is a key peak day on certain limited days. Customers
will have the option of either limiting or lowering their use or paying the crucial peak
day prices as a result of this. The critical peak day pricing allows consumers to save
money on their overall power bill by curtailing, reducing, or shifting their electricity
use during CPP days [5, 6, 10, 11].
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2.4 Peak Rebate Time (PRT)

It is a program that pays members who save energy on days when a “peak event”
is announced. When you use a lot of electricity, it costs more. This is because more
electricity is required to maintain the system on days when demand is high. This
extra electricity is usually derived from inefficient and expensive resources. By
having users voluntarily limit usage during peak events, customers are able to avoid
purchasing power from higher-cost resources [6].

2.5 Dynamic and Customized Pricing

The research presented in this study looked to represent the time-varying cost of deliv-
ering power, dynamic pricing results in differing power prices at different periods
of every day and year. However, due to growing demand, utilities will be forced to
purchase electric energy industry to fulfill their short and medium demands. Because
the method is spread, both the utility and the end consumer gain from it. The goal of
this endeavor is unique in comparison to previous programs; nonetheless, end users
with a main goal of cost reduction are not given precedence [12, 13].

On the other side, if capacity is expanded over a certain threshold, the customer
can profit from renewable energy. The authors solve this challenge by employing
a reinforcement learning technique that requires no prior information of either the
consumer or the business. Utility companies, on the other hand, can employ DP to
help stabilize the power grid [5, 11].

3 Load Types

The loads are classified into the following groups depended on their power demand
and rated power: such that [dl, cl, mrl] (i) discrete load (dl), (ii) continuous load
(cl), and (iii) must run load (mrl). The EMC is in charge of controlling the dl and cl
working cycles, respectively. To maximize user comfort, themrl does not participate
in the scheduling process. These loads are seen as being turned on according to the
need of the users. Due to their adaptability, dl duty cyclesmay be changed throughout
operating time. In other words, consumers can tolerate delays caused by differences
in appliance start times. cl, on the other hand, cannot be switched off when in action.
Because once these loads are switched on, they complete their duty cycles. Figure 1
depicts the load demand for each load. The specifications of how these loads are
functioning are explained further below [1, 8, 9].



596 A. Majumdar et al.

Fig. 1 Day profile of energy demand

3.1 Must Run Load (MRL)

mrl does not participate in the DR program; thus, it is not planned at that period.
Although as seen in Fig. 1, this load has set scheduling intervals of 24 h. As a result,
it is required that these loads require a constant source of electricity to complete
the needed work within the specified time frame. Emrl and ℘mr stand for the energy
demand and power rating of mrl, correspondingly [8, 9]. The following equation is
used to compute mrl’s total energy consumption

Emrl(t) =
∑

mrl

∑

t∈T

(
℘mr(t) × βmrl(t)

)

where βmrl stands for the TURNON/TURN OFF status of mrl

Bmrl =
⎧
⎨

⎩

1

0

⎧
⎨

⎩

when the load is turned on

when the load is turned off
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3.2 Discrete Load (DL)

It is supposed that dl’s power consumption may be shifted from one time slot to
another in order to lower total costs. In other words, this load is different imple-
mentations, and its usual operation can be relocated or modified at any moment,
independent of the time intervals defined by the user. This guarantees the lowest
possible energy consumption price, but customer satisfaction in cases of scheduling
delay must be sacrificed. Edl is a representation of dl’s power usage [9, 12]. If ℘dl

stands for dl’s power rating, the total energy demand is computed as follows:

Edl(t) =
∑

dl

∑

t∈T

(
℘dl(t) × βdl(t)

)

where βdl stands for the TURN ON/TURN OFF status of dl

Bdl =
⎧
⎨

⎩

1

0

⎧
⎨

⎩

when the load is turned on

when the load is turned off

3.3 Continuous Load (CL)

It is supposed that unlike dl, the power consumption of cl maybe scheduled; neverthe-
less, once planned, regular operations cannot be disrupted. If a load requires 5 kW
of electricity, for example, the scheduling algorithm meets the need by changing
the schedules the demand in different slots depending on lowest cost intervals.
Customers, on the other hand, must endure longer scheduling delays [9, 12]. When
compared to other forms of load, this load would contribute immensely to more
optimized results

Ecl(t) =
∑

cl

∑

t∈T
(℘cl(t) × βcl(t))

where βcl shows the state of cl and can be stated as follows:

Bcl =
⎧
⎨

⎩

1

0

⎧
⎨

⎩

when the load is turned on

when the load is turned off

Eu(t) =
∑

cl

∑

t∈T

(
Emrl(t) + Edl(t) + Ecl(t)

)
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Table 1 Power usage of
appliances and duty cycles

Load type Loads Duty cycle (h) Energy consumption (kW)

mrl Load 1 20 2.5

Load 2 24 3

cl Load 3 5 2

Load 4 7 2.5

dl Load 5 8 3.5

Load 6 8 3

However, because of a lack of understanding of variations in consumer load
demand, it is difficult to apply. Similarly, pricing variations make it harder for
customers to manage their loads. Dynamic pricing is a pricing approach in which
companies set highly robust costs for business will depend on market demand.
Dynamic pricing is famous because of its capacity to boost a company’s revenue.
China, Japan, and Korea are three Asian nations that popularized the use of dynamic
pricing in the electrical sector [12, 13].

4 Artificial Neural Network for Price Forecasting

Neural networks are made up of basic pieces called neuron that operate together in
a parallel manner. A neuron is a data processing component that is essential for a
neural network’s functionality. The neuron model is made up of three fundamental
components. Firstly, there is an adder for summation of the input signals. Secondly,
there is an activation function to limit the magnitude of the output of a neuron. ANN
techniques are highly inspired by the biological nervous systems. Artificial neural
network is made to perform an adjustment of a particular function by changing the
weights of the variables of connection between the elements. Figure 2 is showing
the pictorial representation of ANN algorithm. In price forecasting, many input pairs
are needed to design the model of neural network.

ANN is designed between a data collection of numeric inputs and a collection of
numeric goals in fitting problems. A two-layer feed-forward network with sigmoid
hidden neurons and linear output neurons make up the neural network matching
tool. Given consistent input and enough neurons in its hidden layer, it can suit
multi-dimensional mapping problems arbitrarily well. The Levenberg–Marquardt
backpropagation method is used to train the neural network.
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Fig. 2 Multilayer model of artificial neural network

4.1 Backpropagation Algorithm

For classification and optimization problems, artificial neural networks have been
widely explored. The designed algorithm for multilayer neural networks is back-
propagation. In this technique, the slope from the summation of the squared errors
with respect to the individual variables weightage is adjusted by the following toward
the negative direction. This is an implementation of recursiveness of the chain rule
for the derivatives. This is old-fashioned technique; because by this algorithm, the
curvature of the loss is not eliminated properly, and this algorithm works only on the
basis of gradient descent [14–18].

F(w) is the performance index.

F(w) = eT e

wherew = [w1,w2, …,wN ] depicts of all weightages of the variables of the network,
e is the representation of error vector showing the errors for each and every designed
examples. The chronology to implement the backpropagation algorithm is given
below:

1. Initialize each and every weightage (wl) by putting a small random values
2. Unless the termination condition is achieved, it must be done for each training

example < (xl, …, xn), t > (t is the required output)

(a) Input the time (xl,…, xn) to the network and calculate the network outputs
Ok

(b) For every output layer k, δk = Ok(l − Ok)(tk − Ok)

(c) For every hidden layer h, δh = Oh(1 − Oh)
∑

k wh,kδk
(d) For every network variable weightage, do wi, j = wi, j + �wi, j where

�wi, j = ηδ j xi, j
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η is the rate of learning, which is described by the customers. The algorithm will
converge to its desired value when the slope will be lesser than the predetermined
value of the minimum error value [14–18].

4.2 Levenberg–Marquardt Algorithm

Levenberg–Marquardt (LM) technique is a curvefittingmechanismwhich is a compi-
lation of two famous algorithms namedNewton–Raphson algorithm and the gradient
descent mechanism. It is used to calculate the nonlinear equations. The Levenberg–
Marquardt (LM) mechanism is an iterative technique that figures out the least of
a multivariable function which is expressed by the summation of square of the
nonlinear functions having real value. In present, it is a proper method for problems
having minimum squares in the nonlinear equation. When the present evaluation is
very different from the actual values, the mechanism works as a steepest descent
algorithm: slow, but confirmed to be converged in desired value. When the present
evaluation is closer to the desired values, it works as a Gauss–Newton algorithm
[14–18].

Designing the LM method, the increase of weights �w can be calculated as
follows:

�w = [J T (w)J (w) + μI ]−1 J T (w)e

J (w) is the Jacobian matrix,

J T (w)J (w) is the Hessian matrix,

I is the identity matrix,

μ is the update rate of learning, depends on the outcome,

β is the decay rate (0–1).
The normal LM designing method can be described in the following steps:
Initialize the weightages and the value of μ.

1. Calculate the summation of the squared errors for all the inputs F(w).
2. Until the termination condition is met, do

(a) Calculate (2) to get the increase of the weightages of �w.
(b) Using w + �w as the trial w and judge IF trial F(w) < F(w) in step (2)

THEN
w = w + �w,μ = μβ

Go back to step (2)

ELSE, μ = μ/β.

Go back to step (a)
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END IF

This is quite similar with BP mechanism; the LM mechanism is converged when
the value of the slope is lesser than some predefined value. When μ = 0, the mecha-
nism becomes Gauss–Newton algorithm. When μ = 1, then, LM mechanism works
like the steepest decent algorithm. The values are adjusted each and every iteration
to set the convergence [14–18].

5 Performance Evaluation

TheANNmodels’ projections have been compared to those of alternative approaches
in order to assess their performance. For this aim, there are a variety of alternatives.
The mean absolute percentage error (MAPE) is a popular approach for evaluating
price predicting effectiveness [19, 20]. This is how the mean average percent error
is defined:

The percentage error (PE) is defined as:

PE = (X forecasted − Xactual)

Xactual
× 100%

The value of is APE: APE = |PE|
The MAPE is calculated as

MAPE = 1

N

N∑

i=1

(APEi )

where

X forecasted: the forecasted value of price.

Xactual: the original value of price.

N: no. of designed data.

6 Results and Discussion

6.1 Proposed Artificial Neural Network Model

MATLAB SIMULINK software has been used here to develop an artificial neural
network model, by which the forecasting of load and price have been done properly.
By using this MATLAB program, a mathematical model is going to be developed
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using previous data of Manchester city in England. After creating the mathematical
model, the model is tested by comparing the data forecasted by this model and
an actual data of the same Manchester. At the end, the percentage error has also
been calculated from the comparison of forecasted and actual data sheet. Then, the
efficiency of the mathematical model has been figured out. In this model, there are
one input layer, two hidden layers, and one output layer. Input layer is consisted
of historical pricing data and system load. In this paper, the Levenberg–Marquardt
BP (LMBP) approach is utilized instead of the traditional backpropagation (BP)
approach for artificial neural network training to get a proper boost in the time of
convergence.

6.2 Simulation Results

In this paper, the mathematical model has one input layer, two hidden layers, and
one output layer. The hidden layer consists of total 48 neurons which are chosen in
such a way, it gives lesser percentage error. A datasheet of load and priceManchester
city from the year 2004 to 2007 has been used from ISO ENGLAND Web site is
the input of this ANN model. The mathematical model has been compared with the
original load data of the year 2008 of the same city. Figure 3 shows a comparison
between forecasted data and actual data for the entire year. The 2nd part of the graph
depicts the percentage error between data for each hour of the day in 2008.

Fig. 3 Yearly comparison of forecast price and actual price
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From this graph, it is shown that the mean average error (MAE) is almost $6.03,
and the value of daily peak MAPE is approximate 6.54%. The value of the mean
average percent error (MAPE) of this model has come around 7.41%. It is clearly
visible that in the year 2008, the maximum error can be found almost around in the
21st hour of the day. It has also been figured out that the least error has been found
more or less for the 14th hour of the day.

Figure 4 is showing the comparison between forecasted data and actual data of
different months of 2008. Along with the comparison, MAPE is shown for each and
every month so that efficiency of this model can be checked.

In Fig. 4, it shows that the two weekly comparison between the forecasted and
actual data. There it is shown that the forecasted curve has almost followed the actual
curve. Therefore, it shows the accuracy of the ANN mathematical model proposed
in this paper. In Fig. 4, the residuals between the actual and forecasted curve have
been converted toMAPE. TheMAPE for every two weeks throughout the entire year
2008 has been deducted, and the average value of the mean average percent error
(MAPE) for the entire year 2008 is calculated, which is around 7.411%. The first
4 week’s comparison curve and the MAPE have been shown in Fig. 4.

In the 1st part of Fig. 4, the comparison curve between forecasted and actual
data from January 1st, 2008 to January 14th, 2008 has been shown, and it is clearly
visible that the MAPE for the 1st two weeks is almost 11.63% which is higher than
the average value of MAPE for entire year by a little amount. Therefore, the MAPE
for entire year 2008 has been deducted by taking two weeks per slot. As the average
value of MAPE is 7.411%, it can be said easily that the ANNmodel proposed in this
paper is around 92.589% accurately forecasted the price, which is quite high.

For the goal of finding the best value, the quantity of neurons in the hidden layer
(n), can be ranged from 1 to 50. Due to the random nature of weights initialization,
each training procedure with a given n is repeated 50 times to obtain the optimal
MAPE, after which the average MAPE, lowest MAPE, and maximum MAPE for
each and every value of n are calculated. The optimum solution has been found for
the neuron number 48 in the hidden layer.

The suggested systemcomes to a conclusion, based on the findings of the proposed
model. The experimental findings demonstrate that the predicted results are quite
accurate.When there isn’t a lot of variation between each hour and day, these findings
are collected. With regard to the England electricity market, this paper is an attempt
to research and analyze market pricing in the day-ahead market.

Table 2 is showing the mean average percent error (MAPE) of the entire year
taking two weeks per slot. From this Table 2, the value of the average mean average
percent error (MAPE) can be easily evaluated, which is approximately 7.411%.
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Fig. 4 Comparison of forecasted and actual price along with mean average percent error (MAPE)
for first 4 weeks of the year in the test set
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Table 2 Mean average
percent error (MAPE) of
entire year taking two weeks
per slot

Date from To date MAPE (%)

01/01/2008 14/01/2008 11.63

15/01/2008 28/01/2008 11.41

29/01/2008 10/02/2008 9.19

11/02/2008 24/02/2008 9.63

25/02/2008 09/03/2008 8.24

10/03/2008 23/03/2008 6.91

24/03/2008 06/04/2008 6.17

07/04/2008 20/04/2008 4.66

21/04/2008 04/05/2008 5.95

05/05/2008 18/05/2008 7.46

19/05/2008 01/06/2008 6.20

02/06/2008 15/06/2008 13.93

16/06/2008 29/06/2008 5.86

30/06/2008 13/07/2008 7.40

14/07/2008 27/07/2008 7.93

28/07/2008 10/08/2008 6.62

11/08/2008 24/08/2008 5.79

25/08/2008 07/09/2008 6.54

08/09/2008 21/09/2008 6.90

22/09/2008 05/10/2008 5.40

06/10/2008 19/10/2008 5.84

20/10/2008 02/11/2008 5.35

03/11/2008 16/11/2008 5.14

17/11/2008 30/11/2008 4.90

01/12/2008 14/12/2008 6.37

15/12/2008 28/12/2008 11.28

7 Conclusion

In this paper, artificial neural network Levenberg–Marquardt BP (LMBP) method
has been used to estimate forecasting of load and price, i.e., the day-ahead predic-
tions of energy market characteristics throughout a week. Hourly historical data of
temperature, electrical load, and natural gas price from 2004 to 2007 of the ISO New
England market were utilized in the forecasts to train the artificial neural network
was developed on hourly data and tested with the sample data from 2008. The simu-
lation results were accurate with a little error in the day-ahead estimates of load and
price prediction. To get further improvement, the number of hidden layers should
be increased. It can be noted that by using this technique, the forecasted price has
an average mean percent error of 7.411%. It has been shown that the proposed
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technique for price forecasting provides better results than using the conventional
backpropagation technique.
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Outlier Detection and Clustering
of household’s Electrical Load Profiles

Gurpinder Singh, Anil Swarnkar, Nikhil Gupta, and K. R. Niazi

Abstract The concept of data analysis exit in the literature theoretically for years.
However, rapidly increasing technology has facilitated the practical implementation
also. However, the data science field has excelled to its limits in various fields,
but still, a lot of scope for research exists in data analysis for a power system. As
each field has salient features, the power system also has its own salient features
and complexities. One of such complexity is dealt with in this paper, i.e., outliers
detection from residential customers’ electrical load profile. Due to salient features of
residential customers’ load profiles,most of the algorithm results in false detection. In
this paper, a novel approach to detect outliers dedicated to residential customers load
profiles is proposed. After outlier detection, the clustering of different consumer’s
profiles is done using k-means clustering. Each cluster is represented with a class
representative profile to reduce the computation burden of the aggregator and extract
better high-grade information from it.

Keywords Outlier detection · Outliers in power system · Residential customer’s
load profile analysis · Data analysis in power system · Data-driven demand side
management · K-means clustering

1 Introduction

With rapidly growing rate of smart meter’s (SM) installation, by the end of 2020,
107 million SMs were deployed in the U.S. itself [1]. A single information about
load consumption for 15 min is of about 10 kilobytes [2] and in a year about 35,000
readings are recorded. Therefore, single meter will generate about 350 megabytes
and 100 million SMs will generate about 35 petabytes of data in a year. The amount
of data is huge with the huge concealed potential. This residential data has its own
unique features and complexities [3]. Therefore, it requires special modifications in
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existing algorithms for data analysis. One of such a problem is outlier detection from
residential data.

Outliers are basically the data points which exist in data as a noise or error [4].
Outlier detection is the foremost step to be done before fitting any model. There
are many techniques exits in literature for outlier detection. However, major tech-
niques assume the data to be normally distributed and are not suitable for residential
customer’s load profile dataset. The residential customers load consumption profile
(RCLP) have various salient features due to which, most existing methods give a
high fault detection rate. RCLP requires a dedicated algorithm for outlier detection,
which considers the salient features of RCLP.

There exist various techniques in literature for outlier detection like p-test [5],
quantile regression [6], regression forest [7], etc. The dedicated literature for outlier
detection from RCLP is very little. In [8], the authors have proposed the density-
based outlier detection but it was for based load detection. Work in [8], is detection
of baseload’s outlier detection, instead of outlier detection from RCLP. In [9], the
identification model has been proposed for outliers in behavior detection of the
residential customer. Work in [9] is based on SVM model, and can be used for
outlier detection of RCLP.

Training a model with the data containing outlier will not be an efficient model.
After cleaning data, the later part of the paper performs clustering of RCLP using
the K-means algorithm. Due to large volume and high diversity of the RCLP it
becomes necessary to cluster them into groups. As using the aggregated data will
lead to masking of information that might be crucial for the program. To form an
efficient program the data should be clustered first into groups and then the group
representative profiles should be detected. These group representative profiles should
be analyzed or treated as input for various programs for better results.

Clustering customer into segmentations is the basis for the many major analyses
to increase revenue. Like any industry to increase benefit data analysis like customer
targeting, behavior analysis, flexibility calculation, etc. are also important for the
power industry. Data analysis especially for demand side management and nearly
emerging load of EVs [10], is a research field for various researchers like [8, 11–16].
For analyzing data, it is extremely important to cluster the data first, for a better
sight in data and minimize the computation burden. There exists a lot of literature
on clustering the customers on the basis of load profiles of the customers [17–22].
The major methods in clustering are basically divided into four major categories,
i.e., density [23], hierarchical-based [24], grid-based [25], and partitioning-based
[26]. Selection of clustering technique, majorly dependent on objective of analysis
and selection of number of clusters requires optimization [27]. Most of the research
prefers k-means clustering to cluster RCLP [17, 28–30]. In this paper, the RCLP are
clustered using k-means clustering, with the elbow method for selecting number of
clusters.

The first part of the paper will discuss the novel outlier detection technique and
later part will contain clustering of the profiles. Section 2 will discuss various salient
features of RCLP, Sect. 3 will discuss the outlier detection technique, Sect. 4 will
discuss the clustering of RCLP and Sects. 5 and 6 are result and conclusion sections,
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respectively. The dataset utilized in this paper is released by the national renew-
able energy laboratory of the U.S. department [31]. The dataset contains the load
consumption data of 200 households with a resolution of 10 min.

2 Salient Features of RCLP

Most of the outlier detection techniques are based on the assumption that the data is
normally distributed and the data point lies a particular distance away from 1.5 times
of the third quartile, is considered to be an outlier as shown in Fig. 1. Figure 1 shows
the box of a household’s daily load consumption for a month from the dataset used.

Figure 1 shows various outliers, but these are just suspicious points and it is not
necessarily outliers. This is due to the fact that RCLP salient features, which are as
follows:

• Does not follow normal distribution as shown in Fig. 2, which is an assumption
for various popular outlier detection techniques. Hence, increase complexities in
outlier detection.

• There arewide range of appliances in a household and the higher rating appliances
are used seldomly. These points are highly vulnerable for false detection as an
outlier.

Figure 2 shows the box plot of a household for one month and it points out various
data points as an outlier on the basis of interquartile range. However, all these points
are not outliers for an electrical load data for a residential customer.

Fig. 1 Box plot for a household’s daily load consumption for a month
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Fig. 2 Density plot of a house for 1 year

These suspicious points should be analyzed in relation to density of these points
and variance of the data distribution. Behavior analysis should be conducted and
compared with these points. Due to the salient features of the data distribution of a
residential consumer, a novel technique for outlier detection has been proposed in
the next section.

3 Outlier Detection Methodology

Firstly, all the given vectors are identified,

Xtd = [x1d , x2d , x3d , x4d , . . . , x(k−1)d , xkd ]
Mid = [m1d ,m2d ,m3d ,m4d , . . . ,m(k−1)d,mkd ]

Maxd = [mx1,mx2,mx3,mx4, . . . ,mx(k−1)d,mxk]
Stdd = [std1, std2, std3, std4, . . . , std(D−1)d, stdD]

where

Xtd is the load points at t time period and d day,

Mid is the vector of suspicious points with the criteria, 1.5 ∗ Q3,

Q3, is 3rd interquartile range, i.e., 75% of data distribution,

Maxd is the vector of max points of each d day,

Stdd is the vector of standard deviation of each d day.
After identifying the four vectors, the three types of distances should be calculated

and distance vectors should be formed (Figs. 3, 4 and 5):
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Fig. 3 Relative distance of suspicious points from the mean of that day (ωid )

Fig. 4 Relative distance of suspicious points from the max of that day (τ id)

1. Distance of suspicious points from themean load consumption of that day (ωid).

ωid = abs|mid − Xtd |
Xtd

2. Distance of suspicious points from the mean max load consumption that month
(τ id)

τid = |mid − maxd |
maxd
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Fig. 5 Relative distance of std of that day from the mean of monthly std (σ id )

3. Distance of that day’s standard deviation from the mean standard deviation of
that month (σid).

σid =
∣
∣stdd − std

∣
∣

std

These distances are on their own relative scale, for better comparison all the
distances should be normalized between 0 and 1.

Figure 6 shows the standardized distances, using these distances the outliers can
easily be identified.Now, utilizing the standardized distances a point value (D) should
be calculated and a Threshold is decided.

D = α ∗ ωid + β ∗ σid + γ ∗ τid

3

Threshold = D ∗ δ

Fig. 6 Standardized distances of corresponding distance vectors
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where α, β, γ are the weights for the standardized distance and δ is Threshold
deciding factor. In this paper, the values of the weights are considered as follow.

α = 1.2, β = 1, γ = 1, δ = 1.5

If the value of D is greater than Threshold than the point will be considered as
outlier otherwise the pointwill be considered and a normal data point or an equipment
which is rarely used and have high rating.

4 Clustering

After cleaning the data, it is ready for clustering stage. The monthly avg data is
considered as the variations of weather can be considered. The clusters are formed
for the month of January for 200 households. Figure 7 shows the raw data after
cleaning.

The very first step for k-means clustering is to decide the number of clusters. In
this paper, elbow method is implemented for finding the optimal number of clusters.
In elbow method the clustering is performed in an iterative manner, starting with
1 cluster and noting the sum of square error corresponding to it. Then, similarly
clustering is performed with 2 number of clusters and sum of square error is noted
corresponding to it and so on. Then the sum of square error is plotted against the
number of clusters. It will form an elbow like graph and the number of clusters
corresponding to which the elbow is formed is considered as optimal number of
clusters. As increasing number of clusters more than that value will not decrease
the error to a significant value. In this case, as seen in Fig. 8 the number of clusters
should be 4.

Fig. 7 Monthly (January) avg. consumption of 200 households after removing outliers
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Fig. 8 Plot of standardized sum of square versus number of clusters

5 Results

In cleaning phase, the proposed outlier detection technique is utilized on the given
dataset to find outliers. Figure 9 shows the point distance (D) on the load consumption
of household 1.

As it can be seen that only two points are identified as outliers, however factors
sensitivity and threshold level can be changed by varying weights. Here with given
weights the threshold is 0.5484. Any point above the threshold will consider as an
outlier. Similarly, the outliers are removed from all the 200 households in the given
dataset.

Fig. 9 Point distance with threshold 0.5484
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Then the cleaneddata is used for clusteringwith the 4number of clusters. Figure 10
shows the different clusters.

Figure 10 shows 4 clusters which contains 200 households and 4 class represen-
tative profiles. If the class representative profiles can be used for analysis of 200
households. Figure 11 shows the class representative profiles.

Here, the class representatives can be analyzed to extract features like:

Fig. 10 Load profiles of all the 200 households clustered into 4 clusters

Fig. 11 Class representative for month of January for 200 households
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• Most revenue generating households
• Maximum density cluster
• Minimum density cluster
• Time of peak and valley of a cluster.

6 Conclusion

For any analysis of load profiles of residential customers, the preprocessing stage is
very important for accurate results. But due to salient features of RCLPs, it requires
the dedicated techniques for data preprocessing. Therefore, for outlier detection a
novel methodology has been proposed and it has been seen that the proposed method
has pointed out two outliers from the data of household 1.Whereas, quantile approach
was suggesting 32 outliers. All 32 points are not outliers, they could the rarely
operated high rated equipment. As the proposed method has successfully pointed
out the outliers only, as it considered the behavior of the customer also.

After cleaning the data clustering of RCLPs is performed.Where, first the optimal
number of clusters are identified, i.e., 4, using elbowmethod. Then 200 customers are
clustered into 4 clusters, using k-means clustering. The 4 clusters can be represented
with the class representative profiles. Therefore 200 load profiles can be replaced
efficiently with 4 profiles without making any important information. The 4 profiles
distinctively represent the features of different households. Itwill reduce computation
burden and made it possible to identify the target customers for different schemes.

Thiswork can be further extended by consideringmore sensitive behavior analysis
for outlier detection. Different customers with different weather sensitivity should
be grouped first and similarly multi-stage clustering can be performed.
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Anomaly Detection in Short-Term Load
Forecasting

Rinit Rakesh, Gurpinder Singh, Anil Swarnkar, Nikhil Gupta,
and K. R. Niazi

Abstract Load forecasting refers to the prediction of load behavior for the future.
As the accurate forecasting is the foundation for various planning, programs, etc.
Therefore, there is a necessity to increase the accuracy of the forecasted load. In this
work, firstly a day ahead, hourly load is forecasted. A polynomial regression method
has been proposed and is compared with linear regression. The error associated with
the forecasted load dataset is evaluated. Then, the anomaly or the fallacy in the
calculated load dataset is evaluated. An anomaly detection equation using statistical
parameters has also been proposed.

1 Introduction

1.1 General

The term load forecasting refers to the estimation of load consumption in upcoming
given time period. Precise prediction facilitates the electrical utility in numerous
services like unit commitment demand response, price estimation, ancillary services,
etc. [1]. The accuracy of a forecast is crucial to any electric utility, since it determines
the timing and characteristics of major system addition. The load forecasting is
categorized into three parts on temporal basis, i.e., short-term, medium-term, load-
term.

Short-term load forecasting is mainly done for the operations to be done one daily
basis such as to know sufficient producing capability, for preserving the specified
spinning reserve, to trade in electricity market, ancillary services, etc.

The maintenance, scheduling, coordination of load dispatch is mainly the goal of
medium-term load forecast, which is executed for the term of every week to a year.
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The long-term forecasting is performed for one-five years earlier so as to plot
the future growth of technology capability, input into a settlement for electricity
interchange with neighboring utilities, etc.

1.2 Background

Load prediction helps an electrical utility to form necessary decisions almost every
field like participating in energy market, demand side management, and infrastruc-
ture development, etc. The predictive values are necessary for the suppliers, ISOs,
financial utilities, and alternative members associated with the energy sector.

In power industries pre-monsoonmaintenance is done and the prediction of future
loads can help the make important amendments during the maintenance. Short-term
load forecast can ease the appraisal, which can help to anticipate the burden on the
system. The system operators use the load forecasting end results as a foundation of
off-line network evaluation to decide if the system is vulnerable to faults and outages.
If so, corrective moves must be prepared, together with the load shedding, power
purchases and bringing peaking units on line. The distribution system is directly
involved as the sink to the power supplied through the consumer’s demand of power.
So, to deal with power supply demand mismatch, the only option is to plan for the
distribution system considering forecasted load.

2 Literature Survey

2.1 Overview

The recent years had seen various trends in the financial status, migration, per capita
income, standards of living [2]. This has led to greater consumption in electricity.
ManyAfrican nations had seen great upsurge in tourists, the travels vlogs and Internet
has boomed the hospitality sector which demand higher electrical energy and hence
energy predictive studies have a gained pace [3]. The notion of balance to meet
demands has become significant across many nations. Within the last decades, short-
run load forecast algorithms are wide studied [4, 5]. The key forecast models can be
divided into 3 categories: ancient, machine-learning, and artificial intelligent models.
The normal models studied and used contain fast computing speed and strength [6].
Some common ones embrace regression toward the mean [7, 8] and automobiles
regressive integrated moving average (ARIMA) [9, 10]. Others, like exponential
smoothing [11] and multiple regressions toward the mean [12, 13], have conjointly
attracted the interests of relevant researchers. In managing the linear forecast down-
side, these models provide effective measure effective results of learning the qual-
itative relationship between prediction parameters and its influencing factors. But,
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these models are not always competent in indirect issues like relationship between
weather and cargo, which can be confusing issues. For examples, ARIMA has diffi-
culty in choosing the upcoming order in 2 processes automobile regressive (AR) and
moving average (MA), etc. Regression is that the one in all most commonly used
applied mathematics techniques. For this study the presented technique offers the
model connecting various terms to be taken as independent, the final evaluation is
considered as the outcome considering these factors. Statistic has found applications
over the years in domains as financial studies, accounts, government organizations,
elections, nevertheless as in this project. Auto regressive integrated moving average
with exogenous variables (ARIMAX) uses classical statistic method.

2.2 Different Approaches to Load Forecasting

Same Day Approach
This is done by looking out at the historical knowledge for any day with a similar
characteristics, like, climate and calendar variables, span (if vacation or any auspi-
cious day) with reference to a particular time of interest. Prior available information
is often utilized in linear combination or regression to create an analytic thinking.

Regression-based Approach
In this approach previously known terms are used to calculate the unknown term.
The independent variables are first considered because these are the first ones to have
an influence on results. In electricity statement, the dependent, variable is sometimes
demand of the electricity as a result of it depends on production that on the opposite
hand depends on the independent variables. Free terms are associated with climatic
situations, like hot or cold conditions, wetness or air motion in the region.

Continual Hour Approach
The sequence of information usually at serial uniform periods is utilized in the
working by the aid of statistical analysis. The idea here is to makes an attempt to
try and grasp the sample of the information and look for the continual occasions
supported the future occasions. This is usually worked for a short quantity into the
lasting period.

Artificial Neural Network
Artificial neural network is a purposeful unit of deep learning. It imitates the conduct
of human brain to carry out its tasks. It takes sample data analyze it and when a
similar data is fed into it, the previous data patterns are utilized to crack the pattern
and to finally acquire results. Neural networks are made from neurons, those shape
the premise which techniques the network and have a layered structure. Each neuron
is related to a numerical value referred to as bias.
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Support Vector Machines
The primary capability of support vector machines is to do classification. In support
vector machines, linear functions are trained to produce linear call boundaries in the
new area. It may be used for each category and regression problem. It makes use of
kernels and can be better at functioning than taking a hyper plane which was earlier
used for classification.

2.3 Factors Affecting Short-term Load Forecasting

Time Factor
The crucial component in predicting load is the examination of time. Round the clock
in a day the sunlight hours varies, which contribute to heat, which decide the usage
of equipments like fans, coolers, and air conditioners. Common notion on across the
middle of the night is that the load demand is predominately ruled by family activities
and lighting.

Climatic Conditions
Load sample significantly relies upon at theWeather Factors, environmental circum-
stance because the climatic situations immediately impacts the kinds of system used.
For example in the wintry weather there may be excessive utilization of electrical
equipment that can heat the home, during summer cooling is needed and in rainy
season as India is agricultural hub the water deliver is needed and the water garage
is imperative. All those elements make contributions to the improved call for energy
and consequently are critical on this study. The commitment of electrical units is
largely affected by the climate situations, how warm or cold it is.

Wealth and Economy
Money can be the great motivator as well the greatest constraint. If the per capita
income of any city is high then the usage of electricity will be high, the more gadgets
can be used. If we compare a port city and a landlocked city there can be vast
differences in level of income activities, which creates differences in demand. In
cyber cities like Bengaluru and Pune the demand is high as the computers are part
and parcel of lives. In the places with high agricultural activities load demand is high
during irrigation season.

2.4 Data Concern

The researchers have given consideration to the parameters which follow reactive
load pattern. The truth of thematter is that to know the electricity demandwith utmost
precision is a far reality even for the big players of the industry. It is so because the
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instantaneous information can be diluted because of the meter malfunction, commu-
nication failures and instrumentation outages and the precision is lost, so a pin point
value is hard to record. Also, there are arbitrary interruptions which add to the afore-
mentioned issue. There are chances of cyber-attacks which can further reduce the
reliability of the acquired information.

There are various scheduling techniques or algorithms available in literature.
In this section rule-based, training-based artificial intelligence (AI) techniques,
heuristic, meta-heuristic, based approaches for scheduling demand response are
discussed.

3 Methodology

3.1 Test System Dataset

The maximum latest load records can also additionally be gathered after many hours
or can also take number of days. The instrument error, lack of proper links and
electrical failure, so the initial errors can also be in addition cleansed via the load
agreement technique after a few days as well. The data has been collected from
Independent System Operator New England (ISO-NE). This has been the raw ingre-
dient for this study. ISO-NE more than one region, however, to simplify our task
we carried out the observation primarily based totally on system (ISO-NE). ISO-NE
serves the six states in the north-eastern United States together with Connecticut,
Massachusetts, Maine, New Hampshire, Rhode Island, and Vermont. Weather is
incorporated in records. In this work dry bulb temperature in step with hour has been
taken into consideration. A dry bulb temperature, additionally called air temperature,
is the degree of temperature through a thermometer which has been freely uncovered
to air, however it have not an impact on of radiation and moisture. Other records
parameters consist of day, weekend, and month.

3.2 Regression Analysis

Regression evaluation can be an extensively used method for load forecasting. In the
multivariate evaluation framework, demand calculation is normally dealt with due to
the fact the variable, even as the climate and date variables are dealt. The parameters
of this study are typically foreseen the aid of the least rectangular approach. Multiple
linear regression can be amethod it is maximumoften usedwhile numerous variables
are known, and a reaction is predicted. This approach is used to clarify a link among
one continuous variable and no less than independent variable. The vanilla version
can be a linear regression version that can be proposed with the intention to reduce
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the error. Our aim is the calculation of load using the regression analysis. For these
two different objective functions have been chosen.

3.3 Objective Functions

A.

E(load) = b0 + b1(month) + b2(day) + b3(weekend)

+ b4(hour) + b5(temperature)

This is a linear function which is considering only the linear variation of four
different parameters to get load demand. LHS is the energy demand (in MW), which
are required to calculate. The coefficients b0, b1, b2, b3, b4, and b5 are calculated
using linear regression. These gives the idea as to what changes would occur in the
left hand side of equation (A), as the changes occurs on the right hand side of the
same equation. Each coefficient estimates the change in the mean response per unit
increase in their respective independent variable, for instant b1 for per unit change in
month value. If the month variable is increased by 1 and other variables remain the
same, then load is decreased/increased (depending upon the sign of calculated value
of b1 by regression analysis) by about b1 times on average. Day variable ranges from
1 to 31 depending upon the day of the month. Weekend variable is from 1 to 52, the
first week starting from January is termed as 1, the weekend variable becomes 2 for
the next week and so on. The hour variable ranges from 1 to 24, starting from 1 at
midnight 12 and counting in increasing order till 24. The temperature is the dry bulb
temperature and wasmeasured in Celsius, only the magnitude is used for calculation.
Let us call this method I.

B.

E(load) = b0 + b1(month) + b2(day) + b3(weekend)

+ b4(temperature) + b5(hour) + b6(weekend)(hour)

+ b7(temperature)(hour) + b8(temperature)2(hour)

+ b9(temperature)3(hour) + b10(temperature)2(month)

+ b11(temperature)3(hour)

The 2nd function mentioned above was chosen to get better results. The error to
be reduced and hence, increased efficiency. This is a polynomial regression method
equation. Here, linear trendwith quadratic, cubic, and nonlinear trends are employed.
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Let us term this method II. The selection of variable is similar to that in the previous
case. In this case a total of 17,543, observation points were employed.

3.4 Benchmarking the Models of Load Forecasting

The one hour ahead forecasting to be done using the two aforementioned methods.
Here we make use of the mean percentage error in order to check the merit of our
prediction. It is calculated by first calculating error, then the error percentage with
respect to actual load and the taking the mean of errors around 24 h. The steps are
mentioned as follows:

First we will calculate the error:

Error = Actual load demand− Calculated load demand.

Then the percentage error is calculated:

Actual load demand− Calculated load demand

Actual load demand
× 100

After this the mean percentage error is calculated:

%error1+%error2+%error3+ · · · +%error24

24

In this analysiswe have taken the calculated value of 24 h. The above error analysis
is to be done for both the functions separately. Then we can evaluate the functions
on the basis of merit, i.e., which has lesser error. The analysis is mentioned in the
results section in tabular form.

The two methods are also tested on statistical parameter. Here, we have used
a term known as standard error is used. Essentially the values of coefficients are
calculated using the regression analysis, in the evaluation of these values there can
be some statistical error as well. So, standard error which defines the precision to
which the regression coefficients are calculated is the parameter also mentioned in
the results section. The standard error values when falls within the 5% range of
calculated coefficients value, then the calculation is supposed to reliable.

3.5 Anomaly Identification

The mean and the standard deviations of the observations are gathered, and are given
by the symbols and σ , respectively. After this the electricity requirement is calculated
for each hour and the load demand values which are outside the interval [μ − kσ , μ



628 R. Rakesh et al.

+ kσ ] are termed to be anomalies, where k is the threshold and is predefined. In our
analysis k is taken as 1.15. This way we can check the stealthy data present in the
load values. This method enables us to have a better monitoring by omitting the bad
data which can be otherwise present in the forecast.

If the anomaly detection shows that the calculated load values are within specified
range then the prediction is perfect. Along with predicting load values our task here
is to also check if the load values are correct or not.

4 Results and Discussion

4.1 Load Calculation

The test dataset had 17,543 observations. It included month, day, weekend, hour,
and temperature as the independent variables while the load to be calculated was the
dependent variable. These were then used to perform the linear regression and the
values of regression coefficients were calculated. These calculated coefficients were
then put in objective function and the load was calculated. Along with the load values
the standard errors are also mentioned. Standard errors were under the permissible
limits, therefore it can be inferred that the calculated coefficient values are validated
on statistical grounds.

The coefficients for month, day, weekend, hour, and temperature are evaluated
using the calculated using regression analysis

E(load) = b0 + b1(month) + b2(day) + b3(weekend)

+ b4(hour) + b5(temperature)

This is a linear function which is considering only the linear variation of the four
distinct parameters.

The standard error describes the precision with which the regression coefficients
are calculated. The values of standard error are within 5% range in the regression
analysis. Then the values of load are calculated using the first optimization function.
The values of coefficients are put in the optimization function which gives the load
values. The calculated load values and the actual load values at different times (load
duration curve) are depicted in Figs. 1 and 2.

The discrete load values for every hour are plotted in Figs. 1 and 2.
The actual load values are marked by * symbol, the calculated values are plotted

discretely and are joined by a smooth line also referred to as regression line. The
load duration curve is plotted for Sunday (weekend day) as well as Monday (week
day). Now second method is used for load prediction as depicted in Fig. 3.

E(load) = b0 + b1(month) + b2(day) + b3(weekend)

+ b4(temperature) + b5(hour) + b6(weekend)(hour)
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Fig. 1 Load curve for predicted and actual load for a time interval of 24 h using the method I for
6th January

Fig. 2 Load curve for predicted and actual load for a time interval of 24 h using the method I for
7th January

+ b7(temperature)(hour) + b8(temperature)2(hour)

+ b9(temperature)3(hour) + b10(temperature)2(month)

+ b11(temperature)3(hour).

The loadduration curvedepicts the load calculationusing themethod II as depicted
in Fig. 4.
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Fig. 3 Load curve for predicted and actual load for a time interval of 24 h using Method II for 6th
January

Fig. 4 Load curve for predicted and actual load for a time interval of 24 h using Method II for 7th
January

Here, nonlinear terms are also introduced. The temperature function is given the
great consideration as the electricity usage is heavily governed by temperature vari-
ations. Here the cubic, quadratic as well as linear variations of temperature value
are considered because of which additional coefficients are introduced in the func-
tion. This becomes a polynomial function and along with linear nonlinear trend is
analyzed. The deviation of the calculated values from the actual can be analyzed
using the error. It is depicted in the next section.
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Table 1 Percentage mean
error in case of Method I

Method I Percentage mean error

6th January 7.11

7th January 9.73

Average of the two 8.42

Table 2 Percentage mean
error in case of Method II

Method II Percentage mean error

6th January 8.04

7th January 8.52

Average of the two 8.28

4.2 Error Calculation

• To calculate error we take the difference between actual and calculated values.
• Error = Actual load demand − Calculated load demand

%Error = Actual load demand− Calculated load demand

Actual load demand
× 100

• % Mean error:

Using the above formulas error is calculated, the %mean error for both the cases
is shown in Tables 1 and 2.

The percentage mean errors are calculated for both the methods on both the days
and their average is also evaluated.

As it is evident that the percentage mean error is higher in case of Method I, thus
the prediction of load in Method II can be inferred to be more reliable.

4.3 Anomaly Detection

The anomaly detection can be done by setting a range under which the load predicted
can be termed valid and if found breaching this limit the observed value can be
declared stealthy. There is anomaly in load values if it falls out of following range:

[μ − kσ , μ + kσ ], μ is the mean of calculated load values, σ is the standard
deviation and k is threshold taken to be 1.15. For this primary step is the calculation
of mean and standard deviation, it is calculated and shown in Tables 3 and 4 for the
two methods, respectively.

Using the above information and putting the threshold k = 1.15, the permissible
range can be set. The range with upper and lower limits is depicted in Tables 5 and 6.

Now it can be checked which values are in the range and which are out of range.
This is checked for 24 discrete hours of both days. This has been shown byTable 7.
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Table 3 Statistical
parameters in case of Method
I

Method I 6th January 7th January

Mean 13,927.49 13,942.89

Standard deviation 1503.128 1273.256

Table 4 Statistical
parameters in case of Method
II

Method II 6th January 7th January

Mean 14,396.40 14,716.12

Standard deviation 1407.263 1539.074

Table 5 Permissible load
value range using Method I

Method I Upper limit Lower limit

6th January 15,656.08 12,198.89

7th January 15,407.13 12,478.65

Table 6 Permissible load
value range using Method II

Method II Upper limit Lower limit

6th January 16,014.76 12,778.05

7th January 16,321.28 12,486.19

This shows that the regression analysis showed some datawhich is beyond permis-
sible limit. By anomaly detectionwe can check for such calculated forecasted results.
This proves handy in order to have a complete method where along with forecasting
we are able to check for error and presence of unwanted data can be traced.

5 Conclusion

In thiswork, two differentmodels for load forecastingwere proposed. One concerned
only linear variations in variables while the other one included nonlinear variables as
well. The statistical validity of both themethodswas checked and then their deviation
from actual load values was calculated. The 2nd method which used polynomial
regression came meritorious, on the account of lesser error.

Then the detection for stealthy data was done using statistical parameters the
average of acquired observations and the dispersion of individual record from this
term.After checking for the presenceof the observationswhichbreached the specified

Table 7 The calculated
values which breached limits

6th January 7th January

Method I 4 4

Method II 2 4
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limit, to evaluate the presence of anomaly, polynomial regression method has lesser
anomalies. It can be inferred that the polynomial regression method can be used to
forecast.
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Comparative Study of Islanding
Detection Techniques of Microgrid
for Solar PV as Distribution Generator

Vikas Panchal, Anil Swarnkar, Nikhil Gupta, and K. R. Niazi

Abstract Islanding is one of the major aspect of microgrid that has a direct effect
on grid operation. If islanding is detected then microgrid needs to be isolated from
main grid. Solar PV’s are most likely to integrate with grid as these are mostly used
for distribution generation at residential and commercial areas. This paper presents
various types of islanding detection schemes of microgrid and these schemes are
analyzed for grid connected with solar PV as distribution generation. A tabulated
comparison of various islanding schemes is presented and their advantages and
limitations are discussed.

Keywords Islanding detection methods · Non-detection zone · Distribution
generation

1 Introduction

Distribution generation (DG) in simplest view is outlined as generation at load end
[1], it can be an autonomous structure or part of a microgrid. The DG practices are
increasing rapidly due to rise in energy demand and ability of DG unit to compensate
that demand [2]. From past decade the cost of solar panel is constantly decreasing
with increase in their efficiency also India has location benefit to receive ample
amount of sunlight throughout year. Easy installation, low maintenance and other
perks makes it suitable to use solar PV as DG source [3, 4].

A microgrid typically consists of various distributed generation units operating in
two modes either connected to grid or independent (Islanded mode) [5, 6]. Generally
microgrid operates in grid connected mode as it increases reliability and resiliency
in specific areas where critical load is present (e.g. medical, military base, etc.) while
islanded mode finds application in remote areas. Microgrids are one stop solution
for many problems but it also struggles with various skillful problems are one of the
major problem with microgrid is islanding.
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Fig. 1 Classification of islanding detection schemes

Microgrid islanding is a procedure in which the main grid is isolated through the
load and then supply is carried out only by DG unit [7]. Islanding can be done inten-
tionally or unintentionally, although intentional islanding is done duringmaintenance
by disconnecting a part of unit from main grid. During intentional islanding is done
considering that the load of isolated areamatches the capacity ofDG so that no distur-
bance occurs in power quality [8]. Unintentional islanding occurs because of fault
in main distribution system, during unintentional islanding the DG dissociate solely
from the main grid and connects with critical load present in its vicinity forming the
island. The problem associated with unintentional islanding is that in almost all the
cases the load does not match with the DG source capacity and islanding cannot be
made. Due to this mismatch the power quality voltage balance and frequency dete-
riorate abruptly which makes islanding detection an important aspect of microgrid
operation. There are various islanding examination methods till now are based on
several parameters Fig. 1.All thesemethods comprises their ownmerits and demerits,
this paper depicts various islanding detection techniques in detail their classification,
detailed study and presented a comparative analysis of various methods based upon
suitability to grid connected photovoltaic system (GCPVS).

2 Anti-islanding Standards

Table 1 presents the various international standards recommended by IEEE under
IEEE STD 929-2000 for “Utility interface of photovoltaic”.
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Table 1 Anti-islanding standards

Parameters/standards QF (quality
factor)

t (detection
time)

f (frequency
range)

V (voltage
range)

IEEE (1547–2003) 1 t < 2 s 59.3–60.5 Hz 0.88–1.10

IEEE (929-2000) 2.5 t < 2 s 59.3–60.5 Hz 0.88–1.10

UL 1741 <1.8 t < 2 s 59.3–60.5 Hz 0.88–1.10

IEC-62116 1 t < 2 s fo− 1.5 Hz ≤ f and
f ≤ fo + 1.5 Hz

0.88–1.15

3 Review of Islanding Methods:

Islanding detection methods detects the islanding situation when electrical parame-
ters crosses a predefined threshold value and triggers the inverter to halt the supply
of loads. IDMs are broadly classified as local IDMs and remote IDMs. These are
further classified as active, passive, modified passive, hybrid method as local IDMs
and signal processing-based, communication-based and intelligent-based methods
in remote IDM as shown in Fig. 1.

3.1 Active IDMs

In active method of islanding detection a small disturbance signal is introduced into
the DG output to detect the possible condition of islanding [9, 10]. Under normal
steady state condition the effect of these disturbance is negligible butwhen the system
is in islanding condition the disturbance brings significant variation in the system
parameter as such to trigger the relays, as shown in Fig. 2. Activemethods are simple,
robust but tends to cause harmonic disturbance due to injection of disturbance signal
and may deteriorate the power quality as well but it has an advantage of having a
small Zone of none-detection (ZND).

Fig. 2 Active islanding detection scheme
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3.1.1 Impedance Measurement (IM) IDMs

DC converters have constant impedance at high frequency but a significant variation
in the impedance can be seen in harmonic resistance of the system after islanding
[11]. This variation can be computed from voltage and current measurements and
islanding in the system is detected. In this IDM, a low amplitude signal is dispensed,
and it is detected with high speed. The method holds a limitation due to complex
threshold selection however IM method possess a small NDZ.

3.1.2 Active Frequency Drift (AFD)

In AFDmethod a small disturbance is introduced in current waveform of the inverter,
this has no effect on the voltage and frequency waveform due to grid stability but a
zero crossing of voltage occurs when the main grid is abrupt it will give rise to phase
error within inverter current and output voltage causing a frequency drift in inverters
output current [12]. This frequency drift causes further zero crossing until it tends to
exceed the voltage frequency from its threshold limit and in turn detecting islanding
condition. This technique can be readily implemented but it comprises significant
NDZ.

3.1.3 Sandia Frequency Shift (SFS)

This method introduces positive current feedback in the system that increases the
harvest current of the inverter. As system was connected to the main utility, minor
change tries to put the system out of frequency range but the control of the grid
holds the system in stability. When the microgrid is islanded then the control action
is no longer present and this deviation if crosses threshold value then islanding is
detected [13]. The frequency of output current increases during islanding and is does
not affect any parameter during grid connected mode (As shown by Eq. 1)

C f = C f o + k
(
Fa − Fgrid

)
(1)

where Cfo = fraction when frequency error is zero, k = accelerating factor which
improves the speed of detection technique, Fa = frequency of voltage at point of
common coupling and Fgrid = frequency at the grid.

3.1.4 Sandia Voltage Shift (SVS)

The islanding detection in SVSmethod is done by comparing voltage amplitude vari-
ation with threshold value. A positive feedback generates through voltage amplitude
at PCC, there may be slight effect on the system it is grid connected which can be
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neglected but when the system is islanded then the voltage drop becomes significant
enough to be detected by relays and a tripping signal is generated to cease the oper-
ation [13–15]. Developed by “Sandia National Laboratory, USA” this technique is
considered as most efficient IDM.

3.1.5 Slip Mode Frequency Shift (SMFS)

This technique provides positive feedback generally present in the frequency and
phase angle of the inverter. Beneath the normal operation, frequency of the voltage
is constant at PCC but after islanding even a little distress of frequency creates
phase error and since the feedback in SMFS is positive that’s why phase angle error
increases until it reaches steady state point. If the steady state frequency point crosses
its predefined range then it relays shut down of the inverter [16, 17]. It can be shown
in Eq. 2.

θsms = θm sin

(
π

2

f − f g

f m

)
(2)

where “ f ” = inverter frequency, “ f g” = nominal grid frequency and θm and “ f m”
= SMFS parameters.

3.2 Passive IDMs

Passive IDMs are constructed on the basis of continuous monitoring of various
electrical parameters like voltage, current, frequency, impedance or power, etc. for
islanding detection [9]. These parameters are monitored (one or more) by PCC or at
the DG terminals and then compared with the standard value, if the variation in these
parameter crosses threshold value then then relay sense it and trips the main breaker
as shown in Fig. 3. Passive IDMs have an asset of cost effectiveness and fast operation
with comprehensive power quality of the systemwhich remains unaffected.Although

Fig. 3 Passive islanding detection scheme
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passive methods have ample of NDZ and the threshold selection is also complex but
still these methods are used because of its simple and easy implementation. Various
types of passive IDMs are described below.

3.2.1 Over/Under Voltage and/or Frequency (OUV/OUF)

The voltage and/or frequency is incessantly measured at PCC in this islanding detec-
tion technique and when the measured value crosses the predefined value then the
DG and the main grid connection is obstructed [18]. Although some time delay is
provided by the system owing to the sudden rise/fall in voltage/frequency as it may
be caused due to change in connected load [19]. If the variation is due to connected
load then the grid will interact with the DG link and supply/take excess power from
the unit and the normal condition is restored which is not in the case if it is islanded
as if unit is islanded then the parameters keeps deviating from normal.

3.2.2 Rate of Change of Frequency (ROCOF)

It is referred as passive islanding detection technique which is totally based on
frequency measurement. In this the rate change of frequency (�f ) is measured (at
PCC) as per Eq. 3 given below [20] and the DG unit will be disconnected if �f
exceeds threshold value.

d f (n)

dt
= f (tn) − f (tn − �t)

�t
(3)

where f (tn) is frequency of current sample, f (tn − �t) is frequency of sample just
before current sample and�t is the time interval. Thismethod considers themismatch
between load and generation which have a direct effect on frequency. ROCOF is fast
method as contrast to OUV/OUF and is unaffected by minimal power mismatches
[21].

3.2.3 Phase Jump Detection (PJD)

This technology of island detection utilizes phase difference within voltage and
current as crucial parameters as to detect islanding [22]. If the phase difference
within voltage and current of an inverter harvest process crosses prescribed limit
then islanding is detected [23]. Under islanding operation of the harvested current
of the inverter remains same but the voltage swings its path creating a new path for
inverter voltage causing phase error. If this error is more than prescribed limit then
relay trips the DG from grid. PJD IDM is immune to transients and power quality
but suffers from large NDZ.
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3.3 Hybrid Method

This method of islanding detection takes the asset of active and passive methods to
produce fast and reliable operation with improved NDZ [24, 25]. Active and passive
both IDM have limitations, active methods are reliable but effects power quality and
passivemethods are cheap but are relatively unreliable. Hybridmethods are designed
to take perks of both methods [26]. In hybrid method to monitor the system passive
method is employed while in the event of islanding the active method it is referred
to confirm islanding. This is done as passive method does not affect power quality
so under the normal condition these can be used while in the event of islanding the
control shifts are used in active methods. As active methods have less NDZ which
will avoid undetected islanding condition.

3.4 Remote Method

The remote techniques uses signal processing techniques and communication infras-
tructure for islanding detection which is implemented between the utility grid and
DG [27]. In this method of islanding detection the information of the live parameters
is collected by communication channel and sent to tripping switch. Remote scheme
offers negligible NDZ and are high reliable as contrast to active or passive IDMs.
The main discrimination of this technique is higher cost, complex installations and
implementation [28]. Remote IDMs includes Power Line Communication (PLC),
Supervisory Control and Data Acquisition (SCADA) and transfer trip methods.

3.4.1 Signal Processing (SP)

The signal processing-based methods implemented as to prevail the drawbacks of
existing methods [29]. These techniques are capable to differentiate islanding and
non-islanding events precisely even in low power imbalance. The signal processing
method permits the extraction of hidden attributes of the deliberated signals as such
to observe the islanding condition [30]. Artificial intelligent (AI) classifies uses these
extracted hidden attributes as input to discriminate the islanding and non-islanding
conditions. SP supported islanding sensing schemes use time domain—frequency
domain supported schemes to improve the speed while minimizing NDZ. These
methods limitation of high installation cost and sometime turns out to be financially
inefficient.
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3.4.2 Intelligent IDMs

Intelligent IDM uses diverse intelligent classifiers and data mining methods to detect
islanding [31]. These methods do not necessitate threshold selection and can be
considered as extension to signal processing-based methods. In intelligent IDM
various data mining techniques and intelligent classifiers used to detect islanding.
Commonly, intelligent methods are combined with SP techniques these include arti-
ficial neural network (ANN), probabilistic neural network (PNN), fuzzy logic (FL)
and decision tree (DT). These techniques are capable of handling pattern recognition
which conventional approaches cannot handle and thus efficiently islanding detec-
tion. These methods have best performance than other techniques but suffers from
large computational burdens [32] in view of existence of various training and testing
methods.

4 Islanding Detection Methods for Grid Connected
Photovoltaic Systems (GCPVS)

The selection of method for islanding detection depends on place of installation, also
to improve the performance some modification and improvement is provided as per
the installed location. Below are some of the novel islanding detection techniques
described with special reference to GCPVS.

1. Two level islanding detection method [33]:

In this criteria of islanding detection is ideal for GCPVS, firstly rate alteration of
output voltage (ROCOV) is calculated and then disruption is inserted in the duty
cycle of converter (DC/DC) if this value exceeds the threshold. This deviates the
system operating point’s away from maximum power point (MPP) condition and
remains under islanding condition and there is significant reduction in voltage and
active power of the system but if that system is non-islanding then variation of
atleast one of these variable is near-zero that’s why the ROCOV and rate of change
of power (ROCOP) coefficient is usually measured in the second state. Hardware-in-
the-loop (HIL) simulation technique is used for testing using two PV power plants.
Results shows precise islanding classification, smallNDZand self-standing threshold
determination without affecting the power quality. Also after islanding identification
it provides fast MPP restoration.

2. New voltage feedback-based islanding detection method [34]:

This method islanding detection is based on active IDM, the paper proposes voltage
feedback type IDM for GCPVS-based microgrid. In this algorithm, a disruption is
injected in d-axis reference current of inverter consistently equal to the deviation of
output voltage. This reference current modifies the active power output and conse-
quently voltage at PCC. The testing is conducted using MATLAB/Simulink under
standard conditions defined by IEEE standards on two large scale GCPVS.
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3. Maximum Power Point Tracking Injection Method [35]:

This method of the paper signifies islanding detection by introducing disturbance
in maximum power point (MPPT) algorithm. Under normal condition the voltage
is balanced or varies on permissible limits but when absolute deviation overstep
permissible limits then then operating point shifts from MPP. This shift of operating
point causes reduction in the power output and accordingly a significant voltage
drop is seen in islanding. This algorithm is designed to restore MPP after islanding
classification which makes it suitable for critical loads connected to microgrid. The
method is tested for a sample network with two GCPVS including actual relays in
HIL and the produced results shows accurate detection with negligible NDZ.

4. Inverter-based distribution generation techniques [36]:

This is the passive islanding detection technique, considered ideal for inverter-based
PV generation. This method uses two parameters for analyzing the system, first is the
rate of change of voltage (ROCOV) while second is the ratio of current and voltage
magnitude (VOI). Both the parameters detects all events at PCC and differentiate
islanding and non-islanding condition. It has a decentralized control operation and
the design is simple and robust.

5. Method based on harmonic impedance measurement [37]:

The conventional IDMs using reactive power or frequency and phase quantities are
not suitable on DC grid as these grid does not transmit reactive power or frequency
and phase. At present most of the IDMs proposed for DC/DC converters are based
on active power injection which are not suitable for multi-photovoltaic (PV) DC
system. Multi-photovoltaic system may lead to detection failure due to synchro-
nization problem with converter injection. This paper suggests passive IDM for the
system by using impedance as measuring quantity for multi -PV DC microgrid. The
resistance of DC converters is invariant at high frequency and changes significantly
after islanding this change is measured for islanding detection.

5 Comparison of Various IDMs for PV

Table 2 depicts scrutiny of various islanding detection methods based on solar
photovoltaic as distribution generator as described in Sect. 5 along with some more
methods.
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6 Recommendation and Future Trends

Based on extensive analysis of various islanding detection methods it has been
observed that SP-based IDMs are most feasible method of islanding detection. SP-
based methods have effortless, precise and robust operation, efficient at all operating
conditions and less computational burden then intelligent-based IDMs considering
all these factors it is concluded that SP methods are convenient choice for islanding
detection. There is scope of improvement in SP-based techniques in near future to
further reduce the computational speed and also the cost of installation. Also it is
observed that hybrid IDM holds enough potential for the scope of improvement and
are likely to become more convenient option in near future.

7 Conclusion

In this paper profuse methods for island detection of microgrid are stockpiled with
special reference to active solar photovoltaic system as distribution generation is
presented in detail. Various islanding detection criteria are scrutinized in detail along
with their merits and demerits. Some methods specially designed for solar PV as
DG unit are also discussed and their comparison is presented. Thorough study of
literature review is done and it has been observed that SP-based methods are the
most suitable methods for islanding detection for PV-based DG due to their good
response time, high accuracy and reliability.
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A Computational Investigation
of the Optoelectronic Characteristics
of Chalcopyrite HgCP2

Karina Khan, Aditi Gaur, Ushma Ahuja, Amit Soni, and Jagrati Sahariya

Abstract The theoretical tool based on density functional theory has been used to
explore optoelectronic characteristics of ternary chalcopyrite HgCP2 that is executed
in Wien2k code. For obtaining the solution of Kohn–Sham equation, we have
adopted FP-LAPW method, and entire computations are done by utilizing opti-
mized lattice parameters that are obtained through PBE-GGA (generalized gradient
approximation). Electronic properties are computed through energy band and density
of state spectra by using TB-mBJ exchange-correlational potential, which yields
0.77 eV band gap of HgCP2. The optical analyzations are done by using spectra of
absorption coefficient, complex dielectric tensor, reflection, and refraction. Through
these spectra, we observed that the value of absolute reflectivity is lower and the
value of absorption coefficient is higher which indicate that the material exhibits
optoelectronic properties.

Keywords Absorption coefficient · Chalcopyrites · DFT · Optoelectronic
applications

1 Introduction

Today’s world leads toward the modernization for the development of the individual
as well as for whole nation, which needs the new technologies that require energy
to establish. And currently, the energy system is majorly depending on fossil fuels
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(petroleum, coal, gas) whose present availability on earth is sufficient, but it will
not long-lasting as these fossil fuels take nearly hundreds of years of manufacture.
Along with the exhaustible nature of fossil fuels, their non-eco-friendly nature also
become the sedative issue globally, so it is better to switch on the renewable energy
source (wind, air, solar) rather than the non-renewable sources [1–5]. So the scientific
community mainly focus on to harvest the renewable source into its useful form in a
proper way that its harvesting takes low cost and favorable for environment. Among
all the renewable energies, the energy we get from the sun is very vast, cleanest, and
its harvesting cost is comparatively low [6, 7], and the photovoltaic modules are used
to convert the solar energy into its usable form such as electrical energy either directly
or indirectly [8]. Along with conversion of energy, a solar cell must produce good
efficiency; the material used in solar cell must be non-toxic and having optimum
band gap. The II-IV-V2 ternary chalcopyrites have fascinated the researchers for
investigation due to their wide applications in the optoelectronic devices. There are
large number of compounds that belong to this group and having large variation in
their band gap facilitates them in numbers of fields: optoelectronic, thermoelectric,
magnetic, photonic, spintronic etc. [9–13]. The phosphides of the group II-IV-V2 are
having structural symmetry with binary III-P semiconductors; these compounds are
perfect for the photo electrochemical applications. These phosphides are made up
to such type materials which have good natural abundance also having properties
of direct and indirect band gap semiconductors with higher charge carrier mobility.
These phosphides are thermally stable and possess larger secondharmonic generation
coefficient, so can be used as harmonic oscillators [14–18]. The electronic behavior
of HgAX2 (A = C, Si, Ge, Sn; X = N, P, As, Sb) has been reported along with the
chemical bonding by Basalaev et al. [19–21]; they have calculated the band gaps
(HgCP2 = 1.05 eV) of these compounds by using energy band structure which are
plotted by using CRYSTAL package. In addition, it has been reported by authors
that this compound can be used in optical data storage devices, detectors for infrared
radiations, and Bragg’s reflector.

2 Details of Computations

This paper is based on the computation of structure-based optoelectronic properties
of ternary chalcopyrite HgCP2 by using theoretical tool named as Wien2k code,
which is rooted on the concept of DFT, and by adopting full potential linearized
augmented plane wave method (FP-LAPW)is ingurgitate to get the basis set [22–
24]. In this work, we have used two exchange-correlational functional: PBE-GGA:
Perdew Burke Ernzerhof-generalized gradient approximation and TB-mBJ: Tran-
Blaha modified Becke Johnson potential for computing structural and optoelectronic
properties, respectively [25]. We have used the mesh 10 × 10 × 10 k points in
order to achieve accuracy in the results. In addition, the value lmax, Gmax, RMT
Kmax and energy cut-off is set to 10, 12, 7, and −6 Ry. First, we have taken the
lattice parameter of tetragonal HgCP2 (space group:122(I 42d) ) from the previously
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reported literature [19]. Then, we performed the volume optimization by using PBE-
GGA exchange-correlational functional, plot is depicted in Fig. 1 which yield the
optimized parameters a = b = 5.3824 Å; c= 9.1845 Å with Wyckoff positions (0,
0, 0); (0, 0.5, 0.5) and (0.326, 0.25, 0.125) of Hg, C, and P, respectively, and the
value of absolute energy is obtained through Fig. 1 is −815,536.186057 Ry. The
crystal structure of HgCP2 is presented in Fig. 2 along with the Brillouin Zone,
which presented this structure in highly symmetry direction.

Fig. 1 Energy versus volume optimization curve of HgCP2

(a) (b)

    Hg

C

N

Fig. 2 (a) Crystal structure. (b) Brillouin zone of HgCP2
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3 Results and Discussion

3.1 Electronic Properties

The exchange–correlation potential: TB-mBJ is used for computing electronic
response of HgCP2 through the electronic band structure, which is depicted in Fig. 3,
and through this structure, we estimate the energy gap of compound that depicts the
nature of the compound as well. In Fig. 3, the zero electron-volt is chosen as fermi
energy level, and the energy gap between the lowest point of valence and highest
point of conduction band gives the band gap of the compound. The compoundHgCP2
exhibits direct bandgap, as it is evident through the band structure (Fig. 3) that valence
band maximum (VBM) and conduction band minimum(CBM) both located at the
samemomentumpoint. The band gap of this compound is 0.77 eV and its comparison
with other reported work is given in Table 1. The different color bands in electronic
band structure is used to tell the position of electron and their transitions as well.

We further explain the electronic properties by using the density of states (DOS)
spectra, which is plotted, by using TB-mBJ potential. The fermi energy is set at zero
electron volt through which is used to calculate the band gap at 0.77 eV. The valence
band is not present just after the fermi energy level; it is situated at little gap. The
DOS spectra of HgCP2 is presented in Fig. 4.The DOS spectra is used to explain the
energy distribution among the electrons in different energy level, and in this DOS

Fig. 3 Energy band spectra
of HgCP2
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Table 1 Band gap (eV)
comparison with other similar
compounds

Compound Band gap (eV)

HgCP2 0.77a, 1.04 eVb

HgCN2 2.70b, 0.54c

HgCAs2 0.41b

HgCSb2 0.47b

a Our work, b [19], c [19]

Fig. 4 DOS spectra of
HgCP2

spectra, three band regions are formed: core, valence, and conduction which lie at
−8 to 5.6 eV; −5.6 to 0 eV, and 0.77–6 eV, respectively. The hybridization state of
‘p’ of C and P devote the maximum contribution in the core region. The bands in the
valence region arise mostly due to d-energy state of Hg atom and p-energy state of
P atom. The major contribution of ‘s’ and ‘p’ state of P in conduction band region.
Most of the bands overlapped each other which indicate their covalent bonding.
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Fig. 5 a Real dielectric tensor spectra. b Imaginary dielectric tensor spectra of HgCP2

3.2 Optical Properties

The optical parameters, which are generated due to mobility and recombination of
electrons with respect time, aremost important for the explanation of the utility of the
compound in the optoelectronic applications. In this portion, we explain the optical
properties of the HgCP2 by using optical spectra up to 10 eV, which are computed
through TB-mBJ potential.

In Fig. 5a, b,we explain dielectric tensor spectra of real and imaginary components
that explain through the wave vector. The real dielectric tensor is useful for obtaining
energy storage and polarization, and we obtained the absolute value of = 12. In
addition, the peaks at 2.33 and 2.911 eV arise in imaginary dielectric tensor are
used to explain the transition of electrons from VB to CB and attenuation of the
electromagnetic waves.

Figure 6a represents the spectra of the absorption coefficient of HgCP2; this spec-
trum is used to tell us about the amount of energy absorbed by the material and in
which range of electromagnetic spectrum its intensity falls. Moreover, through the
absorption spectra, we found that most of the intensity fall in 3–5 eV range that
belongs to the visible spectra region. The computed value the integrated absorp-
tion coefficient (IAC) is 228.74 (×104 eV/cm). The absorption of the material also
depends on the surfacewhere the light incidents, and this factor is determined through
the reflectivity and refractivity optical parameters that are spectra as shown inFig. 6b–
c. These two parameter tell about the transparency and roughness of the material.
The absolute values of reflection and refraction are 0.31 and 3.5, respectively. The
HgCP2 compound has a partial anisotropic nature as it can be seen through the
optical spectra that their parallel and perpendicular components coincide only in the
low energy range.
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Fig. 6 Spectra of (a) absorption (b) reflectivity, and (c) refractivity of HgCP2

4 Conclusion

In the summary, we come to conclusion that after studying the optoelectronic char-
acteristics of HgCP2 by using DFT embodied in Wein2k package with FP-LAPW
method, this can be utilized well in the optoelectronic applications. As we found
through energy band diagram andDOS spectra that HgCP2 has semiconductor nature
with direct energy gap. Moreover, the optical behavior confirms that the HgCP2 has
partial isotropic nature, and notable intensity is observed in the visible spectra region.
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Performance Analysis of Model
Reduction Techniques Applied to High
Order Systems

Apoorv Srivastava, Asha Rani, and Jyoti Yadav

Abstract This paper focuses on the analysis of different model order reduction
methods and control of the reduced order systems. Higher order systems are difficult
to control and analyze, due to the complex calculations. Therefore, in this work,
different methods are used to reduce the model order with an objective that charac-
teristics of reduced order system are same as the original system. The analysis of
reduced and original system is carried out based on different performance measures.
Further, the technique is applied for control of high-order systems. The results reveal
that balanced truncation of state space, shows the best performance for the problem
under consideration.

Keywords MOR · Controller · Approximation · Original system · Reduced order
system · Model order reduction · SVD · HVD

1 Introduction

There are several model order reduction (MOR) techniques which are used to obtain
reduced order modal which are developed in early stages. There are constant modi-
fication and improvement in these techniques. Some new techniques are also devel-
oped. The most common technique for MOR is Routh approximation [1]. The Routh
approximationmethod reported in the literature is based on the alpha and beta param-
eters. The proposed method also has the advantage of always delivering a stable
lower-order model if the original higher order system is stable.

Direct and balanced truncation method [2–4] is also very popular. In direct trun-
cationmethod, we just eliminate higher order terms. Varricchio [2] proposed amodel
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order reductions, a combination ofmodal and balanced truncation approaches is used.
A stopping criterion based on spectral energy principles is also proposed to efficiently
integrate these strategies. Prajapati [3] discussed a numerical method to deal with
the resulting matrix exponential functions and Lyapunov equations which are used
for solving low-rank approximations. The rational Krylov subspace methods are the
scheme’s key tool. The eigenvalue decay and numerical rank of Lyapunov equation
solutions are also taken into account. When compared to ordinary balanced trunca-
tion, the numerical rank of the Lyapunov solutions in time-limited balanced trun-
cation can be identical. Kürschner [4] used factor division and balanced truncation
methods to find the most accurate reduced order modal.

Mikhailov stability criterion is widely used method which is based on frequency
domain analysis.Nagar [5] introduced two separate algorithmswhichwere integrated
with the Mikhailov stability criterion’s property.

The reduced order denominator polynomial is derived using the describedmethod,
and the numerator polynomials are computed using two alternative methods. The
importance of the provided algorithms in the numerical examples justifies their
uniqueness.

State space methods are also quite popular for MOR as they use matrices for
calculation. Ha compares balanced truncation andmodal truncation, twowell-known
model reduction strategies [6]. The comparison is based on the error-bound equations
given for a specific class of systems in this paper. A numerical example is used to
show the comparison. Interval systems are also used in industrial applications because
of their dynamic coefficients. Deveerasetty [7] derived the reduced order model for
interval system. The proposed method generates stable reduced order models, while
retaining the zeroth order interval time moment.

Apart from standard methods, some AI-based methods are also reported in litera-
ture. Cuckoo search optimization-based [8] reduced order systems is proposed which
shows better performance than other order reduction techniques. After obtaining
reduced ordermodel, there is also need to design an efficient controller. VGDRayudu
[9] designed a PID controller for a large-order system which was constructed using
a reduced order concept. By comparing the step responses of the original and lower-
order models, the effectiveness of the recommended strategy may be established.
The suggested technique’s performance is evaluated using step responses and perfor-
mance indices. Kumbasar [10] proposed a fuzzy-based controller for second-order
interval system, which is more robust than other controllers due to well-defined
rules. These methods are applied in various fields such as in gas turbine [11], in
power system [12], in robotics [13], in magnetic field [14], and in wind farm [15].
The literature survey reveals that model order reduction is important area of research,
and there is a large scope of improvement in the performance of reduced models.
Therefore, in this work, different model order reduction techniques are analyzed, and
reduced order system is controlled using PID controller.
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2 Model Reduction Techniques

There are many techniques available to reduce model order, some are based on time
domain and others on frequency domain analysis.

Let Gn be very high-order system defined by Eq. (1).

Gn(s) = N (s)

D(s)
= ao + a1s + a2s2 + . . . an−1sn−1

bo + b1s + b2s2 + . . . bnsn
(1)

MOR techniques are used to get reduced order model Rk which is defined by
Eq. (2)

Rk(s) = N (s)

D(s)
= co + c1s + c2s2 + . . . ck−1sk−1

do + d1s + d2s2 + . . . dksk
(2)

The major goal is to implement the kth order reduced model while keeping the
important characteristics of the original high-order system.

2.1 Pade’s Approximation

Pade’s approximation is one of the widely used techniques in model order reduction
[16]. It compares the fraction with a polynomial for finding the coefficients, but it
requires complex calculations and is less efficient.

2.2 Direct Truncation

It is one of the easiest methods and is the most suitable for some class of polynomials
[17]. In this method, the unwanted coefficients are directly eliminated for obtaining
reduced order model. The DC gain is made equal to the original system for the
purpose.

2.3 Stability State Equation

This approach is based on canceling poles and zeros [18]. The transfer function’s
numerator and denominator are separated into odd and even sections. Since lower
magnitude poles or zeros are more dominating than bigger magnitude poles or zeros,
they are rejected to reduce the order of stability equations.
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2.4 Routh Approximation

Routh table is the most common method for checking stability of the system.
This method is based on Routh table [19]. Two different tables for numerator and
denominator are made which is called α and β tables and used for model reduction.

2.4.1 V. Krishnamurthy Approach

V. Krishnamurthy also suggested a very easy approach based on Routh table [20]. In
this method, entire row of Routh table is eliminated to find the reduced order model.

2.5 Mikhailov Stability Criteria

Mikhailov stability criteria is also an accurate method for model order reduction. It
is based on frequency response of transfer function [21]. This method is used only
for denominator polynomial. The denominator polynomial is divided into real and
imaginary parts, and then, higher frequency elements are eliminated.

2.6 Mixed Methods

All above methods are good, but improved model reduction may be achieved using
hybrid techniques to find numerator and denominator polynomial [9]. In this work,
denominator polynomial is obtained using Mikhailov stability, and numerator poly-
nomial is obtained by modified Pade approximation. The suggested method may
provide good results as it contains the advantages of two methods.

2.7 Balanced Truncation of State Space Model

The classical methods discussed above can be very lengthy and difficult to work, if
the system order is too high. Therefore, state space model technique is used for very
high model. This is achieved by state space transformation to obtain the reduced
order matrix. Most commonly used methods for the purpose are singular values
decomposition (SVD) and Hankel value decomposition (HVD) [22, 23].
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3 Results and Discussion

In this work, a high-order transfer function is considered as experimental model
whose order is reduced using different model reduction techniques. The considered
transfer function is defined by Eq. (3). The different model reduction methods are
used to reduce this transfer function into second order. Step response and ISE and
IAE performance indices are calculated for quantitative analysis. All simulations are
done in MATLAB R2019a on AMD Ryzen 5 PC.

G(s) = s5 + 8s4 + 20s3 + 16s2 + 3s + 2

s6 + 18.3s5 + 102.4s4 + 209.5s3 + 155.9s2 + 33.6s + 2
(3)

ISE =
∞∫

0

[y(t) − yr (t)]2dt (4)

IAE =
∞∫

0

[y(t) − yr (t)]dt (5)

where y(t) and yr(t) denote the original and reduced order systems’ step responses,
respectively.

3.1 Model Order Reduction

All model order reductions techniques discussed in section II are tested, so as to
find the best method for reduction of order with low calculation complexities. The
second-order transfer obtained using different methods are given in Table 1.

Table 1 Reduced order
transfer function obtained
from different methods

Method Reduced order transfer function

Pade approximation 0.0313s+0.01233
s2+0.22s+0.01233

Direct truncation 3s+2
155.9s2+33.6s+2

Stability state equation 3s+2
154.5s2+33.4s+2

Routh approximation 1.127s+0.1558
s2+0.234s+0.1392

V. Krishnamurthy approach 0.312s+2
137.1s2+30.59s+2

Mixed method 3s+2
155.0388s2+33.565s+2

SVD 0.04051s+0.003558
s2+0.08066s+0.004026

HVD 0.1164s2+0.002129s+0.01791
s2+0.2759s+0.01791
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The step response of reduced order models is shown in Fig. 1, and the quantitative
analysis of the performance is given in Table 2. It is observed from the results that
HVD gives very good results because it uses the concept of balanced truncation. The
mixed methods are preferred as they have advantages of different methods. It is also
noted that HVD gives the best results, but it generates semi-proper transfer func-
tion which has its own drawback. It is also revealed that frequency response-based
methods provide more efficient results than time domain methods; thus, Mihailov
and stability state methods show good performance as compared to Pade’s and Routh
which are time domain methods.

Fig. 1 Step response obtained from all techniques

Table 2 Performance
comparison

Method ISE IAE

Stability state equation 2.1666 3.5667

Pade 2.1112 3.6555

Direct truncation 2.1733 3.5789

Routh 4.2781 3.2175

V. Kmurthy method 2.1786 3.6694

Hybrid method 2.3576 3.5907

SVD 0.5844 0.5844

HVD 0.0029 0.1362
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Fig. 2 Simulink model for controller design

Table 3 PID parameters Method KP K I KD

Mixed method 28.644 0.1671 1.1386

SVD 0.8352 0.1239 0

HVD 0.8352 0.1239 0

3.2 Controller Design

The next step after model reduction is to design a controller for reduced order system.
Therefore, PID controller, shown in Fig. 2, is designed for the reduced system, and
controller is also used for the original system. The PID parameters are obtained using
trial and error approach (Table 3).

The controller performance is shown in Fig. 3. It is observed from the results that
mixed method shows high transient oscillations, but after some time, it converges
to desired output. Initial oscillations are due to the very high order of the original
system which takes some time to reach steady state.

It is revealed from the reduced order model results that HVD is the best method
for model order reduction and controller also shows the best performance. It is
also revealed that order reduction does not show the initial oscillations in controller
response.

3.3 Model Order Reduction Application

Some very high-order real systems are also considered in this work, and the order
is reduced by model order reduction technique. As HVD gives good results, so this
method is used to reduce order of high order real systems. The ninth order Boiler
system used by Zhao and Sinha [24] is considered in this work for model order
reduction using HVD method.
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Fig. 3 PID response for mixed method

A =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

−0.9 0 0 0 0 0 0 0 0
0 −4.4 0 0 0 0 0 0 0
0 0 −10.2 571.5 0 0 0 0 0
0 0 −571 −10.2 0 0 0 0 0
0 0 0 0 −10.9 0 0 0 0
0 0 0 0 0 −15.2 11.6 0 0
0 0 0 0 0 −11.6 −15.2 0 0
0 0 0 0 0 0 0 −89.8 0
0 0 0 0 0 0 0 0 −503

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
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B =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

−4.336
−3.691
10.14

−1.612
16.63

−242.5
−14.26
13.67
82.19

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

C = [−0.4 −0.7 0 0.2 −0.8 −0.7 0.5 −0.2 −0.08
]

After reduction, reduced state space model obtained is

a =
[−1.581 −3.984

−3.531 −22.02

]
b = [−4.605 −16.94

]

c =
[−3.936

−15.21

]
d = [−1.349

]

A =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

−0.5 0 0.30 0 0 0 0 0 0 0.16
−0.04 0 −0.03 0 0 0 0 0 0 0

0 314.2 0 0 0 0 0 0 0 0
9.55 0 −0.86 −20 0 0 0 0 0 0
0 0 0 0 −1 0 0 0 0.04 −0.03

−0.19 10.87 −0.16 0 0 −10.8 0 0 0 0
−0.93 51.98 −0.79 0 0 −41.1 −10.8 0 0 0
−0.93 51.98 −0.79 0 0 −41.1 −10.8 −0.1 0 0

0 0 0 0 −100 −100 0 1000 −20 0
0 0 0 0 0 0 0 0 1.05 −0.82

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

B =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0
0 0.0926
0 0
0 0
0 0
0 0.4428
0 2.118
0 2.118

1000 0
0 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

C =
[

0 0 1 0 0 0 0 0 0 0
0.4777 0 −0.0433 0 0 0 0 0 0 0

]
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Fig. 4 Step response of
boiler system

After reducing it with HVD method, it becomes

a =
[−0.7397 3.366

−3.672 1.075

]
b =

[ −0.2293 0.7008
−0.03542 −0.3832

]

c =
[−6.971 10.69
0.5785 −0.08818

]
d =

[−9.23 −0.5362
3.858 0.2644

]

Another considered system is a practical power system which is a multi-input
multi-output tenth order system taken from literature [25]. It consists of a 3 − �

synchronous generator, with an automatic excitation control system.
The step response of original and reduced order systems for the two applications

is shown in Figs. 4 and 5, respectively. It is observed from the results that reduced
order systems show almost similar characteristics as that of original systems and can
replace the high order system. It is also observed that model reduction adds a feed-
forward matrix ‘d’ to the system which was missing in original system. However,
it is inferred from the above analysis that reduced order systems may be used for
analysis and controller design of high-order systems.

4 Conclusion

Different classical approaches were tried, and it is found that mixed method is best
for model order reduction. When second-order reduced model is derived from sixth
order original system by using Mihalov Criteria and Pade approximation, it is found
that reduced order system response is matching with original system with some
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Fig. 5 Step response of power system

negligible deviation. Performance measures of both the system are also calculated,
and it is found that reduced system has nearby performance.

For higher system, classical approach is somewhat very lengthy and difficult;
therefore, state space-based truncation using SVD and HVD are also performed. It
is seen that HVD is the best method and gives very impressive results.

PID controller is also design for reduced system. When these parameters are
verified with original system, we found that response is the same. In this way, it
is shown that controller for higher order systems can be designed with the help of
reduced order systems.
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Numerical Simulation and Analytical
Modelling of C8-BTBT-C8 Organic
Transistor and Analysis
of Semiconductor Thickness

Shubham Dadhich, A. D. D. Dwivedi, and Garima Mathur

Abstract Thin film devices have pervasive presence role in applause emerging
and conventional technologies. This paper presents TCAD modelling of
2,7-dioctyl{1}benzothieno{3,2-b}{1}benzothiophene (C8-BTBT-C8) OTFT. The
model is based ondefect description and charge recombination. Themodel consists of
band gap modelling and deep and tail density of state (DOS). The model is examined
with experimental data, and the performance parameter is also compared. Using this
verified model, the systematic study of the active layer thickness is also performed
in this work.

OTFT · C8 BTBT · p-type Organic semiconductor · DOS · T-CAD Modeling

1 Introduction

Organic thin film transistors (OTFTs) are promising basic element for next-
generation electronic devices due to pliability and easy fabrication process [1].
Improvement of OTFT performance and development of high-quality organic semi-
conductor (OSC) material have a wide scope [2]. The effective and low-cost realiza-
tion still required academia and industrial efforts. The efforts will deliver an entire
value-added chain to organic electronics. The future market of several billion Euros
is estimated for flexible electronics [3, 4]. The competition for implementation into
marketable product is significantly high. This could be seen at considerable expenses
for research. On the other hand, it has a strong commitment to the global economy.
The biocompatibility and biodegradability [5] qualities also open an era for medical
science innovation. The next-generation electronics will bring exciting new appli-
cations such as foldable display, electronics textiles [6], wearable bio-sensor for
monitoring human health [7]. The organic electronics will also extend functionality
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Fig. 1 Comparison of numerous semiconductor device technology

of robot and unmanned air vehicles through energy conservation and lightweight
devices. It will also be a revolution for solar cell and optoelectronics [8]. So, it indi-
cates that for device development and implication the semiconductor characteristics-
based TCAD model is required. It also contributes in improving device perfor-
mance and understanding device operation. After it, a compact model is required for
designing circuit from OTFT. The review ceased that the developing model should
have (a) congruous behaviour, (b) sufficient input parameter variable, (c) upgradable,
(d) structural symmetry, (e) conversable, (f) modulable for bad experimental data.

The OSC is yet at development face. The device performance can be measured
frommostly seven parameters (Table 3). The charge carriermobilityμ

(
cm2 V−1 s−1

)

is one of them for evaluating performance. The higher μ enables fast switching
( f T − Hz) of the circuit. It belongs to circuit performance and speed. In Fig. 1, the
comparison of numerous semiconductor device technology is shown. To improve the
mobility and performance, some surface modification is attempted [9]. Exposure to
gas or light modifies supramolecular structures of OSC, and it changes the condition
for charge transport. The efforts aremade continuously to improvemobility for higher
switching speed. The charge transportation channel develops at the interface layer
between the OSC and dielectric. So, the characteristics of OSC/dielectric interface
traps affect the device performance. A self-assembled monolayer was also imple-
mented in [10] to reduce traps. In our previous work [11], the surface modification
was also done on P3HT TFT. So, to study the device performance and dependency
of all these effects on scalable parameters we need a TCADmodel. Here, we present
TCAD model for C-8 BTBT organic semiconductor transistors.

2 3-D Device Model

The model incorporates fundamental device physics. The SILVACO ATLAS [12]
is used to parameterize all the phenomena. It simulates the model by applying
Maxwell’s laws on mesh points and solves the Poisson equation for charge boundary
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conditions. Thus, AC and DC both transient models could be defined by ATLAS.
The numerical values are solved by three methods (a) GUMMEL, (b) NEWTON
and (c) BLOCK. For the lengthy calculation, the NEWTON is suitable and mostly
conversable. This also solves quadratic convergence and strongly coupled equations.

2.1 Semiconductor Parameter Mapping

The device operation depends on semiconductor properties. The 2,7-
dioctyl{1}benzothieno{3,2-b}{1}benzothiophene (C8-BTBT-C8) has sigma (σ), pi
(π) bonds. The weak pi (π) bond’s electron comes from the ‘p’ orbital that is far
from nuclei. In the series of alternative sigma, pi bonds become shorter than regular
length. So, these π-electrons become free to move molecule to molecule. Thus, pi
bond electrons’ localization and delocalization start the conduction in OSC film.
The sequence of anti-bonding and bonding creates a forbidden energy gap. Thus,
the band gap could be calculated by the distribution of molecules and the mean of
energy gap (Fig. 2).

These molecules could be in different arrangements at the time of spin coating
or thermal evaporation. Two possibilities are shown in Fig. 3. The chain stacking
exhibits better permeances and charge mobility.

A free charge molecular [13] model is described by minimum elements described
by quotative approach. Insulator, conductor and semiconductor are built of linear
chain of carbon. Assuming a sequence of N atoms having distance d, so the chain
length becomes (N −1)d, for large number of ‘N’ it isNd (approximately).According

Fig. 2 C8-BTBT-C8 chemical structure [4]

Fig. 3 Two types of molecular arrangement along channel a opposite than channel direction, b
along with channel



672 S. Dadhich et al.

to quantum mechanics:

En = n2h2/8m(Nd)2, with n = 1, 2, 3 . . . (1)

where m is electron mass, h is Planck’s figure, n is quantum numeral.
Assume that pi bond e− comes from ‘N’ p-orbitals with two e− per molecule.

The highest occupied molecular orbital (HOMO) energy becomes Eq. (2), and least
unoccupied molecular orbital (LUMO) energy becomes Eq. (3).

E(HOMO) = (N/2)2h2/8m(Nd)2 (2)

E(LUMO) = (N/2 + 1)2h2/8m(Nd)2 (3)

So, energy required for exciting an electron is Eq. (4).

Eg0 = E(LUMO) − E(HOMO)

= (N + 1)h2/8m(Nd)2 ≈ [
h2/8md2

]
/N for large N (4)

OSCsusually have a broad range of bandgap (1–4 eV) [2].Usually, semiconductor
to be oxide for p-type molecular doping and reduction is significant to n-type molec-
ular doping. The metal (S/D) is connected to semiconductor to ignite the charge
carrier. Thus, metal work function plays an important role to energize the charge
transporter [14]. So, it should match the HOMO energy level for p-type OSC. The
electron affinity (χ) of C8-BTBT is 1.4 eV, and work of the function (�s) is 4.3 eV.
The ionized energy of C8-BTBT is 5.8 eV [15], which is nearby the gold work
function (�M) 5.5 eV. So, the gold contacts are very suitable for this OSC.

The energy band gap of a material can be defined by a mathematical function
of a dependent variable. The band gap depends on temperature also. The higher
temperature increases the average valence band energy, and it shows an exponential
effect at high electric field. The low energy band gap increases the current amount at
the same input voltage, and it increases temperature again. But under 5 voltage, there
is not enough electric field that compounds the chain. Here in Eq. (5), the energy
band gap is formulated with four variables. EGα

and EGβ
are fitting parameters, and

EG300 is an experimental band gap at 300 K (3.32 eV) [16] at ideal conditions. The
�Eg is formulated for higher doping concentration through oxidation. This function
can totally represent the band gap of C8-BTBT.

Eg(TL) = EG300 + EGα

[
3002

300 + EGβ

− T 2
L

TL + EGβ

]
+ �Eg (5)

�Eg = −ζc

[
ε5s

N

(
m0 + ζB∗T 2 εs

N

)]− 1
4

(6)
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Table 1 Semiconductor band
gap parameter

Parameter Value Units

EG300 [16] 3.32 eV

EGα 3.85 × 10−4 eV/K

EGβ 565 K

ζc 3.1 × 10−5 eV cm−3/4

ζB 2.9 × 1012 cm−3K−2

N 2 × 1017 cm−3

εs 3.6 (ratio)

Equation (6) correction of higher doping also depends on semiconductor
dielectric εs . The m0 is mass of electrons at static condition

(
9.11 × 10−31 kg

)
.

The ζB and ζc are fitting parameters. The N is doping concentration. The values are
shown in Table 1.

2.2 Density of State (DOS)

In theoretical perspective, both charges move in OSC film. But in most semiconduc-
tors only single type of charge moves [17]. Thus, only one type of charge is injected
by contacts and it could be trapped. Due to the large energy band gap, the thermal
charge generation is weaker. So, most of the time one charge carrier per molecule is
assumed. That total density of state is often equal to concentration of the molecules
(1020 − 1021).

gTA(E) = NTAexp

[
E − Ec

WTA

]
(7)

gGA(E) = NGAexp

[

−
[
EGA − E

WGA

]2
]

(8)

For exponential tail distribution, NTA consists of edge intercept densities and
WTA constitutes characteristic decay energy. Similarly for Gaussian distribution,
NGA represents total density of state, WGA is about decay energy attribute, and EGD

is about apex energy distribution. Similarly, it is also described for donor [18].
The charge recombination also depends on DOS. The net genera-

tion/recombination is identical for both negative and positive charge carriers. This
theory is upgraded to Shockley–Read–Hall [19] with DOS parameters.

Rn,p = EC∫
EV

(
vnvpσTAEσTAH

(
np − n2i

)
gTA(E)

vnσTAE
(
n + ni exp

[ E−Ei
kT

]) + vpσTAH
(
p + ni exp

[ Ei−E
kT

])
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Table 2 DOS parameter for C8-BTBT

Pa Values Unit Pa Values Unit

NTA 2.0 ×1015 cm−3/eV σTDE 1.0 × 10−14 cm2

NGA 3.6 ×1015 cm−3/eV σGAE 3.0 × 10−16 cm2

NTD 1.0 ×1014 cm−3/eV σGDE 1.2 × 10−14 cm2

NGD 2.2 ×1014 cm−3/eV σTAH 2.5 × 10−14 cm2

EGA 3.0 eV σTDH 1.5 × 10−16 cm2

EGD 2.1 eV σGAH 3.5 × 10−14 cm2

σTAE 2.0 × 10−16 cm2 σGDH 1.2 × 10−16 cm2

+ vnvp σTGAE σGAH
(
np − n2i

)
gGA(E)

vnσGAE
(
n + ni exp

[ E−Ei
kT

]) + vp σGAH
(
p + ni exp

[ Ei−E
kT

])

+ vnvp σTGAE σGAH
(
np − n2i

)
gGA(E)

vnσGAE
(
n + ni exp

[ E−Ei
kT

]) + vp σGAH
(
p + ni exp

[ Ei−E
kT

])

+ vnvp σTDE σTDH
(
np − n2i

)
gTD(E)

vnσTDE
(
n + ni exp

[ E−Ei
kT

]) + vpσTDH
(
p + ni exp

[ Ei−ET
kT

)

+ vnvpσGDE σGDH
(
np − n2i

)
gGD(E)

vnσGDE
(
n + ni exp

[ E−Ei
kT

]) + vpσGDH
(
p + ni exp

[ Ei−E
kT

])

)

dE (9)

Here, σ is the width of distribution, subscript T stands for tail, G stands for
Gaussian, A stands for acceptor, D stands for donor, and H,E stand for hole and
electron. ‘ni ’ stands for intrinsic concentration of charge carriers. The n and p are
DOS for electrons and holes in the corresponding band. ‘vn’ and ‘vp’ are electron
and hole average thermal velocity, respectively [14] (Table 2).

3 Simulation Set-Up

Since the organized cost of experimental study of any technology is higher and it
includes a lot of time, TCAD becomes a very important platform to examine any
technology. The development and optimization of semiconductor processes required
a study to implement at device level. It also provides GUI that reduces the time for
understanding and generalizing the fundamentals. In [20], QijingWang et al. done an
experiment on C8-BTBT-C8 with different dielectric layers. The bottom gate bottom
contact structure (BGBC) structure is fabricated. The performance is compared with
AlOx and HfO2 dielectric. The substrate was supposed to silicon; it can be flexible
substrate, i.e., ITO. But highly doped silicon acts as a gate electrode in the device.
The HfO2 dielectric offers low voltage characteristics more stable than AlOX which
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gave high voltage characteristics. It concludes that low dielectric material performs
better in low voltage range.

At first, the structure was defined in deckbuild ATLAS Silvaco [12]. Then, the
organic (C8 BTBT) material in ATLAS was added with the semiconductor material
parameters. ATLAS simulated the band gap and DOS and stores temporary log and
str files. The charge flowamount is calculated by charge transportmodel. In thiswork,
the drift–diffusion model [21] was modified that calculates drain current. It depends
upon generation and recombination of charge. The charge density is calculated by
Eq. (10) for electrons and Eq. (11) for holes (Fig. 4).

−→
J n = qnμn

−→
E n + qDn∇n (10)

−→
J p = qpμp

−→
E p − qDp∇ p (11)

where

−→
E n = −∇

(
ψ + kT

q
lnnie

)
;−→
E p = −∇

(
ψ − kT

q
lnnie

)
(12)

Dn = kT

q
μn; Dp = kT

q
μp (13)

−→
J n is the current density, μn is mobility of electron,

−→
E nis electric field, and ‘q’ is

the charge of an electron. The ‘n’ and ‘p’ are Boltzmann approximation for electron
and hole. The ‘ψ’ is the electrostatic potential between the source and drain (S/D).
‘nie’ is the intrinsic concentration of charge carriers. The total current is

−→
J n + −→

J p

in the semiconductor.

Fig. 4 Structure and
dimensions of C8-BTBT
OTFT [20]
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4 Verification and Result and Discussion

The simulation was performed, and IDS vs VGS and IDS vs VDS characteristics were
generated. As can be seen from Fig. 5, simulated outputs are very close to those of
experimental. The IDS versus VGS was simulated at three VDS voltage points, but in
Fig. 5 it is shown at only −4 voltage point on logarithmic scale. In this figure, we
can see the threshold voltage of about −1.55 V. All the model parameters provide
good results with reasonable match of curve fitting. This model is deferred from
the conventional transport model. Because in OSC higher than 150 K, the charge
transportation could not be explained by the former theory. The small difference
between experimental and simulated IDS − VDS is because of the high doping effect
that starts early current flow in the semiconductor layer. The experimental curve
also showed instability on high values of voltage range. The Qijing Wang et al. also

Fig. 5 a Comparison of
simulated and experimental
data [20] of IDS versus VGS.
b Comparison of simulated
and experimental data [20]
of IDS versus VDS
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Table 3 Performance parameter comparison of simulated versus experimental

Parameters Formula Experimental
values

Simulated values Unit

Capacitance per unit
area (Cox)

COX = εOX
TOX

0.37 0.39 μF/cm2

Threshold voltage
(V t)

Graphically
extracted

1.4 1.55 volt

Trans-conductance
(Gm)

Gm = ∂ IDS
∂VGS

1 × 10−8 5.82 × 10−9 siemens

Mobility in linear
region (μlin) (at
VGS = −2V )

μLIN = LGM
WCOXVDS

2.7 × 10−5 1.6 × 10−5 cm2/V − s

Mobility in
saturation region
(μsat) (at
VGS = −3.5V )

μSAT =
2L

WCOX

(
d
√
IDS

dVG

)2

2.62 × 10−2 3.11 × 10−2 cm2/V − s

Sub-threshold slope
(SS)

SS =
(
d log(IDS)
dVGS

|max
)−1

0.087 0.075 Volt/decade

On–off ratio Ion /Ioff 105 105 (ratio)

observe that HfO2 dielectric is favourable for low voltage. But more efforts should
be done to improve HfO2-based organic transistor performance. We also analyse the
effect of semiconductor (C8 BTBT) thickness on device performance.

The device performance is evaluated on the base of these seven performance
parameters. These are extracted from standard formulas and also used in many
research papers [11, 22–24]. The threshold voltage is extracted from graphical
method. In linear regime, the ratio of changing IDS and VDS is called transconduc-
tance and with the help of this value the mobility of total charges is calculated. The
sub-threshold slope defines the minimum gate voltage to change the drain current in
order of one decade (101) (Table 3).

5 Analyse the Effect of Semiconductor Thickness

The developed model is well examined with experimental data for C8-BTBT. The
channel layer thickness plays a vital role in conduction and device performance. In
the set-up,wewant to deeply study for channel thickness. In this structure, the 200 nm
thickness is varied from100 to 500 nm. InFig. 6, it can clearly see that current density
in lower order thickness is high at equal input voltage points because the charge
conjunction is increasing. But the effects are not linearly proportional because in
OSC the charge carriers are limited. Near about x = 10, the current is negligible, and
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Fig. 6 Effect of channel thickness on current density

little current flows due to minor charge carriers. The charge accumulation forming
is away from the dielectric surface because of dipoles near the insulator surface. The
high electric density also shifts the accumulation layer; in the result, the trap becomes
reduced and current flow is increased. In the bottom gate top contact structure, the
capacitance increases when the channel thickness increases because the dielectric
constant also increases.

The performance parameter of the study is also shown in Table 4. The linear
mobility is increased when thickness decreases because the horizontal electric filed
ignites the charge fast and current density also increases. But due to less charge,
the threshold voltage is raised. Same for dielectric, the reduced thickness increases
the charge accumulation and in the result the mobility is raised. Reduced channel
and dielectric thickness increase the response, so sub-threshold voltage is decreased;
i.e., less voltage is required to change one decade current. The on-to-off ratio is
significantly increased. But in case of dielectric thickness variation, the on–off ratio
is not so much changed because with the increment of maximum current due to thin
dielectric leakage current also increases. So, the total on–off ratio is almost same.

Table 4 Effect of thickness scaling on performance parameters

Thickness scaling Variation in performance parameters

μlin Vt SS, Ion /off

OSC 200–100 nm 22% ↑ 22% ↑ 45% ↓ 4 × 101

times ↑
Dielectric 36–18 nm 18% ↑ 19% ↑ 23% ↓ 1.5

times ↑
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6 Conclusion

We discussed noteworthy attributes of the organic semiconductor and flexible device
market. The polymer conduction theory is discussed for energy band gap. It is also
tailored for C8-BTBT OSC devices and verified from experimental comparison.
The density of state is discussed and charge recombination described after it. The
developed model is easily conversable, and simulated data is reasonably matched
with experimental data. It is observed that the OSC thickness has critical behaviour
for TFT performance. The model is useful to improve device performance.

7 Future Scope

In this work, we develop the TCAD model to study the C8-BTBT OSC device. It
depends on physical behaviour and conduction phenomenon. The compact model for
the same can be developed for implementing the circuit of this OTFT. We also work
for anANN-basedmodel for calculation of I–Vcharacteristics.At the fabrication end,
device performance could be optimized by varying OSC thickness and placement of
molecule. The OTFT has huge possibilities for real electronic devices.
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Security-Focused Mathematical Model
for Voice Over Wireless Sensor Network

Rohit Mathur and Tarun Kumar Dubey

Abstract This work makes an attempt to facilitate the design of voice over wireless
sensor network applications. After an extensive literature survey, it was observed that
there is a dire need to develop amechanism thatmay assist researchers and developers
in designing voice over wireless sensor network application. The proposed theory
is based on the ITU-T’s narrowband E-model and previously developed theories for
voice over Internet protocol and wireless sensor networks. The originally proposed
equation of delay is further modified by updating the parameter pertaining to delay
associated with the network.

Keywords Zigbee · ITU-T · E-model · WSN · VoWSN · Delay · Mathematical
modeling

1 Introduction

Wireless sensor network (WSN) is a subcategory of data networks belonging to
infrastructure-less networks [1]. WSN was conceptualized for sensing and reporting
environmental parameters. The network element used for sensing and reporting these
environmental parameters is referred to as WSN node or mote [2]. Depending upon
the target application’s requirements, WSN nodes are equipped with a microcon-
troller unit for all the required processing-related task, memory unit for storage of
both code and data, sensorswith relevant signal conditioning unit for properly sensing
the desired environmental parameters, and communication unit for data transmission
between the nodes [3]. WSN-based sensor nodes employ transceivers working at
industrial, scientific, and medical (ISM) band frequencies [4]. The most popular is
the 2.4GHz frequencyband [5].Additionally, the nodesmayhavemultimedia sensors
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like camera and microphone [6], power generation unit, mobility management unit
[7], and at times Global Positioning System (GPS) unit [8] for localization.

WSN has been reported useful in numerous complex applications like

(i) Domestic applications

• monitoring of road traffic [9]
• agriculture [10]
• real-time voice communication applications [11]

(ii) Military applications

• underwater intrusion detection application [12]
• detecting metal mines [13].

A lot of work in the form of simulation studies [14] and practical implementations
[15–17] has been reported in the currently available literature.

The deployment of the nodes depends upon the application scenario. Therefore,
the deployment may be planned or unplanned. Though the planned deployment is
preferred over unplanned deployment [18].

After the deployment, the nodes themselves search for their neighbor nodes and
constitute the most suitable network topology.WSN primarily relies on three topolo-
gies, namely star topology, tree topology, and mesh topology, Fig. 1. The preferred
topology is the mesh topology, wherein everyWSN node is connected to at least two
of its neighbor nodes constituting the interconnections between theWSN nodes [19].
This type of topology is advantageous in hostile environments in which connections

Fig. 1 Wireless sensor network topologies
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may be easily broken. If a connection is broken in this topology, at least one substitute
path is available for carrying the communication.

As mentioned earlier, WSN was developed to sustain low-cost applications, with
constraints of low data rates, limited computational capability, and restricted use of
onboard power. WSN was not originally intended for use in voice communication
over WSN (VoWSN) applications [20, 21].

A review of previously developed voice over WSN (VoWSN) is presented in
Sect. 2. Section 3 presents the proposed mathematical model followed by discussion
and conclusion presented in Sect. 4.

2 Related Work

The capability of Zigbee to sustain audio streaming over WSN was explored in [19].
Wherein researchers experimented with the queue size so as to optimize network
performance, their experiments revealed that modifying queue size does assist in
supporting VoWSN.

Authors in [15] had a noble objective of providing telephony services in the
rural area. They choose an area of 2–3 km2 in Ahupe village, near Mumbai, India.
The testing was carried out for 18 h over 3 days with the intention to maximize
the coverage of indoor and outdoor to a maximum of two hops. They reported a
source to destination latency < 120 ms, average packet loss percentage < 2%, and a
MOS of 3.6. The implementation was carried out with the help of TelosB motes and
indigenously developed handset, gateway, and lightweight time division multiple
access (TDMA)-based medium access control (LiT MAC) protocol. A survey of
previously done research is presented in Table 1.

Table 1 Survey of previous research focusing on developing VoWSN application

Ref. no. Target application Standard
frequency
band/s used

Implementation
mechanism

Max. Hop
count

Topology

[15] Telephony services IEEE
802.15.4 and
GSM

Hardware 3 Tree

[22] Full-duplex voice
over IP (VoIP) and
half-duplex
push-to-talk (PTT)

IEEE
802.15.4

NS-2 3 Linear
configuration

[23] Push-to-talk
application

IEEE
802.15.4

Hardware 3 In-line

[24] Voice
communication

IEEE
802.15.4

NS-2 240 Not specified
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Researchers in their scholarly work investigated [23] the feasibility of push-to-
talk application. The investigation was employed using Zigbee compliant commer-
cially available off-the-shelf (COTS) hardware. The investigation method focused
on enhancing the quality of service (QoS) of voice communication. The experiments
were designed to observe the effects of compression algorithm for voice encoding
and unicast and broadcast addressing on quality of audio received at the receiver and
power consumption. The conclusion was that the voice streaming applications over
low-range wireless personal area networks (LR-WPANs) is possible but with a limi-
tation of a few hops. The major constraints reported in the literature, that influenced
the voice quality of such implementation were, packet loss and delay.

Researchers in their scholarly work reported 2-way voice communication over
sensor networks employing Firefly platform [25]. The platform uses time division
multiple access (TDMA)-based schedulingwith a 2.4GHz IEEE802.15.4 andZigbee
compliant off-the-shelf RF transceivers. It was reported that 24 ms per-hop deter-
ministic latency across 8 hops was observed. They analyzed mean opinion score
(MOS) for voice communication across 4 hops only. Reported MOSs using different
sampling and encoding mechanisms were of the range fair and poor with constraint
of low packet loss. They developed this for deployment in coal mines.

Another indigenous work targeting emergency speech calls was reported in [26]
with the ultimate goal of supporting speech communication by protecting the percep-
tually important packets. The implementation was made using UTMOST nodes,
which employed the CC1101 transceiver that works on the 915 MHz, frequency
band. The reported mechanism was not only successful in conserving network band-
width and energy, but was also successful in achieving good speech quality across
three hops.

3 Proposed Mathematical System Design Model

All the aforementioned implementations had a different approach for implementation
and therefore had different results in terms of maximum achieved number of hops,
one-way time delay, packet loss percentage, andMOS.The biggest hurdle is that there
was no widely accepted mechanism which would assist researchers and developers
in designing VoWSNs application.

The initial scholarly work based on ITU-T’s E-model was reported for voice over
IP (VoIP) application in [21]. E-model defines a computational mathematical trans-
mission rating algorithm. It was originally defined for telephony services, to assist
transmission planners in transmission planning. The objective behind defining this
model was to reduce time consumed in planning and testing end-to-end conversa-
tional quality. The narrowband (NB) E-model was defined for 300–3400 Hz. The
model encompasses effects of vital parameters ranging from signal-to-noise ratio
to equipment impairments. The output of the E-model algorithm is the scalar user
satisfaction factor known as the rating factor (R). Each of the constituent components
is further divided into relevant impairments.
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Following the footsteps, a modifiedmechanism is presented based on the updated,
2015, ITU-T’s NB E-model. Not all the parameters of the updated E-model are
relevant to our theme and therefore are not discussed further. Inquisitive readers are
suggested to refer [27] formore details. The value of R as defined in updated E-model
is presented as Eq. (1).

R = Ro − Is − Id − Ie−eff + A (1)

where

Ro represents signal-to-noise ratio component

Is represents combination of all impairments which occur more or less simultane-
ously with the voice signal

Id represents impairments caused by delay

Ie−eff represents effective equipment impairment

A represents compensation of impairment.
An estimated mean opinion score (MOS) (as per updated document, 2015 [27])

for the conversational situation in the scale 1–5 can be obtained from the R-factor
using Eq. 2. Also, the relation between R-value and user satisfaction is as per Table
2.

For R < 0 : MOSCQE = 1

For 0 < R < 100 :MOSCQE = 1 + 0.035R + R ∗ (R − 60) ∗ (100 − R) ∗ 7 ∗ 10−6

For R > 100 :MOSCQE = 4.5 (2)

Researchers in [21] neglected constituent component Is and A. To clarify this
decision, they stated that the impairments quantified under Is , none of which are
relevant to packet transport, and A has default value of zero abiding by the same
logic. The modified relation incorporating default values is mentioned in [27], and
aforementioned assumption came out to be, as mentioned in Eq. (3),

Table 2 Relation between
R-value and user satisfaction

R-value (lower
limit)

MOS (lower limit) User satisfaction

90 4.34 Very satisfied

80 4.03 Satisfied

70 3.60 Some users
dissatisfied

60 3.10 Many users
dissatisfied

50 2.58 Nearly all users
dissatisfied
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R = 93.2 − Id − Ie (3)

Further, they [21] expanded the term Id and Ie using appropriate graphical tool
and came up with equations for the same. Since our focus is only on Id , the relevant
equation from original work is presented in Eq. (4).

Id = 0.024d + 0.11 ∗ (d − 177.3) ∗ H(d − 177.3) (4)

where

d = dcodec + dde−jitter_buffer + dnetwork represents overall one-way mouth-to-ear delay

dcodec represents the algorithmic and packetization delay

dde−jitter_buffer represents delay associated with de-jitter buffer functioning.

dnetwork represents transit delay

H(x), Heavyside function

H(x) = 0 if x < 0, else

H(x) = 1 for x � 0

Looking at most of the application scenarios [11], security aspect is not as an
integral part of design and development phase or considered as a regular feature in
WSNs. Thus, security aspect in most of the proposed implementations is considered
as an add-on feature. But it is an essential feature in our opinion.

As per the observations of the above equations, it is important to highlight that no
constituent components of Eq. (4) cater to the delay incurred due to securitymeasures
adopted by the wirelessly connected network nodes during runtime.

Results of studies show [28] that the delay incurred in these evaluations is of the
same order as other delays, thus making it significant. Therefore, it is proposed to
modify the above-stated parameter of dnetwork with addition of another delay compo-
nent, namely dsec which encompasses the overall network delay. Thus, the modified
proposed equation of dnetwork comes out to be as represented in Eq. (5).

dnetwork = dnet + dsec (5)

where

dnet represents other delays associated with one-way transit

dsec represents time consumed by security mechanism.
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4 Conclusion

The presented work modified the originally proposed method developed for voice
over IP for Zigbee-based VoWSNs implementation. The aforementioned modifi-
cations are aimed in assisting designers in taking intelligent decisions pertaining
to practical implementation. Thus, by utilizing the aforementioned mechanism the
design problem will not be just a hit and trial but a calculated expectation, which
will in turn help developers develop solutions more appropriately.

The ITU-T’s E-model pertaining to narrowband was updated in 2015. The inputs
from the same are incorporated. Specifically, the default value of R in [21] was taken
as 94.2, and we have proposed to use the updated value of 93.2.

The originally proposed equation of d is further modified by updating the param-
eter dnetwork, with the most significant crucial parameters like maximum possible
number of nodes, time consumed by security aspect delay.
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Profit Maximization of a Micro-grid
with Renewable Generation Using Smart
Household Management Systems

Dileep Kumar Jareda, Gurpinder Singh, Anil Swarnkar, Nikhil Gupta,
and K. R. Niazi

Abstract In recent year, growth in electric power demand, electricity production
cost and emission of greenhouse gases have increased rapidly. As a result, a special
emphasis on distributed generation is needed. The best way to solve the problem
is to develop distributed generation, primarily from renewable energy resources.
These tools are placed close to the residence in order to produce a few kilowatts.
Besides several benefits, there are major challenges in its management and optimal
use. These challenges have become one of the main concerns for researchers. In this
paper, an innovative model is proposed for strategic energy management to facilitate
demand response. Its aim is to improve the efficiency of households that include
generation units such as wind turbines, solar panels, storage units and uncontrollable
or controllable loads. This optimization management’s main goal is to maximize
micro-grid profitability for 24 h a day. The cumulative effect of this model shows
that the benefit of the micro-grid has greatly improved.

Keywords Demand response (DR) · Distribution generation (DG) · Smart energy
management system (SEMS) · Energy storage system (ESS) · And micro-grid

1 Introduction

Modern power distribution systems are facing problems like high power losses,
poor power quality, peak power demand, limited power transfer capability of line
and high carbon emission. Demand-side management refers to initiatives and tech-
nologies that encourage consumers to optimize their energy uses and shifting the
load pattern. Demand response is defined as reduction in consumers’ electricity
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consumption in line with changing energy costs or using the encouraging factors
which provided by electrical distributions company [1]. There are various methods
for implementing demand response program; two main classifications are incentive
base demand response and price base demand response. Incentive-based program
provides the incentives for the curtailment or load shifting. Inmost of these programs,
an agreement has been signed with the customers who are willing to participate in
demand response programs, but if they do not act according to the agreement, there
are various penalties.

In price-based programs, dynamic pricing is provided to the consumer. This
pricing scheme provided in advance such that the pricing during the peak hours
is high and low during off-peak hours. Such a type of demand response program will
motivate the consumer to change consumption pattern to minimize the electricity
bill. The concept of demand response is not just limited to evidentiary loads. It can
be applied on the commercial and industrial consumers for reducing the peak in load
curve. Both utility and consumers are benefited by demand response adopting the
optimal scheduling of their load.

2 Literature Survey

The studies of micro-grids have been of interest for many researchers. As article [2]
was to improve the load transfer method and alter the energy consumption patterns
of smart homes. Consumer demand is controlled using a pricing scheme like day-
ahead basis and real-time basis. A typical model is highlighted for balancing load
during off-peak hours. The system is set up to operate demand response (DR) actions
with consistency indices in the pricing scheme over duration of time [3]. The results
revealed that it is likely to lower the cost of energy for patrons while also improving
their health. This is accomplished by delivering a well-coordinated program. The
author of article [4] recommends using an action-based heuristic dynamic program-
ming (ADHDP) approach to solve the residential energy scheduling problem in order
to improve the electricity efficiency of a residential micro-grid. The results indicate
that the system lowers the cost of electricity energy usage while also helping to
improve load balancing.

Demand response in micro-grid: The micro-grid covering of electrical energy
sources and various loads that is usually linked to homes and synchronous with
macro-grid or the conventional grid, but these can cut off from grid which inter-
connected and operate alone in "island mode". Micro-grids improve supply security
within the micro-grid area and can supply emergency power by controlling between
isolate and connected modes in this method. An off-grid application is referred to as
an independent, stand-alone or isolated micro-grid. The energy generation system
near consumer is economical, where power transmission and distribution by larger
centralized energy resource are far away, and they provide a rural electrification
option for remote locations. The micro-grids can provide the safety of being fortified
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against harsh climate and disaster using obviating the need to maintain or replace
large possessions and miles of ground cables and infrastructure in the aftermath of
such an event. Scheduled safeguarding, poor energy quality, problems in the locality
grid or financial reasons may cause a micro-grid to switch between these two modes.
Micro-grids enable the combination of renewable resources such as solar, wind and
battery storage without needing an increased infrastructure of national distribution
system by altering power. To increase efficiency, economics and robustness, modern
optimization approaches can be integrated into the micro-grid energy management
system.

In [5], the authors developed a market-based droop management strategy that
promoted the generation price as well as the cost of participating customers in a
demand management program. The findings indicate management methodology
reduced the overall cost of production [6] for intelligent housing buildings. The
primary aim of this algorithm has reduced electrical energy costs. An energy storage
system (battery) has been developed by study [7] to increase income. A home energy
management system with solar panels and battery system was investigated in the
study [8]. A fuel cell as storage was used like an energy carrier for utilized isolate
mode in research [9]. An energy managing approach has used in this study to control
renewable generation sources inside smart household. The fuzzy control logic was
developed to this purpose and created in MATLAB. The authors of article [10]
aimed to improve the electrical energy efficiency of a householdmicro-grid by devel-
oping an (ADHDP) technique for solving the housing energy arrangement difficulty.
The results revealed that the scheme lowers the cost of energy usage while also
improving load balancing. The variability of the energy generation with demand
management is identified as a critical dispute in the long-term sustainability of
power supply resources in study [11]. In [12] created a cost-dependent droop control
approach depending on power generation cost and participating customers cost in a
demand-side management program. The droop control methodwas found to have the
lowest generation expense. In article [13], a residential energy management system
is suggested. The key goal of this scheme is to reduce energy price while keeping
the overall energy demand within certain variables like as the operation of loads and
the use of renewable sources.

3 System Modal

The considered micro-structure grids integrated wind turbine, solar panels, battery
storages system and the connected loads to the AC bus. The losses are assumed to
be zero at the micro-grid junction of bus bars (Fig. 1).
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Fig. 1 Diagram of a micro-gird layout

4 Objective Function

An objective function that identifies the micro-operation grid’s strategy is required in
order to produce an ideal operation program. The function’s goal is tomaximize profit
by analyzing all of the operation’s requirements as revenue minus cost. This function
is used to boost micro-grid’s profit. Load supplying, generator contribution rate,
storage system and power exchange are all resolved. Regardless of how renewable
units behave, all generated energy is injected into the micro-grid bus, whether it is
on or off mode.

The overall representation of objective function is

F = maximize
24∑

t=1

[revenue(t) − cost(t)]

The objective is to increase the profit of micro-grid which is revenue minus cost;
this profit is calculated in every hour of the day.

The micro-grid earnings are as follows:

i. Selling of electrical energy to the main grid
ii. Selling of electrical energy to uncontrollable load
iii. Electrical energy selling to controllable load
iv. Electrical energy selling to light loads.

The micro-grid’s costs are as follows:

i. The cost of purchase energy from grid
ii. The cost of energy saving in the battery
iii. The cost of solar unit generation
iv. The cost of wind unit generation.

The objective function is represented by maximizing of this following equation
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24∑

t=1

{[Ps
grid(t).ρ

s
grid(t) + Pload(t).ρload(t)] − [P p

grid(t).ρ
p
grid(t) + Cbat(t)]}

where

Ps
grid(t) = power selling to grid by micro-grid.

ρs
grid(t) = cost of selling power to grid.

Pload(t) = sold power to load by micro-grid.

ρload(t) = price of sold power to grid.

P p
grid(t) = purchase power from grid.

ρs
grid(t) = cost of purchase of power from grid.

Cbat(t) = charge and discharge energy cost.

Constraints

In the power balance, total power supplied from all sources like grid, discharging
of energy storage system, PV production and wind production is equal to the power
consumed by the household appliances, energy storage system and selling power to
grid.

Pmax
load (t) < Pmax

grid (t) (1)

Here, Pmax
load (t) = Maximum energy exchanged between grid and load.

Pmax
grid (t) = Maximum energy generated by grid.
The power balance equation is given by

Pload(t) + Ps
grid(t) = Ppv(t) + Pw(t) + Pbat(t) + P p

grid(t) (2)

where Ps
grid(t) = power selling to grid by micro-grid at time slot t.

Pload(t) = sold electrical energy to load at time slot t.

Ppv(t) = power generation by solar radiation at time slot t.

Pw(t) = wind power generation at time slot t.

Pbat(t) = power storage in battery at time slot t.

P p
grid(t) = power purchase from grid by micro-grid at time slot t.
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4.1 Model of Energy Storage System (ESS)

The minimum and maximum state of charge limits are taken into account while
modeling the charging and discharging of energy storage systems. This energy
storage system presents for the all-time slot. The system charges sources in low-price
period and discharges in high-price period.

Power used of ESS in household appliances is given by:

PESS,u
t = PESS,d

t .DEESS (3)

where DEESS = Discharging efficiency of the ESS in kilowatt per time duration.
Power consumed by ESS in charging process at time slot t is given by:

PESS,c.
t = CRESS.b

ESS
t (4)

CRESS = Charging rate of the ESS in kilowatt per time interval.

bESSt = Binary variable. 1 if ESS is charging during period t, 0 else.
Discharging power of ESS at time slot t is given by:

PESS,d
t = DRESS.(1 − bESSt ) (5)

DRESS = Discharging rate of the ESS.
State of charge equation for ESS is given by:

SOCESS
t = SOCESS

t−1 + CEESS.P
ESS,c
t − PESS,d

t (6)

At starting

SOCESS
t = SOCESSi

t (7)

SOCESSi
t = Initial state of charge in energy storage system

SOCESS
t ≥ SOCmin (8)

SOCESS
t ≤ SOCmax (9)

SOCmin = Minimum allowed state of charge of the ESS (kWh).

SOCmax = Maximum allowed state of charge of the ESS (kWh).

SOCESS
t = Current state of charge of the ESS (kWh).

Equation (3) represents the fact that the actual power supplied by the energy
storage system is used to fulfill some part of household demand. Constraints in
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Eqs. (4) and (5) set charging and discharging power limit on energy storage system.
These equations also represent the fact that charging and discharging together cannot
be done in same time slot. If charging of energy storage system is considered, then
put bESSt is 1 and automatically the discharging power of energy storage system
will be zero or vice versa. Equation (6) represents the current state of charge at
any time interval in energy storage system. In the current, starting state of charge
is equal to the initial state of charge represented by Eq. (7). Equation (8) imposes
the minimum discharging limit on energy storage system. It prevents from deep
discharging. Equation (9) represents maximum allowed state of charge of battery as
storage system.

Figures 2 and 3 show predicted power (KW) of solar generation and wind turbine
power generation during whole day. Figure 4 shows the renewable generation and

Fig. 2 Predicted solar
power generation

Fig. 3 Predicted wind
power generation
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Fig. 4 Renewable power
generation and load profile

total load profile of appliances throughout the 24 h in a day. The demand of consumers
is shown in red graph of this figure.

5 Results

From the given load profile of the consumer [14], it has been assumed that washing
machine and dishwasher are operated by home energy management system. Figure 5
represents number of controllable devices operating in a particular hour and the
energy generated by micro-grid without demand management. These appliances are
operated for short duration of time but consume a large amount of energy. Operation
of these appliances results a peak in load profile as shown in Fig. 6.

So, it is necessary to manage the operation of these devices. Therefore, an energy
management system is proposed in this paper. The EMS helps in implementing
demand response [16]. Figure 7 represents the controllable devices operated with
demand response management. For this purpose, the operating hours of controllable

Fig. 5 Predicted price of
electrical energy market
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Fig. 6 Power consumption
of shiftable appliances
before demand-side
management [15]

Fig. 7 Power consumption
of shiftable appliances after
demand-side management

loads are managed to obtain maximum utilization of renewable energy generated by
micro-grid. Particle swarm optimization is used for this reason.

It is observed that after demand management, the power generated by renewable
resources is excessive compared to the demand [17]. Therefore, the residual power
can be used for charging the energy storage system and can also be sold it to the grid.
Load profile before and after demand management is shown in Fig. 8. In this figure,
green curve represents renewable power generation [18]. The red curve represents
load profile before demand management, and blue curve represents the load profile
after algorithm for demand management is implemented. It observed that numbers
of peaks are reduced after demand management program and the resultant demand
closely follows the desired load profile.

This signifies the optimumutilization of renewable energy resources and increases
profit of micro-grid to 7004 cents. The energy storage system consists of a battery
with maximum battery capacity 10.86 kWh. The battery is charged and discharged
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Fig. 8 Load profile before
and after demand-side
management

as per objective function to maximize profit. Figure 9 demonstrates the change in
battery states over an entire day, where positive axis represents charging and negative
axis represents discharging [19].

Figure 10 shows below selling power to grid and purchasing power from grid.
The negative sign means power is purchased from grid, and positive sign means
power is sold to grid. Before demand-side management 1am to 5 duration, there
is no renewable power, but demand is presented continuously and at 11 am; less
renewable power is available compared to demand. So in this duration, power is
purchased from grid. It has shown that after demand management, less power was
purchased from gird compared to before demandmanagement. So cost of purchasing
extra power has been reduced when controllable load is managed.

Fig. 9 Change in battery
states over entire day
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Fig. 10 Grid power before
and after demand-side
management

6 Conclusion

In this paper, a new smart energymanagement system for household loadwith battery
as storage capability is proposed. The battery storage and renewable resource are
used in this paper to increase profit of a micro-grid. It is observed that the profit of
micro-grid has been increased 12.9% after implementation of demand-side manage-
ment. The reason is that the operating hours of controllable devices are managed
in such a manner that energy generated by micro-grid is utilized to the maximum
extent. Several cases were examined by considering the PV generation, wind power
generation and energy storage system with and without demand-side management.
The home energy management systems shift the shiftable appliances in low-price
period for minimizing the energy consumption in high-price period. It noticed that
with demand response management, the maximum devices are operated in the peak
hours of energy generation by micro-grid. Therefore, it increases the overall profit
of micro-grid.
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Energy and Area Efficient
Binary-to-Gray Code Converter

Deepika Bansal , Shubham Srivastava, Katyayani Chauhan,
and Peeyush Garg

Abstract With the rising requirement of handheld and portable devices, low-power
and area-efficient circuits are prime concern for nanoscale devices. Binary-to-gray
code converter is employed in various applications such as communication systems
and processors. XOR gates have been significantly improved to enhance the perfor-
mance of binary-to-gray code converter. The work proposes an idea to improve the
efficiency of the 4-input binary-to-gray code converter with modification of trans-
mission gate configuration. Binary-to-gray code conversion has been analyzed for
existing and modified circuits using 45 nm CMOS technology. Simulation result
shows the improvement in power consumption and delay by 28 and 40%.

Keywords Transmission gate · Power dissipation · Binary-to-gray code
converter · CMOS technology · GDI

1 Introduction

Requirement of advanced electronic devices and efficient circuits has been raised
the development of VLSI circuits with high packaging density [1]. In recent times,
high-performance and area-efficient technologies are the major emerging part for
designers. Power dissipation and the speed of a circuit have become an important
considerations for nanoscale devices. The overall reduction in power consumption
and power management is the main challenge with shrinking technology over the
years [2]. Logic gates are used in most electronic circuits.

The work shows the circuit improvement of the binary-to-gray code (BGC)
converter to enhance the efficiency and effective area by the use of the very popular
transmission gate (TG) technique [3]. Code converters are commonly used circuits
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in digital systems, which can also be modified to reduce the hardware requirements
[4].

Conversion of binary stream into gray code is needed for few applications such as
digital communication, genetic algorithm, and mathematical puzzles [5]. However,
code conversion is also needed in sensors to deliver the information in gray code. The
most important application of gray code is analog signal to digital signal converter to
minimise errors and decrease the occurrence of “Hamming Walls” (an undesirable
state) in genetic algorithms.

In binary code, the data is represented by the combination of 0’s and 1’s, and
then digital circuits are used to convert the signal from one type of code to another
[6]. Previous research shows that various XOR gate configurations have been imple-
mented to reduce the power and delay in a circuit [7, 8]. But the only drawback is that
they require a large areawith a large number of transistors. The useful technique from
the other designs is pass transistor logic because of their small node capacitance that
gives high speed and reduced number of transistors that gives less power dissipation
at the cost of voltage drop [9]. Other technologies demonstrate low power dissipation,
which is the reversible logic at the cost of higher transistor count. The GDI-based
XOR gate has been designed as a low-power device[10, 11].

XOR gate is a vital part of many modern designs of complex digital circuits [12].
In this work, XOR modules have been developed for binary-to-gray code converter.
BGC converter has been designed and compared with published circuits.

According to research analysis, the proposed BGC converter shows better results
than conventional circuits in every aspect.

2 Proposed Circuit

The work proposes the BGC converter circuit using XOR gate as a keymodule. XOR
gate is the basic building block in various circuits, especially arithmetic circuits. A
new design of XOR gate has been proposed using TG configuration. It occupies less
area compared to existing XOR gates as well as less power with smaller delay. The
strength of a signal is measured by how closely it approximates an ideal voltage
source.

The proposed circuit is a modified version of TG represented as the XORmodule
in Fig. 1. The major advantage of TG configuration is low power dissipation because
of pulse-operated gates. It also avoids the use of supply voltage and reduce the delay
but occupies large area due to placement of both transistors. As nMOS transistor
produces good 0 condition and vice versa pMOS always passes good 1 condition.
Proposed XOR module as in Fig. 1 has been designed using only seven transistors.
The proposed configuration provides better results in terms of full swing, low power
dissipation, improved delay and a smaller number of transistors as compared to
published work. The modified TG configuration is using three transistors only in the
XOR module, where two pMOS and one nMOS are displayed in Fig. 1.
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Fig. 1 Proposed circuit of 4-input binary-to-gray code converter

The operation of the proposed XOR module 1 is as follows: When both inputs
of XOR gate are connected to a low level, then only M1 pMOS is in ON condition.
Hence, it produces a low level at XOR module output G2. In the next case, if both
inputs are powered with logic high, then M2 and M3 both MOSFETs are in active
mode (ON condition) and it passes the low level at XOR output node.

In the further case, inputs A and B are connected to low and high levels, respec-
tively. Again, M3 pMOS is in working condition, which passes the high logic at the
XOR output node. For the last case, if inputs A and B are powered with high and
low levels respectively, then M1 and M2MOSFETs are in ON condition. Therefore,
output possesses high logic at the output node.

The BGC converter circuit is displayed in Fig. 1, where three modules of
the proposed XOR gate have been used. A 4-input binary-to-gray code converter
has been implemented by 17 transistors only. The BGC converter has four input and
four output nodes. The proposed BGC dissipates less power, and it requires less area
using the modified TG configuration. Figure 2 shows the timing analysis of the 4-
input binary-to-gray code converter. The timing diagram in Fig. 2 depicts the correct
output levels for all the input combinations and produces full swing.

3 Simulation and Result Analysis

All published and proposed circuits are analyzed by the Synopsys HSPICE simu-
lator using 45 nm CMOS technology. All simulations have been done for 1 V supply
voltage and 1fF load capacitance at room temperature. Table 1 shows performance
analysis of existing and proposed XOR gates using 45 nm CMOS technology.
Multiple XOR gates have been simulated for various parameters such as delay,
transistor count, dynamic and static power consumption and PDP.

Aim of the work is designing the efficient binary-to-gray code converter. As XOR
is a key module of BGC converter, XOR circuits are analyzed first to check the
performance for all parameters as displayed in Table 1. According to the simulation
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Fig. 2 Timing analysis of 4-input binary-to-gray code converter

Table 1 Performance analysis of existing and proposed XOR gate using 45 nm COMS technology

Design
configurations

Number of
transistors

Static power
consumption
(pW)

Dynamic power
consumption
(nW)

Delay (ps) PDP (aJ)

TG XOR [3] 8 17.6932 20.3510 37.0602 75.42

GDI XOR [9] 6 22.4399 16.8621 33.4550 56.41

6TXOR [4] 6 16.7854 21.5584 38.7973 83.64

6TXOR [7] 6 16.7854 15.9926 45.0075 71.98

Proposed TG
XOR

7 16.5871 17.2659 30.4810 52.64

results asmentioned inTable 1, the proposed circuit produces a lower leakage current,
improved delay and better PDP compared to the other designs.

Figure 3 shows the dynamic and static power analysis of 4-input BGC converter
using 45 nm CMOS technology. In the analysis, five circuits have been designed
to validate the circuit’s functionality and characteristics. The line graph shows the
static power analysis, whereas bar graph depicts dynamic power consumption of
BGC converter. It is very clear in Fig. 3 that proposed BGC converter consumes less
power compared to other designs. Now technology wants least power-consuming
circuits; the proposed circuit is a way forward in that direction.

Figure 4 demonstrates the comparative analysis of published and proposed
converter circuits for delay and PDP. It is observed that the proposed circuit improves
the delay and PDP as shown in Fig. 4. Line graph and bar graph depict delay and PDP
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Fig. 3 Power analysis of 4-input BGC converter using 45 nm CMOS technology

Fig. 4 Delay analysis of 4-input BGC converter using 45 nm CMOS technology
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Fig. 5 Transistor count of various design configurations for 4-input BGC converter

analysis, respectively, for BGC converter. The proposed design improves the speed
of the circuit which is the main advantage for devices. The overall performance of
the proposed converter has been improved over the other published work.

Transistor count of BGC converter circuit is available for various design configu-
rations in Fig. 5. The proposed circuit is having 17 transistors, and it achieved lowest
PDP as demonstrated in Fig. 4. Due to having less transistor count, the circuit has a
lesser area as compared to other circuits.

Supply voltage directly depends on the performance of the digital circuits. It
is noted that as supply voltage decreases, leakage current also decreases, but delay
increases and the speed reduces. Figure 6 shows performance analysis of the proposed
converter with supply varied from 1 to 0.5 V. The power consumption rapidly
decreases as there is a decrement in supply voltage but PDP improves. Simulation
results determine the improvement in performance with the state-of-the-art design.

4 Conclusions

In this article, binary-to-gray code converter has been improved for various applica-
tions. Simulation results prove the efficiency of the proposed circuit over the other
cited work using 45 nm CMOS technology at room temperature. Significance of
the article is improvement in the performance of BGC converter. Circuit analyses
demonstrate the improvement in all constraints such as power, speed and transistor
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Fig. 6 Total power consumption and PDP analysis of the proposed circuit for supply voltage
variation

count. The proposed converter shows a total power reduction of 28% as compared
to the transmission gate using 1fF load capacitance. Moreover, the proposed circuit
is especially suitable for all XOR-based application design logic with lower power
and delay. Comparative analysis shows the better performance of proposed converter
over the existing work.
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Risks of Data Breaches and Mitigating
Controls in Financial Sector

Mudit Chaturvedi, Shilpa Sharma, and Gulrej Ahmed

Abstract In today’s technological age, where new inventions are happening every-
where, its side effects are also increasing day by day. All over the world, all the work
being done in all the fields is based on the processing of data in some form or the
other. There are basically three stages of data; the first is the storage of the data, the
second is the movement of the data, and the third is the processing of the data through
a tool or technology for a particular type of work. Security of data is essential in all
the three stages, so that the basic principles of security, i.e., confidence, integrity and
availability can be maintained. This paper presents a view on the financial loss due
to data breach and preventive safeguards in the financial sector.

Keywords Cyber security · Data breach · Risk · Risk impact · Data in rest · Data
in transit · Data in process

1 Introduction

With the increasing use of technology in the financial sector, people have been able
to do all banking related tasks like money transfer, balance check, passbook, deposit,
etc. Many other facilities are easily accessible through Internet, mobile and computer
sitting at home. However, these facilities have made the entire confidential informa-
tion related to the person’s banking available in the market [1]. Today all the works
like writing, sending, receiving, image, fax or processing of data are done through
computers, mobiles, etc. The transfer of data from one place to another is also done
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through computers and various devices connected to the computer. Therefore, not
only the security of the data, but the devices in which there is availability of data and
the devices through which the data is transferred from place to place, or is processed,
the security of all is essential [2].

• Data created by computer.
• Data written on a paper sent by fax, scanned copy and image.
• Data received through network.
• Data stored in computers, disks and micro-film.
• Data held on and printed out.
• Data transmitted across networks [3].
• Data shared through different applications like email, web, etc.

For the security of the data, it is essential that all the devices being used, such as
computers, mobiles, servers, hard disks, etc., where the data is either kept or from
where the data is transferred in any form is protected. It has to be noted that safety is
always based on standards [4]. The guidelines related to data security are published
from time to time by various governing bodies, regulatory bodies and banking insti-
tutes, and all financial units should follow the guidelines word by word and monitor
the sensitivity and awareness of the subject in their employee’s timely manner. The
compliance of the standards related to the security of the data should be checked
regularly by independent auditor and do compliance as per the recommendation [5].

2 Terms in Used

Data: A representation of information, knowledge, facts, concepts, or instructions
which are being prepared in a formalized manner, and is processed, in a computer
system or computer network, and may be in any form printouts magnetic or optical
storage media, punched cards, tapes or stored internally in the memory of the
computer;

(Sect. 2(o) in the Information Technology Act, 2000).

Data breach: A data breach is an incident in which confidential and sensitive, or any
protected data is illegally accessed or disclosedwithout permission [6]. This issue can
involve theft or loss of sensitive information such as social security number, financial
data, health records, business data, private data, personal identifiable information,
password, or anything which isn’t supposed to be available publically. Data breach
can be intentional or accidental and often thrives in environments without proper
security measures [7].

Security means

• Protection of: Information, equipment, devices, computer resource, communi-
cation device and information stored therein
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• From: Unauthorized access, use, disclosure, disruption, modification or destruc-
tion.

• Through: The technologies, processes and practices
• To: Ensure preservation of confidentiality, integrity and availability.

(Sect. 2(nb) in the Information Technology Act, 2000).

Types of data according to their states

Data in rest: When data is kept in a computer resources, i.e., availability of data in
hard disk, pendrive, server, card, disk, cloud, etc. [8].

Data in transit: The movement of data from one place to another when data is called
through an application, tool, algorithm [9].

Data in process: When data is used for a specific task, to modify its form through a
specific instruction, to perform any task related to it, to verify or to make a decision
[10].

All the activities that take place in all the fields and all over the world are based
on the processing of data directly and in direct. It can be easily understood by this
example as every work done by man is done by processing the old information on the
related subject available in his mind, his experience, gained and gathered knowledge
on different parameters! In the same way, all the work is done by the processing of
data, in which computer resources are used [11].

The increasing use of technology in the recent few years has brought all the data
into digital form and has made easy access to the data by hackers. Technology is
being increasingly used by people, but they do not have knowledge of the various
standards used [12].

We can easily understand the growing threat of data breach by Table 1 (Fig. 1).
If we see in Table 2, we can easily understand that not only in India but all over

the world hacking cases are increasing day by day. On analyzing the table, you will
find that there is no case of loss of any kind of data due to natural disaster; most of
the cases have happened due to the company’s poor security control, hacking and
lack of insider access control. All the data breach cases that happen in the financial
sector have a direct impact on the creditworthiness of the financial institution but
also on the account holder. Therefore, it is necessary to take important steps related
to this. In the above array, 1 out of 40 data breach cases are accidental published, all
other cases are related to hacking and poor security (Figs. 2 and 3).

As it is clear fromTables 1 and2 that data breach is a significant risk.As technology
has been promoted, in that proportion the correct instructions for its use have not
been disseminated to the people. Most of the people are still unaware of the security
and value of data. For the security of data, we have to pay attention that the security
of data can be not only logically, but we should also pay attention to physical security
[13–17].
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Table 1 Data breach cases in India

S. No. Year Records breached Name of the reported
organization

Method

1 May, 2021 4.5 million Air India data breach Poor security

2 May, 2021 190,000 CAT applicants’ personal
details

Hacked

3 Apr, 2021 180 million Domino’s India pizza orders Inside job

4 Apr, 2021 All All Upstox customers
passwords

Hacked

5 Apr, 2021 60 lakh Facebook Hacked

6 Mar,2021 10 crore MOBIKWIK Inside job

7 Feb, 2021 5,00,000 Indian police personnel Hacked

8 Jan, 2021 1500 COVID-19 test results of
Indian patients

Poor security

9 Jan, 2021 35 million User data from Juspay Hacked

10 Oct, 2020 20 million BigBasket user data Hacked

11 May, 2020 22 million Unacademy Poor security

12 Mar, 2020 5.2 million Marriot Hotel Hacked

13 Aug, 2019 68 lakh Patients and doctors records Hacked

14 Apr, 2019 10 Crore JustDial Inside job

15 Jan, 2019 3 million SBI Hacked

16 2019 2093 RBI (Case more than 1 Lakh
rupees fraud)

Poor security

17 2018 968 RBI (Case more than 1 Lakh
rupees fraud)

Poor security

18 2017 2095 RBI (Case more than 1 Lakh
rupees fraud)

Poor security

19 2016 1343 RBI (Case more than 1 Lakh
rupees fraud)

Poor security

The main reasons described for a data breach can be classified as follows:

1. Physical security: There is an important part in the security of data, in which
all those devices are protected from theft, damage, alter, natural disaster, etc.

2. Logical security: It is a very important part in the security of data, in which the
maximum possibility of theft of data occurs in such ways which are difficult to
detect easily and the status of data remains the same in devices like computers,
etc. [18].

As of now there are many possibilities of data breach, some can be grouped
together according to their nature, mainly classified as following.
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Fig. 1 Data breach cases in different domain in India

2.1 Risk from Data Breach in Financial Sector

The As you have seen in Table 3 that there are innumerable cases of data breach
not only in India but all over the world and in all domains, which directly harm the
customer and the organization. In today’s time, data is a very important component
for all the organization, and the whole business depends on the processing of data
[19–21]. There are various types of penalties and punishments for the loss of data
in all areas, but in the financial sector, the direct loss of data breach falls on the
customer with immediate effect. The theft of data in the financial sector leads to the
loss of the earned money of the life of the customer, in which many times the person
is unable to take care of himself and the person dies. Therefore, the security of data
in all areas should be as per the stated standards, and it should be followed especially
in the financial sector [22–24].

So if we calculate the risk:

Risk = Likelihood× Impact

If the facts mentioned in the above list are assessed, then we will find that most of
the data breaches have happened through poor security, hacking and interimmembers
of the company, etc. which depends on the organization’s policy, procedure and the
awareness of the people working [25]. The impact of a financial data breach that
occurs due to lack of logical security guideline stated and non-adherence to any
security framework is displayed as theft of number of records. If you multiply these
two, then the value of risk can be easily calculated. If the methods that are suitable
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Table 2 Globally data breach cases in financial sector

S. No. Year Records breached Name of the reported
organization

Method

1 TD Ameritrade 2021 200,000 Lost/stolen
media

2 Now: Pensions 2020 30,000 Rogue
contractor

3 Unknown agency
(believed to be tied to
United States Census
Bureau)

2020 200,000,000 Accidentally
published

4 Capital one 2019 106,000,000 Unsecured S3
bucket

5 Desjardins 2019 2,900,000 Inside job

6 Westpac 2019 98,000 Hacked

7 First American
Corporation

2019 885,000,000 Poor security

8 Equifax 2017 163,119,000 Poor security

9 Central Coast Credit
Union

2016 60,000 Hacked

10 Internal Revenue
Service

2015 720,000 Hacked

11 Scottrade 2015 4,600,000 Hacked

12 European Central
Bank

2014 800,000 Hacked

13 JP Morgan Chase 2014 76,000,000 Hacked

14 Korea Credit Bureau 2014 20,000,000 Inside job

15 NASDAQ 2014 Unknown Hacked

16 Citigroup 2013 150,000 Poor security

17 Global payments 2012 7,000,000 Hacked

18 Iranian banks (three:
Saderat, Eghtesad
Novin and Saman)

2012 30,00,000 Hacked

19 Massive American
business hack,
including 7-Eleven
and Nasdaq

2012 160,000,000 Hacked

20 TD Bank 2012 260,000 Hacked

21 Citigroup 2011 360,083 Hacked

22 Countrywide
Financial Corp

2011 2,500,000 Inside job

23 Morgan Stanley
Smith Barney

2011 34,000 Lost/stolen
media

(continued)
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Table 2 (continued)

S. No. Year Records breached Name of the reported
organization

Method

24 Educational Credit
Management
Corporation

2010 3,300,000 Lost/stolen
media

25 Federal Reserve
Bank of Cleveland

2010 400,000 Hacked

26 JP Morgan Chase 2010 2,600,000 Lost/stolen
media

27 CheckFree
Corporation

2009 5,000,000 Hacked

28 Heartland 2009 130,000,000 Hacked

29 The Bank of New
York Mellon

2008 12,500,000 Lost/stolen
media

30 Data Processors
International,
(MasterCard, Visa,
Discover Financial
Services and
American Express)

2008 8,000,000 Hacked

31 RBS Worldpay 2008 1,500,000 Hacked

32 Compass Bank 2007 1,000,000 Inside job

33 Fidelity National
Information Services

2007 8,500,000 Inside job

34 TD Ameritrade 2007 6,300,000 Hacked

35 Countrywide
Financial Corp

2006 2,600,000 Inside job

36 Mitsubishi Tokyo
UFJ Bank

2006 960,000 Intentionally
lost

37 Automatic data
processing

2005 125,000 Poor security

38 Bank of America 2005 1,200,000 Lost/stolen
media

39 Card Systems
Solutions Inc.,
(Master Card, Visa,
Discover Financial
Services and
American Express)

2005 40,000,000 Hacked

40 Citigroup 2005 3,900,000 Lost/stolen
media
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Fig. 2 Global data breach cases in financial sector globally, 2005–2012

for data breach are indicated on the basis of their probability, then according to the
globally available data, we will find that 70 to 80 percent of the cases are due to lack
of internal security mechanism in the organization and the employee is not aware of
the data protection. Due to this, most of the data frauds happen.

If taking an average we assume that 75 out of 100 data breach cases in a financial
institution are due to lack of logical security, then it can easily be concluded that the
probability of a logical security breach is high. The impact of the financial data breach
directly hit the customer’s deposits, bank credit and additional penalties on the bank;
hence, its impact is also high. Therefore, according to the rule of risk calculation,
the multiple of probability of vulnerability (Likelihood) and high impact value will
show high risk [26].

Risk = High(Likelihood value)× High(Impact value) = High(Risk)
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Fig. 3 Global data breach cases in financial sector globally, 2013–2021

Table 3 Reasons of data breach

S. No. Physical security Logical security

1 Physical theft of a
data-carrying device

Old, unpatched security
vulnerabilities

Application vulnerabilities

2 Natural disaster: flood, fire,
lightening

Human error Unauthorized use

3 No access control, water
leakage

Insider misuse Social engineering

4 Physical actions open port,
no proper cabling

Weak and stolen
credentials

Criminal hacking Malware

3 Proposed Solution

A risk assessment and risk mitigation plan should be done in every organization.
The risk assessment in the organization should be updated from time to time so that
new risks can be identified and added, and the risk mitigation plans can be prepared.
In order to do risk assessment in the organization, the company should implement a
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standard security framework recommended by any relevant regulatory bodies for the
security of the data [27]. The security of every organization is based on three things.

1. Policy: The organization should make a policy related to every work going on in
the organization using a standard, which should be approved through the board
member and all the members of the organization should be made aware of the
policy

Every organization should make the above-mentioned documented policy
to protect the data, and those policies should be approved by the organization
management. The organization should communicate all these policies to its
employees and check them from time to time through audit, monitoring tools,
etc.

2. Technology: All the technologies used in the organization such as firewall,
computer, server, etc. should all be properly configured, and all the instructions
approved by the technical institutions should be followed in their use (Tables 4,
5 and 6).

In the security of data, it is necessary to protect not only computer laptop devices
but also all the devices connected in the network throughwhich the transfer of data
takes place. Every organization should keep all the equipment installed by their
premises up to date, check them regularly, get their proper maintenance method
and document manual from the concerned vendor. In case of any problem, imme-
diately contact the service provider and get it fixed immediately. Information
related to the proper maintenance and installation of devices is made available by

Table 4 Documented as per business requirements and relevant laws and regulations

Information security policy

1 Documented management direction for information security

2 Documented information security roles and responsibilities

3 Documented segregation of duties

4 Mobile device and teleworking policy

5 Human resource security policy to check all IT credential prior to employment, during
employment, termination and change of employment

6 Asset management policy

7 Access control policy, user access management policy

8 Cryptography and data encryption policy

9 Physical and environment security policy

10 Operational security policy

11 Communication security policy

12 System acquisition, development and maintenance policy

13 Supplier relationship policy

14 Incident management policy

15 Business continuity management plan
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Table 5 Secure technology Secure configuration of devices

1 Firewall

2 Data leak prevention

3 Router

4 Switch

5 Server

6 Antivirus

7 Operating system [not pirated]

8 Administrator account

9 Wireless devices

10 Media handling

11 Active directory

Table 6 Training and testing Cyber security awareness

1 Cyber law

2 Safe use of technology

3 Do’s and don’ts in daily work

4 Different cyber fraud and modus operandi

5 Regular competence check

many organizations from time to time. Many government organizations and inter-
national standard organizations issue information related to the new shortcomings
in the devices according to their model, i.e., zero-day vulnerability. Therefore, all
the devices should be protected according to the prescribed standards.
Training and awareness: Through training, all the members of the organization
should be made aware of the increasing cybercrime and their methods day by day.
Teach them the correct use of the technology used by them in the organization so
that data breach can be prevented.

Even after the security of the policy, procedure and technology, the organization
should continuously conduct cyber awareness training of its employees. Make them
aware of the increasing cybercrime in different ways and the measures to avoid them.
The organization should pay attention to how all the employees have spelled cyber
security-related awareness in their work and make them aware of the policies and
procedures of the organization.

Apart from all this, the organization should get audit done by independent auditor
once in a year or whenever the organization changes or updates its IT infrastructure,
so that the application policy, procedures, technical equipment and work done by the
people in the organization should be investigated and necessary corrective steps can
be taken up [28].
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If work is done properly on the above-mentioned three topics in the organization
and they are updated and checked from time to time, then the risk coming in the
organization can be reduced to a great extent. Data breaches that occur through
hacking, poor security and interim employees can be addressed through this.

4 Conclusion

In today’s time, data is an important element of or every organization, and there are
many laws related to the protection of data exist like GDPR, HIPAA, PCI-DSS, DPA,
etc. Data security is an important topic in many countries, and there is a provision
of heavy penalty on such organization which do not implement this law effectively.
The security of financial data is also important because today all the business and
transactions are done through online means, if an organization cannot protect its
customer information properly, then that customer will become an easy target for
hacker, and he suffers by the penalty of poor security control of the organization
by losing his deposit. The organization should adhere to the security standard and
should continuously monitor it through tools.
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Battery Energy Management
for Community Microgrid

Divya Mathur, Neeraj Kanwar, and Sunil Kumar Goyal

Abstract Community microgrid is implemented in existing electricity grid to miti-
gate greenhouse effect and meet changing climate change-related disturbance. The
energy management system is the key element of community microgrid with battery
storage system, wind, and solar farms. The grid transaction is calculated with
proposed battery energy management. The overall cost of the power flow of commu-
nity microgrid with utility grid per hour is estimated in this paper. The net cost
of energy is reduced over a period of 24 h by using the proposed battery energy
management scheme.

Keywords Community microgrid · Energy management · Battery management ·
Renewable integration

1 Introduction

The deployment of renewable energy resources (RESs) has been increasing exten-
sively day by day, to mitigate the greenhouse gas emission in atmosphere, and to
meet climate change-related disturbances. With the increase in the penetration of
RESs, the more challenges occur at the distribution networks due to bidirectional
flow of power. These problems can be minimized by converting centralized distri-
bution network control into distributed control over many areas called microgrid.
A microgrid is a set of interconnected loads and distributed resources that act as a
single entity and operate independently from grid [1]. It can operate as a grid-tied
mode or islanded mode. However, microgrid has some operational issues due to
uncertain power generation of RESs, variable nature of load demand and electricity
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pricing, etc. Therefore, an efficient energy management is a requirement for optimal
operation of microgrid.

Community microgrid is a type of microgrid which acts as a independent control-
lable entity with respect to main grid and having its defined electrical boundaries
[2]. Energy storage is considered as an integral part of microgrid. It helps to obtain
a stable operation of microgrid as well as cope up the uncertain power generation
of RESs and variable load demand. However, battery charging/discharging depends
on load available on the system at any particular time. The life cycle of energy
storage directly depends on its charging and discharging. With increase in number
of charging and discharging cycles of a battery, its lifecycle decreases. Therefore, it
requires replacement and add an extra cost on microgrid that is additional to other
mandatory costs of microgrid.

Several approaches have been used in literature for battery energy management
[3, 4]. However, a very few works are available in literature to solve battery energy
management by considering degradation cost of battery. In this paper, a battery
energy management scheme is proposed to reduce the net cost of grid transaction in
consideration of its degradation cost. The proposed methodology has been applied
on a community microgrid, and simulation results are presented.

2 Proposed Model

2.1 A Community Microgrid

A model of community microgrid is considered in this paper, for efficient battery
storage management with optimum community electricity cost. A remotely located
area with availability of solar and wind power is considered as residential load with
maximum demand of 36 kWh. The installed capacity of solar and wind farms is
40 kW and 25 kW, respectively. The microgrid under consideration is capable to
work in both islanded and grid-connected modes [5]. A controlling unit, i.e., energy
management unit (EMU) is connected with microgrid, which takes care of electric
power flow corresponding to instant generation and load demand in network, as
shown in Fig. 1.

The power generation through solar and wind farms, SOC of battery, instant
price of electricity, and load profile is the input parameters of EMU, which controls
the flow of power with utility grid and generates the reference command signal for
charging/discharging of battery. The reference command for charging/discharging of
battery for power exchange with grid is generated through input parameters of EMU.
The battery system connected with microgrid is used to maintain power supply and
fulfill power demand of household. During low electricity price, the battery should
be charged from grid, while during high pricing, it can be charged from renewable
energy sources (RESs). This will lead to increase in charging/discharging cycles and
thus reduce battery lifespan [6].
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Fig. 1 Community microgrid

2.2 Solar Generators

A solar generator is an array of solar photovoltaic panels connected with an inverter
and control unit. The covered area of solar generator is considered as 200 m2. The
maximum power and conversion efficiency of solar generator are 4 kW and 18%,
respectively. Its capacity is dependent on size of PV array and solar irradiation (I)
[7]. The solar PV output can be calculated as

PSPV = ηsolar × A × I (1 − 0.005(t0 − 25)) (1)

where ηsolar and A are the % efficiency and PV panel area in m2, respectively, and
to indicates environment temperature (°C). The hourly solar irradiation and wind
velocity are shown in Figs. 2 and 3, respectively.
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Fig. 3 Wind velocity over 24 h horizon

2.3 Wind Turbines

The wind generator power output power is obtained using following function which
depends upon its wind speed and the rated power. The power output of wind turbine
depends upon the wind velocity, v (m/s) as denoted by following relation [8]:

PWT = ηwind ×

⎧
⎪⎨

⎪⎩

0; if v3 ≤ v or v ≥ v1

Pm × v2−v21
v22−v21

; if v1 ≤ v ≤ v2

Pm; if v2 ≤ v ≤ v3

(2)

where Pm is the rated electrical power considered to be 25 kW; v1 is the cut-in wind
speed considered to be 3 m/s; v2 is the rated wind speed considered to be 10 m/s;
and v3 is the cut-off wind speed considered to be 25 m/s; ηwind is the wind generator
efficiency considered to be 95%. The hourly representation of wind velocity over
24 h is shown in Fig. 2
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2.4 Battery Storage System

TheEMUmanages the battery storage system to lower the electricity price and reduce
the effect of uncertain behavior of RESs. The EMU sends the command signals for
optimal operation of battery, depending upon battery energy level, electricity price,
power generation, and load demands. The battery will be charged from grid when
generation is lower than load, and if at the state of discharging, it will act as another
source for fulfilling load. Similarly, battery will charge from RES if the generation
is higher than load. The limits are imposed on the command signals for prolonging
the battery lifetime as

SOCmin < SOC(t) < SOCmax (3)

where SOCmax and SOCmin are the maximum and minimum values of state of charge
for battery. The SOCmin is taken as 20% while the SOCmax as 90% of full SOC.
Alternatively, the battery energy levels BL can be represented as [9]:

BL(t) = BL(t − 1) ± Charging/Discharging Rate (4)

It is assumed that the charging/discharging rate varies between +4 and −4 kWh
keeping maximum/minimum battery energy level at 36/7.2 kWh.

2.5 Loads

In this paper, hourly variations in a residential load are considered in a time step of
1 h [10] which is as shown in the Table.1. The maximum load demand is considered
to be 36 kW covering all the important household equipment.

2.6 Electric Grid Utility

Electricity can be purchased or sell to grid utility according to the availability of
renewable power at each hour. Generally, buying electricity at high price is avoided.
In this paper, buying and selling rates are kept same for simplicity and are shown
in Table 1. The real-time electricity price is varying with time corresponding to
electricity market [11].



728 D. Mathur et al.

Table 1 Hourly variation of power demand (kW) and electricity price ($/kWh)

Time Power
demand
(kW)

Battery
command
signal

Electricity
price
($/kWh)

Time Power
demand
(kW)

Battery
command
signal

Electricity
price
($/kWh)

1 10 0 0.175 13 21.25 −2.6 0.325

2 9 2.55 0.125 14 25 −2.4 0.275

3 8 4 0.14 15 25 −2.3 0.29

4 12.5 4 0.175 16 22.5 −1.9 0.3

5 13 3.5 0.225 17 25 −1.8 0.35

6 13 3.5 0.3 18 32.5 −2.6 0.36

7 20 0.7 0.3 19 30 −2.3 0.375

8 17.5 −0.5 0.3625 20 34 −3.6 0.38

9 12 −0.6 0.3125 21 18 −1.8 0.25

10 12 −1.25 0.3 22 17.5 0 0.225

11 12.5 −2 0.3 23 12 3.5 0.175

12 12.6 −2 0.3375 24 15 4 0.125

3 Results

The modeled grid-connected community microgrid is considered for the mini-
mization of community electricity cost and maintaining power balance. The grid-
connected microgrid optimally utilizes the renewable power for feeding the load
power demand with the use of battery energy storage. The solar and wind power
generation are shown in Fig. 4.

The battery energy control with respect to the real-time electricity price (RTP) is
prime goal in this paper. The initial battery level for first hour is assumed to be known.
Due to limits of battery energy SOC, the maximum level of battery is taken to be 36
kWh. If the generated power is lesser than the power demand, then the battery will
be discharged, but if battery level is not enough, then power will be purchased from
main grid. Similarly, at the time of low power demands, the battery will be charged
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Fig. 4 Renewable power generation connected with microgrid
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Fig. 5 Hourly representation of battery level

from excess power, but if it is not required, then the power will be sold to grid. This
increases the charging/discharging cycles of battery and thus decreases the lifespan
of battery. Therefore, it is necessary to reduce the unwanted non-profitable cycles to
increase battery lifespan. The battery level during charging and discharging at each
hour is obtained by Eq. (4) and shown in Fig. 5.

The battery charging/discharging level assumed here is at its minimum/maximum
limits, i.e., 7.2/36 kWh to increase the lifespan of the battery. The hourly battery level
as shown in Fig. 5 is used to estimate the overall energy cost for feeding the load
at each hour. The total renewable energy generation through solar and wind farms,
load, battery level, and total cost is presented in Fig. 6. It is observed that the load
is feed by the renewable energy first, and unsupplied load is taken from the battery
and utility grid in case of power deficit. However, the surplus generated power is
used to charge the battery and feed to the grid. The energy cost is increased due
to either more power demand or more energy price for the said duration. Figure 7
presents the relation between hourly power demand from/to grid and energy cost
for variable energy pricing. The total energy cost incurred two components, i.e.,
cost of power imbalance between load and renewable energy generation and cost
for charging/discharging of battery. In Fig. 8, positive values represent the payable
amount to the grid, and negative values show the earnings of the community by
selling the power to the grid.
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Fig. 6 Optimum energy cost with battery and renewable power generation
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4 Conclusions

This paper presented battery energy management for a community microgrid.
Community microgrid has been modeled using solar photovoltaic system and wind
energy-based renewable energy sources including energy storage. Optimal energy
management has been obtained in community microgrid with minimum charging
and discharging cycles of energy storage system. It has been seen from obtained
results that electricity costs of the community microgrid are reduced with proposed
methodology. The result shows that whenever the electricity price is higher, battery
discharge to complete load demand. It reduces the power borrowed from the utility
grid. On the other hand, battery charges whenever the renewable generation is higher
and sells power to the grid. The reason for reduction in electricity cost is less
charging/discharging cycles which generate promising results.
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First principle Investigation
of the Electronic properties
of SrGe1-xSnxP2

Aditi Gaur, Karina Khan, Amit Soni, Alpa Dashora, and Jagrati Sahariya

Abstract Solar cell forms an essential part of the renewable form of energy, and
thus, several advancements in the field are being made to make it feasible, affordable
and most importantly efficient. The new innovation is the intermediate band solar
cells (IBSCs) which provide an efficiency around 60% which is just double the
efficiency of single-junction ordinary solar cell. In this paper, we have presented the
comparative electronic and structural analysis of SrGeP2 and SrGe0.5Sn0.5P2. The
exchange correlation adopted for the investigation is Tran-Blaha modified Becke
Johnson functional, and the bandgap calculated for SrGeP2 and SrGe0.5Sn0.5P2 is
0.20 eV and 0.9928 eV and 1.16 eV and 0.772 eV, respectively. The nature of bandgap
is observed to be indirect. We have also made the observation that the incorporation
of Sn in the sample has yielded an enhanced intermediate band formation providing
low cost and efficient solution for solar cells. The sample thus has shown promising
capabilities in the optoelectronic field as the intermediate band solar cells.

Keywords Absorption · Band structure · Chalcopyrite · Dielectric tensor ·
Intermediate bandgap solar cell · Optoelectronic

1 Introduction

The future of renewable energy is shapedby the existenceof affordable, clean, reliable
and scalable solution, i.e., solar cells aiding in the potential growth of energy require-
ment [1]. Within the power systems, the growth of solar photovoltaic technology can
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be seen since a decade in past. In 2014, several countries have seen considerable
amount of progressive advancement along with renewable power sources develop-
ment. The main advancement in the journey of photovoltaics is to focus on their
efficiency. Among these photovoltaic sources of energy, i.e., conventional solar cells
(monocrystalline), polycrystalline solar cells and thin film solar panels, the recent
efficiency of monocrystalline that has been quoted is 22.4% in the practical research
domain.

Intermediate bandgap solar cells (IBSCs) are the new advancement in solar cell
category that offers high output voltage along with large photon generated current.
Their working goes in a manner that the presence of partially filled energy band
within the forbidden band gap of a semiconductor is responsible for its operation. In
such materials, the transition is shown from valence band (VB) to intermediate band
(IB) and then further from intermediate band to conduction band (CB). A single-gap
solar cell in comparison to IB solar cells is not able to supply a greater voltage as
compared to lowest photon energy absorbed. IB solar cells on the other hand offer to
supply a high photo voltage by the absorbance of photons of two sub-bandgap thus
producing an electron of high energy [2].

Chalcopyrite compounds are found to be the primary copper sulfide which exists
as themost suitable coppermineral structurally in the formof tetragonal face centered
lattice. Wide range of band gap energies has been found in the copper (Cu) chalcopy-
rites system [Cu(In, Ga, Al)(Se, S)2] ranging from 1.04 eV [CuInSe2] to 2.4 eV
[CuGaS2] and 2.7 eV [CuAIS2], offering coverage to almost the major part of visible
spectrum [3]. The direct nature of band gap in these compounds is the reason that
all these compounds are suitable for photovoltaic thin film-based absorber materials
and in other optoelectronic applications.

Ternary chalcopyrite compounds in recent years have found to be studied theo-
retically and practically. The studied cases are presented in following manner: in a
work done by Gani et al. [4], first principle investigation based on electronic, struc-
tural, optical and elastic characteristics of Be-based ternary chalcopyrite compounds,
i.e., BeX(=Si, Ge)P2. The study was carried out in VASP computational model. In
another work accomplished by Fahad et al. [5] the characteristically existing proper-
ties of BeA(=Si, Ge, Sn)Z(P, As) have been researched and studied based on the first
principle density functional theory methodology. Ziani et al. [6] in their work have
described the first principle-based investigation of BeSiPn2 (Pn = P, As) based on
their thermoelectric and electronic study which has been given. Thematerial has thus
been shown promising thermoelectric capabilities. In a research work [7] performed
by Basalaev and Gordienko, Wannier functions and chemical bonding in the Be-
based ternary chalcopyrites have been studied with the compound constituting of
Be–X–P2, where X = C, Si, Ge, Sn. Basalaev and Gordienko have studied many
features of Be–X–P2, (where X = C, Si, Ge, Sn) using Quantum Espresso based on
DFT methodology [8]. In a research work accomplished by Xiao et al. [9], the first
principles-based investigation of MgYZ2 (where Y = Si, Ge, Sn and Z = P, As) is
done. Among them, MgGeP2 and MgSiAs2 are found out to be possessing approxi-
mately larger band gaps and larger static SHG coefficients which are believed to be
potentially good formid-IRNLO application. In a work byKocak and Ciftci [10], the
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core understanding of electronic, structural, elastic and optical properties has been
explored for the three Mg-based ternary chalcopyrite semiconductors, with the use
of first-principles calculations density functional theory scheme. A combined work
depicting novel properties of Ca/SrSiP2 [11] chalcopyrites based on full potential
linear augmented plane wave (FP-LAPW) methodology. The reported direct energy
gap for both the compounds CaSiP2 and SrSiP2 is 0.97 eV and 0.22 eV, respectively.
The optical properties of II–IV–V2 (with II being occupied by Be, Mg, Zn, Cd; IV
being occupied by Si, Ge, Sn and V being occupied by P, As) have been studied
using VASP model depicting their applicability in field of optoelectronics [12].

In this research work, we have studied the effect of Sn atom on SrGeP2 compound
and studied its characterizing properties. The structural description and electronic
analysis have been accomplished during the research. The presenting flow of this
paper goes in following manner: Sect. 2 contains Computational details, Sect. 3
contains Structural details, Sect. 4 contains Electronic details and final section
beholds the Discussion and Conclusion.

2 Computational Details

In this work, we have undertaken tetragonal structure of SrGeP2 and then doped
it with ‘Sn’ at ‘Ge’ site forming SrGe0.5Sn0.5P2.This is done in order to observe
effect of Sn on the electronic structure, investigated in the form of band structure
and density of states (DOS). The investigation on the above mentioned sample is
carried out in Wien2k model embodied on the framework of first principle linear
augmented plane wave (FP-LAPW). The methodology followed is based on compu-
tational technique to get the basic detailing of a particular sample through input of
appropriate parameters and the predefined code accordingly works in computing the
properties of materials. Computational details followed in the investigation are space
group, input lattice parameters (a = b �= c; α = β = γ = 90°), RMT-KMAX, lmax,
Gmax values, followed by number of k points which provide a better computational
speed and accurate calculations of plots obtained. Space group provides an insight
into the symmetry group in a 3D space. A more specific explanation of k points
presents sampling points in the first Brillouin zone for the system. It represents a
specific reciprocal space which lies close to the origin (0, 0, 0). The value of k points
taken for SrGeP2 is 1000 and for SrGe0.5Sn0.5P2 is 500 with k-mesh being calculated
as 10*10*10 and 9*9*5. The work of k-mesh is to sample first Brillouin zone, and
the latter part is inversely proportional to unit cell’s size. The radius of muffin tin
(RMT) sphere dimensions for each element has been set as Sr = 2.5, Ge = 2.5,
P = 2.11 and Sn = 2.5; according to these values, the code utilizes the spherical
harmonics and they must not touch. A larger unit cell in one direction corresponds
to a Brillouin zone with narrow edge and vice-versa [13]. The resultant depicts that
lesser k points are required for a narrow edge of the Brillouin zone compared to a
longer edge regarding same sampling density.
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Rmt*Kmax value of a systemaccounts as a strong indicator of quality for a particular
element’s basis set. The value of Rmt*Kmax can be left unchanged for most of the
times in case supercell or modified structure. The Rmt*Kmax for SrGeP2 is 8 and for
SrGe0.5Sn0.5P2 is also kept as 8. The value of lmax and Gmax remains same for both
the systems, i.e., 10 and 12.

Kohn–Sham density functional scheme’s exchange correlation potential is the
difference between potential of Fermi (the one appearing in 1 electron Schrodinger
equation’s square root of electron density) and the Pauli potential [20], given as:

νXC(z) = νF(z) − νP(z) (1)

The exchange correlation used for our theoretical investigation is Tran-Blaha
modified Becke Johnson (TB-mBJ). TB-mBJ is reported to offer highly exact value
of bandgaps suitably for semiconductors and also insulators [14]. It functions for
both classical sp-type semiconductors and strongly interrelated transitionmetal (TM)
samples. TB-mBJ works efficiently in offering distinctly accurate band structure of
particular samples along with electron density and magnetic moment. This potential
provides cheaper and much better quantitative predictive power in comparison to
expensive methodologies. It is believed to offer almost closely relative bandgaps for
theoretical investigations and the experimental values.

3 Structural Details

The structural details of our investigation involve the parameters like originating
space group, structure formation and the alterations that occur due to the insertion of
impurity element in the system. Our system chosen for the study is SrGeP2, which
is believed to be a novel discovery in terms of chalcopyrite material existing in
tetragonal form. The tetragonal structure exists in the form of 122-I42d space group.
In the pure system, the elements are arranged in a cuboidal-shaped cell with top
and bottom layers containing the Sr (Strontium) atoms in all respective corners. Sr
atoms share a single bonded connection with P (Phosphorous) atoms and the Ge
(Germanium) atoms are placed in the interspatial zones and center of top and bottom
layers. With 50% doping of Sn at Ge site in the unit cell, we get a #3 numbered P2
space group, i.e., primitive monoclinic and only 4 Sr atoms forming single bond with
P, 2 gray-colored Sn (Tin) atoms can be seen on two of the lateral faces. So basically,
we can see the deduction in number of Sr, Ge and P atoms after in the transition of
tetragonal to monoclinic structure. These depictions can be observed in Fig. 1a, b.
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Fig. 1 a SrGeP2 tetragonal-based structure (#122, I42d); b SrGe0.5Sn0.5P2 primitive monoclinic-
based structure (#3, P2)

4 Electronic Details

The electronic details of our pure and doped system are explained through band
structure and density of states plot. The band structure of a sample is the diagrammatic
approach to describe the nature of a sample whether it is metallic, semiconductor
or insulator. This is accomplished through the measure of bandgap and their type
whether direct or indirect in nature. So basically, band structure is the depiction of
different energy levels of the electrons present within it. These help in creating the
image of quantum mechanical wave functions of electrons present in the periodic
lattice structure of an atom [15]. Such conceptual basis helps in the formation of
band theory which in turn provides an in depth knowledge of the solid’s physical
properties such as resistivity, optical absorption and dielectric tensor.

We have doped SrGeP2 with 50% of Sn at Ge site; this doping has caused a
unique feature of intermediate band solar cells. The residual energy ranges which
are not occupied by any bands are termed as bandgaps. The calculated band gaps
formed for SrGeP2 are at 0.20 and 0.9928 eV and for SrGe0.5Sn0.5P2, bandgaps with
slight increment have formed at 1.16 and 0.772 eV. By introducing Sn in the system
SrGeP2, the effect of intermediate bands can be observed. Figure 2a, b depicts the
formation of intermediate bands in both pure and doped SrGeP2.

The nature of bandgap is indirect for pure and doped both the systems as depicted.
So, the minimum energy difference between the valence and conduction band is
present at two different momentum points. Here in both pure and doped compounds,
the transition has taken place from valence band (VB) to intermediate band (IB) and
then from IB to conduction band (CB). For a basic briefing, the transition can be
explained in following manner: with peak A at −0.01 eV, peak B at 0.01 eV and
peak C at 2.00 eV for Fig. 3a and with peak A at −0.02 eV, peak B at 0.05 eV,
peak C 1.99 eV and peak D 3.00 eV for Fig. 3b. In Fig. 3b, we can also observe the
amount of bands near Fermi energy has increased in doped compound in comparison
to the pure SrGeP2 which has got one band near Fermi. Thus, we can also observe
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Fig. 2 a Brillouin zone for SrGeP2; b Brillouin zone for SrGe0.5Sn0.5P2
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Fig. 3 a Band structure depiction for SrGeP2; b Band structure depiction for SrGe0.5Sn0.5P2

the plot between Energy axis and high symmetrical Brillouin points termed as k. For
the tetragonal structure the k points are Z, �, X, P, N, � and after doping they got
changed into Z, �, X, M, A, �.

The density of states (DOS) calculated in Wien2k is a representation of bands of
energy at different levels arising from the atomic orbitals. It is built by the calcula-
tions undertaken in DFT. It is also basically an insight into the electronic structure of
a sample. It is believed to be an essential factor in condensed matter physics, defining
properties of the system [16]. DOS is an interpretation of the actual transition prob-
ability of number of states present in initial and final energies. Unlike band structure
which provides only the information of bands at high symmetrical directions, DOS
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provides the information across the entire Brillouin zone. The band plot and DOS
plot are correlated to each other explaining the energy gap and different orbital effect
with respect to the bands at different k points.

In Fig. 4a, density of states for SrGeP2 is depicted which describes the major
contributions through a particular atomic orbital. It means for SrGeP2, the major
contributions are shown by 5s in case of Sr; 4p in case of Ge and 3p in case of
P. On further introducing Sn in SrGeP2, the major contribution is observed by 5p
orbitals. Figure 4b represents the DOS of SrGe0.5Sn0.5P2 with each atom showcasing
its atomic orbitals.

The bandgap values of other chalcopyrite compounds have been shown in
Table 1 with the comparison to the existing compound SrGeP2 and SrGe0.5Sn0.5P2.
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Fig. 4 a DOS plot for SrGeP2; b DOS plot for SrGe0.5Sn0.5P2

Table 1 Energy gap values
for different chalcopyrite
compounds

Compound name Energy gap (eV)

MgGeP2 (reported) 2.15 [17]

MgGeN2 (reported) 3.43 [18]

SrGeN2 (reported) 3.82 [19]

P doped SrGeN2 (reported) 2.71 [19]

SrGeP2 (present work) 0.20 and 0.9928

Sn doped SrGeP2 (present work) 1.16 and 0.772
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5 Discussion and Conclusion

In the concluding part of our investigation, we would highlight the effect of doping
that has caused intermediate band solar cells (IBSCs). The IBSCs own a unique
feature of enhancing the efficiency of solar cells by offering large amount of photo-
generated current meanwhile maintaining high output voltage. By doping a small
amount of Sn into the unit cell of SrGeP2, we introduced the IB feature in a solar
cell. The TB-mBJ exchange correlation functional has been adopted to perform
our theoretical calculations. We have compared the band gap results through band
structure and DOS and have observed enhanced intermediate bandgap effect in our
system. Also, there has been a shift in the Fermi energy of the compound toward
the valence band after doping since it is a p-type material. Larger doping quantity
of Sn might introduce larger density states at Fermi energy. The nature of bandgap
determined from the band structure plot is characterized as indirect energy gap.
More such impurities can be investigated to see its positive or negative effect on
the intermediate bandgap. The electronic analysis of SrGeP2 and SrGe0.5Sn0.5P2
showcases the suitability of this compound in optoelectronic applications. Also, we
can quote with our research that II-A group-based compounds show bandgap more
nearer to the solar cell eligibility as it goes down the group from Mg toward Sr.
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Abstract Smart grids are popular areas of research as they are an essential compo-
nent of smart cities, smart homes, IoT, and other popular research areas. Scientific
experiments in smart grids may be conducted by researchers who may have limited
experience in the field or limited budget or come from different disciplines. This
paper is aimed for such a research audience as it demonstrates in some detail and
with simple steps, how a small size private smart grid can be installed using low
cost, widely available hardware and software. The paper proposes the use of Sonoff
POW 2 smart switches, with either windows PC or single board computers such as
Raspberry Pi to host the MQTT servers and Node-Red, offering a simple, low-cost
but yet effective solution for conducting scientific experiments.
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1 Introduction

Smart grid is an interconnected electricity network capable of advanced monitoring
and control of individual nodes and segments. It consists of sensors that include smart
meters and possibly, wireless communication, and even artificial intelligence and
provides constant feedback with consumption information such as power consump-
tion, peak usage, etc., to the control center [1]. Smart grids are a main component
of smart cities as they enable reliable and optimized power supply to the various
buildings [2], with the potential of maximizing the profits and increasing customer’s
satisfaction [3]. Smart grids support algorithms for detecting and responding to the
voltage issues within a smart grid [4]. They can use optimization techniques such as
load balancing, rules, and regulations for optimization [5] and even save the extra
power to batteries so it can be used in case of a power shortage [6].

At a local level such as a smart house, the smart grid connects various elec-
tricity consumption devices via smart plugs, enabling advanced electricity metering,
monitoring, and management. Smart grid sensors, such as smart plugs, allow us to
measure the power consumption of the electric devices connected to them, almost
in real time. This leads to a number of benefits such as information about the actual
power consumption of individual devices and hence cost of usage calculation, identi-
fication of electricity theft, and other monitoring-related advantages. Power outages
in homes can be prevented by applying smart grids meters that know the maximum
threshold enabling prediction and generating cautions to the home users in case
of overload [7]. Additionally, smart plugs give the ability to control the connected
devices by switching them ON and OFF. This can be manually, or based on a time
schedule or even automatically from a computer, based on some computational logic
(e.g., if no more employees are in the building, switch OFF all lights). Utilizing and
managing the devices at the smart home can reduce the monthly costs, for example,
cleaning machines, water heating, air conditioners, kitchen devices, home lights,
and all devices that can be totally managed by the smart plugs [8]. Smart plugs can
also be controlled remotely via the Internet, which gives great flexibility, but it also
introduces some security threads. However, standard security, such as authentication
and authorization, data integrity on the connections, and cryptography, is applied
protecting these devices from unauthorized access and other possible attacks [9–15].

Smart grids and local area smart grids are an ongoing area of research. However,
having access to a smart grid may not be possible for many researchers. On the other
hand, simulationsmay not be capable of realistically simulating some scenarios. This
work demonstrates, step by step, how to set up a low-cost, highly accurate, and low
latency feedback (1s) local smart grid.

The proposed approach is using the low-cost smart switches sensors, with the
option to connect them to other sensors in a tree-like structure. However, the total
power (W), current (I), and voltage (V) of the children nodes must not exceed
the maximum capacity of the parent node. All of these sensors are connected via
a local Wi-Fi to a local or Internet-based Message Queue Telemetry Transport
(MQTT) server. The users can monitor and control the sensors via the MQTT server.
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Fig. 1 Architecture of the proposed solution

Researchers can install required custom software applications to the MQTT server
host. Figure 1 shows an overview of the proposed approach.

While there various smart switch sensors, in the proposed approach, we used the
Sonoff POWR2. A Raspberry Pi 4, which is used as the MQTT server. In this paper,
we show how to set up the various devices (e.g., flash the Sonoff sensors) as well as
how to set up the smart grid.

This paper is structured as follows: Sect. 2 describes the related work. Section 3
explains the installation of the MQTT server and Node-Red. Section 4 explains how
to set up the smart switches. Section 5 explains the setting up of Node-Red. Section 6
summarizes this work and provides direction for future research.

2 Related Work

This section discusses the state of the art in smart grid data collection. Researchers
in [16] used a private local small size smart grid for collecting power consumption
data of desktop computers in order to determine if they have been infected by a
virus or not. They used Sonoff POW 2 sensors connected to a Raspberry Pi that
was hosting an MQTT server. Node-Red was used to develop the monitoring and
control application. While relevant to this work, it was not clear how the proposed
approach could have been generalized to include different types of experiments as
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it was focused on information security. Bazenkov et al. [17] proposed a method for
incentive power consumption data collection from smart grid sensors using smart
meters connected via low-power wide area network (LoRa) to MQTT server. Their
proposal was capable of visualizing the power consumption data in 2D and 3D. The
main difference with the current proposal is that this proposal focuses more on local
private smart grids at a smaller scale. Jui-sheng and Ngoc-Tri in [18] proposed a
system for analyzing the power consumption of the home buildings. In their work,
they installed a local smart grid in a residential house. Their data were acquired from
smart meters connected to the local Wi-Fi that were reporting to an Internet-based
database. While they provided some information for how the local smart grid was
set up, their work mainly focused on the analysis of the data for power purposes.
Aparna and Sudeep in [19] proposed a model for smart grid within the context of
smart cities and discussed the future of secure smart grid. They included a case
study that included secure data collection, but it was described at a high level. A
secure data collection scheme has been presented by Croce et al. [20]. They set up a
peer-to-peer network and collected power consumption data frommultiple connected
buildings. Their work focused mainly on consumer’s privacy. Kumar et al. in [21]
tested the security of smart power consumption meters via two experiments. His
work includes data collection, but they presented little information for how their
experiments were conducted and did not include sufficient information for how they
can be duplicated. Uludag et al. [22] proposed a protocol for data collection from the
smart grid power consumption sensors. They utilized secure communication over the
Internet and cloud technologies for storing the collected data. Their work focused
on the communication protocols and not the actual smart grid.

The differences between the state of the art of this work are summarized in Table
1.

Table 1 Comparison with similar work

Paper
reference
number

Area Detailed
smart
grid
setup

Detailed
explanation
of data
collection
process

MQTT/server
location

Data
collection
rate

Private
use?

Dataset?

16 Very small No No Local 1 s Yes Yes

17 Large/public No No Remote NA No Yes

20 Large/public No No Local No No Yes

21 Local/small No No Local No No No

19 Medium No No Remote 1 s Yes Yes

18 Local/small No No Remote No Yes No

22 Large/public No No Remote No Yes No

This
paper

Local
small/very
small

Yes Yes Local/remote 1 s/variable
(±)

Yes No
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As it can be seen from Table 1, the proposed approach is not only the only one
that details how to set up a local private smart grid but also it allows variable data
collection rate of even less than 1s. In the proposed approach, the MQTT can be
local or in a remote location. Finally, the proposed approach is the only one that
supports a small or very small grid network. Very small grids can be ideal for some
small-scale scientific experiments as they offer a controlled environment that is less
prone to unexpected errors and anomalies.

3 Installing the MQTT Server and Node-Red

The MQTT protocol was developed by IBM in the 1990s, and it was used for the
sensors of the satellites at that time.MQTT is a lightweight protocol with low latency
for securely exchanging encrypted communication messages, it is considered as the
standard for IoT communication [23], and this is why it was adopted in this proposal.
The MQTT broker server will be responsible for monitor and control of the smart
switches, and hence, all of themmust have a direct connectionwith theMQTT server.
Depending on the nature of the target experiment, the MQTT server can be installed
in different ways and devices. This proposal gives a number of options for hosting
the MQTT broker server. It can be installed on a physical or virtual PC or a single
board computer such as Raspberry Pi.

3.1 Installing on a PC

Installation of MQTT broker on a local computer is possible by downloading the
MosquittoMQTTbroker from [12] aMosquittoMQTTbroker executable installation
file. After the installation is complete, Open Command prompt as administrator and
type “mosquitto install” command to complete the installation. Once the setup is
complete, you can run the mosquitto MQTT broker by typing the command “net
start mosquitto”.

As an alternative, the MQTT can be installed on a virtual machine such as
Microsoft Azure virtual machine [24] or other alternatives. Once the virtual machine
is installed, download theMosquittoMQTT broker in the virtual machine and follow
the process described above.

3.2 Installing on a Single Board Computer

There are multiple single board computers widely available in the market. Raspberry
Pi is one of the most popular single board computers that support Mosquitto MQTT
server. Using a Raspberry Pi as a MQTT broker server is a popular option due to its
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low-cost, small size and low-energy consumption attributes. The Mosquitto MQTT
broker server can be installed using the commands below:

> apt-get install mosquito.

> apt-key add mosquitto-repo.gpg.key

> apt-get update

> apt-get install mosquitto-clients

The next step is to install an application called Node-Red that will enable the
direct connection between the smart switches (e.g., SONOFF POW R2) and the
MQTT server.

3.3 Installing Node-Red

Node-Red is an IBM product and popular visual programming tool, used for IoT
application development [25]. The Node-Red application will be responsible for
interfacing with the smart switches for monitor and control purposes. The Node-Red
application will also be responsible for storing the data to a database or cloud or a
local file. Similar toMosquittoMQTT server, Node-Red can be installed on a desktop
(see Sect. 3.3.1) or a single board computer (see Sect. 3.3.2). In order to simplify
the process, we propose the installation of Node-Red in the same computer with the
Mosquitto MQTT server.

3.3.1 Installing Node-Red on a Windows PC

Node-Red can be installed on a windows PC by following the steps below:
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1. Install the packages of Node.js in your computer from the official Node.js Web
site [25].

2. Open Command prompt and install Node-Red by executing the following:

> npm install -g –unsafe-perm Node-RED.

3. Once the Node-Red has been installed, open it by executing the following
command in command prompt:

>Node-red

4. Once the Node-Red is running, start using it by opening the browser.

>http://localhost:1880.

3.3.2 Installing Node-Red on a Single Board Computer

Node-Red can be installed on a single board computer, as an alternative to installing
it to a desktop by following the steps below.

Simply running the following command in the terminal will download the
packages and run the scripts:

> bash < (curl -sL https://raw.githubusercontent.com/node-red/linux-instal
lers/master/deb/update nodejs-and-nodered).

The script will do the following:

(1) Remove all old versions of Node-Red if they exist.
(2) Install the latest version of Node.js.
(3) Download and install the latest version of Node-Red.
(4) Installation of packages that are optional and can be used for supporting extra

functions of Node-Red.

https://raw.githubusercontent.com/node-red/linux-installers/master/deb/update
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Upon completion of the installation of the MQTT server and Node-Red, the
researchers must set up the smart switches prior to connecting them with the rest
of the smart grid.

4 Setting up the Smart Switches

There are multiple options for smart switches for monitor and control. They vary in
terms of cost, size, durability, operating environment, power output, data reporting,
and response time. All of the above should be considered before selecting the best
smart switch for the target experiment. If, for example, the experiment is underwater
or in very high/low temperatures, then an appropriate device must be selected.

4.1 Wiring the Sonoff Smart Switches

In our example, we focus on a very small smart grid, e.g., in a room with small
temperature variations and low-energy consumption requirements: voltage range:
90–50 V AC, max current: 16A, and max power 3500 W. For this, we used the
Sonoff Pow R2 smart switches because they fit this operational profile at a very low
cost or less than 15 USD. Figure 2 shows the selected smart power switch.

Table 2 shows the mapping for each pin.
As it can be seen from Fig. 2 and Table 2, starting from left to right, the first

slot and the fifth or sixth are used for supplying power to the device that will be
controlled. Please note that in AC, there is no+ or -. Ideally, one of the grounds (slot
2, slot 3) should also be connected to the device to be controlled. The fourth slot and
either fifth or sixth slot, together with one of the grounds, should be connected to the
corresponding slots of the power supply.

4.2 Flashing the SONOFF Firmware with Espurna

In order to use the Sonoff smart switch with the MQTT technology the default
firmware of the SONOFF sensor must change to Espurna. The Espurna firmware has
the following capabilities:

• Controlling Wi-Fi settings and ability to switch to access point mode.
• Ability to change the function of the SONOFF button and choose any action you

need when you click the button.
• Enable Message Queuing Telemetry Transport (MQTT) standard for messages

transfer between the devices.
• Make a schedule for sensor operation
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Fig. 2 Sonoff POW 2 smart
switch

Table 2 USB-TTL cable
mapping with SONOFF Pow
R2

Wiring between USB-TTL and SONOFF

USB-TTL SONOFF Pow R2

GND GND

VCC VDD

TXD ERX

RXD ETX

• Integration with many cloud services.
• Espurna can support many sensors similar to SONOFF Pow R2.

The following requirements must be met before flashing a sensor with Espurna.

• SONOFF POW R2 sensor
• USB to TTL cable (FT232)
• Esp tool
• Electric plug and socket.

The sensors can be flashed by following the steps below:
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(1) Make sure electricity is disconnected from the SONOFF sensor.
(2) Connect the USB to the computer.
(3) Convert SONOFF to flash mode by disconnecting the USB, then connect again

and keep pressing the button for 2–4 s.
(4) Download latest espurna firmware based on your sensor model, from [26].
(5) Extract the firmware package to a folder in your computer.
(6) Open Command prompt (CMD).
(7) Type the following command, change the values to your COM port number

and Espurna version:

> (esptool.exe -vv -cd nodemcu -cb 11,500 -cp COMx -ca oxooooo -cf
espurna -x.x.x-ithead-sonoff-powr2)

Then you will notice the executable file will start the firmware update. The LED
will blink, and the new Wi-Fi access point name of the sensor will be changed to
“Espurna”.

(8) Connect to the new Espurna Wi-Fi network.
(9) Open your Web browser and type the below address to access the sensor page:

192.168.4.1.

Thedefault login information includingusernameandpasswordwill bementioned
in the above link which is by default “admin”.

(10) Set up your MQTT addresses to match the MQTT broker server settings.

Once the new firmware has been installed to the sensors, the researchers can use
Node-Red for their custom experiments.

5 Setting up Node-Red

To start using the Node-Red, the following steps must be followed:

(1) Open terminal
(2) If Node-Red is installed on a Raspberry Pi, start the service by typing

>Node-RED-start

If Node-Red is installed on a Windows PC, start the service by typing
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Fig. 3 Node-red

>Node-RED

Please note the Node-Red will run as a background process.

(3) To open the Node-Red editor to add the ports and setup the MQTT settings.
(4) Open the browser and type the following URL: http://localhost:1880.

The Node-Red editor can be seen in Fig. 3.
Here the users can choose MQTT inputs and add output files for the datasets and

other control functions. The menu on the left side contains all the nodes needed for
the connectivity. The input node must be selected to take the readings from sensors
through the MQTT broker. All the readings can be stored in popular formats such
as CSV format by using the CSV node, file output, and the target path. Once data
collection is completed, the files from each sensor will be located in the selected
folders. Node-Red is a powerful, simple-to-use tool that in conjunction with the
proposed setup can accommodate most types of experiments.

6 Conclusion

In this paper, we have explained step-by-step process for setting up a smart grid with
data collection capabilities. In this work, we proposed the use of Windows PC or
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Raspberry Pi single board computers for installing the MQTT broker server as well
as the Node-Red service and editor for designing and executing custom experiments.
The Sonoff Pow 2 smart switches were used as example smart switches. The smart
switches wiring and flashing processes were also explained. The main limitation of
this paper is that due to space limitation, it only detailed the use of Sonoff devices,
which is a good but not the only option. Future work can include more sensors and
setups as well as few case studies.
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Security Considerations and Network
Parameters in WSN

Vivek Sharma and Devershi Pallavi Bhatt

Abstract Wireless sensor networks (WSN)are attracting researchers.Recent advance-
ments in electronics and wireless communications prompted the world for crating
cost efficient,multifunctional, small in size, inexpensive, dynamic, and smart sensors.
For such networks, deploying specially in scarce areas provides extensive benefits.
With advanced applications and deployment of such network, one major thing to
be concerned is security issues within WSN. Currently, there are a large number of
opportunities within the research in WSN Security, and many advancements have
already been proposed in this certain area. This paper firstly presents the explored
complications in security of WSNs; after that, the required security constraints in
WSN; then, we have listed type of the attacks and persistent threats within WSNs.
We have also reviewed security mechanisms proposed by current research works,
and at the end, we have discussed parameters which are necessary to address while
considering the threats and attacks related to WSN.

Keywords WSN, Security · Localization · Layer wise security · Ad hoc
architecture

1 Introduction

WSN needs good security mechanism as it may interact with sensitive data, and it
is more error prone as compared to other wireless networks because it is a form of
collaborativewireless network tomonitor eventswithout any human interaction; also,
it should act as an auto or self-configurable, ad hocmanner and self-organizing,which
means without human interaction or human intervention. We need to understand the
specific kind of attacks becauseWireless sensor network is referred as heterogeneous
system, which comprise of a range varying from dozens to hundreds or thousands of
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low-power, self-organizing, low-cost sensor nodes using a wireless media [1]. These
nodes are built and deployed to observe environmental, surroundings or physical
conditions of area, tomeasure or sensemotion, temperature, vibration, visuals, sound,
pressure, pollutants, humidity etc.

1.1 Obstacles in WSN Security

Wireless sensor network has many obstacles compared to the traditional wireless
networks [2]

Limited Resources: The resources available for the desired functionalities of a
network play a vital role in performance of that network and related applications. In
case ofWSN, resources are limited because the sensor nodes are the only components
of network (apart from base stations), and we cannot provide a lot of resources due
to size constraints of sensor nodes, provided that these nodes run on a limited source
of power and limited computation power.

Cost: WSN must be low cost because there are hundreds, or thousands, of tiny
sensor nodes that are placed which work on battery, and it is today’s demand to
implement WSN that it should has low price so that it can be used in such great
numbers and cover larger geographical area.

Energy (Power): Energy is a constraint as the sensor networks are based on ad
hoc networks which work on battery, and these sensor nodes cannot be recharged or
replaced easily after they are deployed in sensor network [3].

Memory: Sensor nodes contain limited memory, in which node has to keep many
types of information like location so that it can identify its own position and sends
the data or routing information to other sensor nodes, so designing of the security
algorithms should aim to consume less memory.

Imprecise Data Transfer: Routing in WSN is typically packet-based and con-
nectionless; also, it is unreliable if compared with connection-oriented architecture.
Packet may get damaged or lost due to many reasons like channel error, low power,
environmental reasons, or high congested areas. Furthermore, data packet loss may
raise unfavorable events in unreliable or connectionless wireless communication
channels [4].

Network Inconsistencies: Due to the broadcasting nature ofWSN (using proactive
protocols), it can make the network unreliable even if the channel is reliable. If
packets collide in between the transfers in channels, they can accidentally lose their
data, which results in failure of the data transfer.

Mobility: If the sensor network’s nodes are mobile and not static, then there is a
huge challenge in locating the correct node and sending the data to it because WSN
topology changes time to time.

Physical Attack: Often, the sensor network is deployed in such a place where the
nodes are vulnerable to adversaries like physical damage due to bad weather or any
other mischievous activities caused by culprits and so on; thus, it makes the sensor
network prone to physical attacks.
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Fig. 1 Challenges in WSN

DistributedNetwork:As there is no centralized system, sensor nodes (sender) send
their data generally in twomanners; reactive and proactive. So sender broadcasts data
to all or someneighboringnodes, and if inmiddle of the communication someattacker
places an unauthorized node, then the information can be delivered in attacker’s hand.

2 Security objectives in WSN

A wireless sensor network may be a special sort of network. It is almost like the
standard network in some aspects and also unique in its own way. Therefore, we
will consider the necessity of security in typical network encompasses in WSN also
in some aspects [5]:

Confidentiality of Data: The information that is contained in nodes ought to be
guarded its privacy. In several applications, security of information is incredibly
necessary because of sensitivity of information, for example distribution of public
keys, private keys (Fig. 1).

Integrity: While considering confidentiality, we mean protection of the data
against stealing. But this does not mean that now data is completely safe because the
attacker may manipulate, alter, or damage the data by adding few erroneous portion
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Fig. 2 Security Objectives in WSN

or facts within data of a packet. It is important to maintain the data’s originality (as
it was while sending or at its origin), i.e., integrity of information.

Updated Data: Updation of data means that the old data is not repeated or pre-
viously sent information is not replayed. It is vital when shared key techniques are
used. Shared key required to bemodified over time. This takes its due time to update a
shared key and let it apply to whole network [6]. Meanwhile, the attacker can deploy
a replay attack. As a answer to this problem, timer can be introduced into a packet
to make sure freshness of the information.

Self-Organization:Unlikemost otherwireless networks, wireless sensor networks
are ad hoc networks that require the implementation of every sensor node in the net-
work and the ability to self-heal under various conditions. At different points in time,
WSN has different topologies [7]. Those inherent characteristics pose a significant
challenge to the security of wireless sensor networks. An efficient technique for pub-
lic key distribution is also required for cryptography (public-key). If a sensor network
lacks self-organization, the harm caused by an physical attack or the environment
can result in significant data loss or topological damages (Fig. 2).

Availability: Classical security mechanisms or encryption methods will not func-
tion in a wireless sensor network since they are maintained by a central point system,
which is not present in most wireless sensor networks [8]. Even though WSN is a
distributed system, a different methodology is required for the following reasons:
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(a) Energy: Information is no longer provided if the battery power has run out, and
there is no more sufficient energy. (b) Computation: Standard encryption algorithms
offer additional computation, resulting in evenmore energy consumption. (c) Ad hoc
nature: Because WSNs are ad hoc in nature, different methodology is required for
them.

Secure Localization:WSNdepends on theway that every node in the networkwill
find another sensor node precisely and automatically. But any attacker can intrude
and control insecure area location’s data by conveying bogus messages, replaying
signals and so forth. For these, distinct strategies have been proposed to secure the
information in the WSN. We will discuss shortly some of these methods, which are
specially proposed for WSNs only [9].

3 Various Categories of Attacks in WSNs

Two main types of attacks are there in WSN: one type is attack on the security
procedures, and another type is attack on the routing process. WSNs are particularly
vulnerable to a number of attacks as discussed below [2, 10]:

Denial of Service (DoS): In DoS, an attacker may destroy a network’s capability
of providing its desired functioning by trying to exhaust the resources available to
the victim network by sending a lot of extra packets which can participate as an
authorized entity to use the resources of network. DoS attack may distort the work of
basic four layers: (i) de-synchronization andmalicious flooding at the transport layer,
(ii) misdirection, black holes, and negligence at the network layer, (iii) exhaustion
and collision at the data-link layer, (iv) jamming at the physical layer.

Attack during Data Transfer: in this type of attacks of WSN, the information is
spoofed, altered, replayed, and ends up inconsistent. Wireless communication leads
to eavesdropping as an attacker will observe the data in the traffic flow, and leads
to interfere, interrupt, and modify packets obtained from sensing nodes maliciously.
WSN usually have short-distance communications and low power is required, but
attacks may cause high computing process leading to power wastage and can engage
a large number of nodes in this power consuming process of malicious signals.

Blackhole/Greyhole/SinkholeAttack: These attacks are quite similar to each other
with a range of differences purpose, procedure, or intention of attacks. One or more
than one malicious node is placed in the network by an attacker, and it consumes,
steals, destroys, and drops the data packets from the network. This affects the net-
work topology, and these malicious nodes spread malicious packets disrupting the
flooding-based protocol. If the malicious node entered once in the network, it par-
ticipates silently in the network and able to do various malicious processing on the
packets passing through them.

Sybil Attack: Whenever the WSN operates in a distributed way and task is dis-
tributed between all nodes to be completed, the intruder or malicious node node can
attack and use the identities of other legitimate nodes to pretend to be more than one
node. Such type of attacks is known as a Sybil Attack. Peer-to-peer and decentral-
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Table 1 Threats and possible solutions in WSNs

Attack description Layer affected Security violation Suggestions

Traffic analysis Data link layer Integrity Time diversity, Error
correction code

Sybil Network layer Confidentiality Authentication,
encryption

DoS Transport layer Availability Reduce false alarms

Jamming Physical layer Availability Spread spectrum

Eavesdropping Physical layer Integrity Fake packet generation

HELLO flood Network layer Availability Authentication,
forwarding, multipath
multi base station data,
packet grouping

Blackhole/Wormhole Network layer Availability,
confidentiality,
integrity

Multiplexing paths,
authentication, clock
synchronization,
detection malicious
node, accurate
location verification

Malicious node Application layer Availability,
confidentiality,
integrity

Monitoring,
authentication

Node capturing Physical layer Confidentiality,
integrity

Encryption,
authentication,
monitoring, resiliency

ized networks are especially vulnerable to such attacks. It is not so easy to protect
networks from these kind attack, but as a possible strategy,WSN can deploy efficient
protocols which can monitor to prevent the Sybil attack in network up to a certain
level.

HELLO flood attack: This attack is considered as spoofing, where the attacker
nodes use HELLO packets for creating problems of resource exhaustion, such as
power consumption, processingwastage, and false channel utilization in the network.
This occurs in high radio transmission range and sends HELLO packets to a large
number of nodes within the network due to the Omni directional communication.

Wormhole Attack: Wormhole attack in WSN is very common as this may happen
at initial level when nodes start finding information of neighbor nodes. Information
is captured at one location and sent to next location using tunnels. These type of
attack instances happen in between or in the path of the two legitimate nodes which
are located at distance of a few hops (Table1).
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4 Discussion on Security Model

Here, it is seen that Sybil, wormhole, sinkhole, and DoS attacks may affect the secure
functioning ofWSN.We have to keep this inmind thatWSN is not like other wireless
networks and it has special characteristics of its own. So, before recommending any
new approach, following points (areas) are to be considered [11]:

Models of Sensor Networks: It is to study and consider the framework of WSN
like number of nodes, mobility of nodes, probability of node failure, properties of
nodes, number of static nodes, number of moving nodes, presence of base station,
distance between nodes, environmental conditions around network etc.

Traditional Routing techniques: It is to consider that the traditional routing tech-
niques with unique global ID are feasible or not with WSN, processing, memory,
communication requirement is to be considered in WSN.

Wireless Sensor Networks as Information gathering networks: It implies that the
WSN model makes assumptions or study the information about the environmental
condition and make it an information and then pass it. It is itself defines the special
nature of sensor nodes (agents) which is not directly related to problem in hand [12].

New Routing and Transport protocols: New transport mechanism is to be intro-
duced which will focus on energy efficiency according to the heterogeneous nature
of WSN. Once the new transport protocols are made for WSN, it will not be limit
to WSN but it may be used for many other networks would also be benefited by
these mechanisms or protocols [13]. If we talk about routing protocols then tradi-
tional methods needs much energy and computation due to maintaining and updating
routing tables so, it is needed to introduce some new routing protocols which are
tailored for ultra low energy and with realistic assumption about the topology change
and number of nodes in the network [14]. Many protocols are already available for
exclusive WSN but most of them need improvement because most of them are based
on static topology and smaller network and if topologies are changing frequently and
the network size increases to hundreds or thousands then these techniques would not
work (Fig. 3).

Secure Localization: Various methods have been proposed for secure localization
in the WSN. Here, we discuss some of the methods proposed for WSN:

SeRLoc (SecureRange-IndependentLocalization): SeRLoc is distributed, resource-
efficient„ and range-free localization method, and there is no communication is
required between nodes for position discovery. This is a proper algorithm which is
strong and robust for wormhole and Sybil attacks and sensor-compromising attacks.

BeaconSuite:ABeacon set is used to identifymalicious signals, detection ofmali-
cious beacon nodes, identification of replayed signals, prevention of false detections,
and at the end for withdrawing of malicious nodes out of the network [15].

SPINE: SPINE stands for secure positioning in sensor networks, and it is a
distance-based positioning system. It provides verification of the position and secure
computation in mobile sensor devices within the network.
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Fig. 3 Components of the security models

HiRLoc: It is higher-resolution range-independent localization technique.HiRLoc
compels sensor nodes to find their respective locations with no direct communica-
tions with another nodes.

Encryption: Encryption was developed before origination of the computers when
this artwas developed to consistways of distorting the information being conveyed, to
make it available to authorized recipients only. In computer era, cryptographic algo-
rithms are made of methods that translate encrypted data in plain data and also vice
versa. For this purpose, cryptographic keys are used, and only a person or program
with key can decode the original information. While most of the cryptography algo-
rithms are in public domain now, so making an algorithm public, give an exposure to
researchers and enthusiastic cryptanalysts, and it makes stronger or solid version of
it finally. Encryption provides us with confidentiality and integrity of authentication.

Basic notations: Plaintext P id the original data. C is ciphertext, i.e., the outcome of
an encryption process, which is not readable by human. E is an encryption algorithm.
Here, E(P) = C means that we apply an encryption process E to the plaintext P to
produce the ciphertext C.

D is a decryption algorithm. Here, D(C) = P means that we apply a decryption
process D to the ciphertext C to reproduce the plaintext P.

It also employs that D(E(P)) = P and E(D(C)) = C.
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Fig. 4 Classification of encryption algorithms

Most of the present encryption procedures are categorized as asymmetric or sym-
metric according to the keys used. If same confidential key is used for both encoding
and decoding, then its symmetric; otherwise, it will be considered asymmetric.When
two different public and private keys are used at sender and receiver ends, one is for
the encryption process and another for the decryption procedure.

Symmetric encryption algorithms again can be divided into subcategories as
stream and block. Stream encryption algorithms encrypt the information in byte-
by-byte manner, or even it can be a bit-by-bit procedure also. Streaming algorithm
need not to store the data in the memory or buffer of the system, so loosely, we
can say that it is safer compared to block ones, because no piece of information is
present in system without encryption. Block encryption algorithms encrypt a set of
data block by block (many bytes at a time). Here, the term block implies a definite
group of bytes those are encoded or encrypted using a secret key at one go. Public
key procedures are made by using mathematical methods and are not based only on
substitution and permutation as used in symmetric encryption. A secured platform
is given by the asymmetric encryption to transfer sensitive information between two
remote ends, and it assures security in the field of growing wireless communication
digital information exchange applications.

RSA: RSA is an asymmetric encryption algorithm which is commonly used for
securing the data during transmission. for sake of explaining the working of encryp-
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tion, we will discuss RSA algorithm’s working: for encoding of data of sender takes
two prime numbers p and q, and then calculates value of:

N = p ∗ q; and
F(N) = (p − 1)*(q − 1)
Sender also selects two integers e and d such that:
e*d = 1 mod F(N)
Sender publishes a pair (N, e). Sender’s encryption function is:
E(P) = Pe mod N
We assume that plaintext is somehow encoded using integers mod N.
Here, decryption function is: D(C) = Cd mod N; Where for each P mod N;
D(C) = D(Pe) = Pe∗d = PF(N ) = P.
But then to compute d from e and N, at receiver end, one needs N, which is not

available, and this makes secure encryption (Fig. 4).

4.1 Mathematical Formulation for Various Network
Parameters

Remaining Energy: The sensor nodes inWSNare installed and deployedwith limited
initial energy. But while functioning, a node loses its energy and after certain time,
energy level drops by time and the node might not function as required. The nodes
with low energy (below a certain threshold) do not participate in communication, and
these are called dead nodes. Therefore, remaining energy of a node in particular is an
essential parameter for clustering. Remaining energy Er for a node can be computed
by taking difference of initially assigned energy Ei of a node and Ex energy spent
by that node. Er for a node can be represented by the given equation:

Er = Ei − Ex (1)

Ex again can be composed of two factors: one is Ef, energy spent for legitimate
functioning of a node, and another is ε, energy spent due to some attack, error, or
fault in the system. Ex = E f + ε where Ex > ε > 0

For the whole network, Er_network is mentioned as aggregated remaining energy
at any instance, and it can be seen as sum of remaining energy of all alive nodes.
If we denote the total number of nodes alive at time t in the network as Na , and k
denotes the serial number of a node, then we can represent total remaining energy in
network by given equation:

Er_network = ∑Na
k=1 Eik − E f k − εk (2)

When we separate the error part as εtotal, the total energy spent in error, we can
rewrite this equation as mentioned below:
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Er_network =
(∑Na

k=1 E
i
k − E f

k

)
− εtotal (3)

If the node energy is regulated according to the need, and error part is reduced to as
lower as possible, the level of the performance of network can be enhanced in terms
of energy consumption.

Mobility of nodes: It is an important property of nodes in ad hoc networks.
Deployed sensor nodes may frequently roam around the places in the network ran-
domly. The mobile nodes with low mobility are capable of creating more stable
clusters, as these nodes can connect to each other for a longer duration in compar-
ison of nodes with high mobility. Thus, node’s mobility Mk may contribute as a
parameter which can be represented using following equation:

Mk = 1

T

T∑

t=1

√
(
Xk,t+1 − Xk,t

)2 + (
Yk,t+1 − Yk,t

)
(4)

where, Xk,t and Yk,t are the coordinates of node k at instance t, and Xk,t+1 and Y
k,t+1 are the coordinates of node k at instance t+1 in a two-dimensional pane and T
is the run time of network.

If we consider the average mobility of all nodes inside a cluster or whole network,
the degree of mobility can be used as a metric of overall movement inside any cluster
or network. For whole network, this metric can be taken as average of mobility of
all alive nodes.

MNetwork = 1

Na

Na∑

k=1

(Mk) (5)

If the value ofM network increases, it causes a significant drop in stability of clusters
in network because nodes can go out of range of signal range of cluster heads due to
high degree of mobility.

Weightage: All the parameters defined for various metrics are scaled on different
scales, so normalization of all parameters is required to get an acceptable weight
for a node in process of choosing fittest or optimum nodes eligible for becoming
cluster heads, and it requires a combination of these parameters. For this, a weight
is required to be computed by a process in which all the parameters are scaled on a
similar scale. Thus, we prepare a list of fittest nodes by calculating weights. During
weight calculation, for the scaling of the node performance parameters into a similar
scale; there some factors are constructed. While calculating the weights, in general
practice, the sum of all factors is kept 1, and the range of the weights is kept between
range of 0 and 1.

Wk = w1 ∗ c1 + w2 ∗ c2 + w3 ∗ c3 + · · · + wm ∗ cm (6)
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whereWk is theweight of a node k,w1,w2, …wn areweightage of various individual
parameters and c1, c2, … c m are different scaling coefficients.

5 Conclusion

This paper outlined some of the available attacks and threats which are associated
attacks and threats which are associated with wireless sensor network like Sybil,
wormhole, sinkhole, DoS attack while information transition etc. Also, we have
reached to the conclusion that by using traditional approaches of general wireless
network would not fully address the issues related to wireless sensor networks secu-
rity due to WSN ad hoc architecture, limited energy, limited power, and topological
changes etc. So, it is recommended researchers should happen to design some new
protocols, approaches, mechanisms, or models which are exclusively made after
understanding the special threats for which wireless sensor network is prone.
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Dual-Port 8T SRAM Cell Design
with Shorted Gate FinFET for Leakage
Reduction and Improved Stability

Chusen Duari and Shilpi Birla

Abstract Since the CMOS technology has reached to nanometer regime to meet
the increasing demand of smarter and faster device, CMOS circuits have to face
various short channel effects and variation in process parameters leading to degra-
dation in performance and reliability. CMOS SRAM is one of the major circuits
which degrades its performance due to short channel effects. To address this issue,
in this paper, we proposed a novel static random-access memory cell with reduced
leakage and improved stability using FinFET technology. In our design, we have
shorted both the gates of the FinFET devices to apply a common biasing voltage.
The cell is designed with FinFET logic, and results are compared with the conven-
tional 6T FinFET cell in terms of leakage and stability at 22 nm technology node
using HSPICE. The results show significant improvements in leakage and stability
in comparison with the conventional SRAM cell and offer a good trade-off at
sub-nanometer technology node.

Keywords FinFET · SRAM · Leakage current · SNM

1 Introduction

The increasing demand of smarter portable devices with high functionalities, lighter
weight, and lower power consumption, the semiconductor industry is scaling down
the technology to sub-nanometer scale to meet the above requirements. Static
random-access memory is one of the most popular choices in various smart devices
as embedded memory [1]. Consequently, in present state-of-the-art processors, the
SRAM array occupies a considerable amount of die area within the chip [2]. The
CMOS-based SRAM cell suffers various short channel effects and variation in
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process parameters which results in adverse effect like increase in leakage, degra-
dation of stability, and hence reliability of the memory array [3]. One of the most
attractive choices to replace traditional planarCMOS technology is FinFET transistor
structure because of its better gate controllability and scalability [4]. Even though
new device structures like junctionless transistor [5], hybrid III–V tunnel FET, [6]
etc., are proposed for sub-20 nm regime but due to established FinFET fabrication
technology are still preferred. The FinFET devices have gates on both sides of fin
which can be isolated electrically to apply independent biasing or can be connected
together to apply common biasing voltage [7]. In independent-gate mode of opera-
tion, one gate can be used to switch the transistor ON/OFF, and the other gate can be
used to control the threshold voltage for better controllability of channel area. This
gives static and dynamic performance controllability which provides the designers
more flexibility [1, 4, 8]. In [9], authors used independent word lines which were
connected to two independent gates of each access transistor to enhance stability of
SRAM cell. In [10], independent-gate FinFET has been successfully fabricated with
reduced leakage. The conventional 6T SRAM cell is much susceptible to consis-
tency issues and process variations. In this work, we propose a novel 8T SRAM cell
designed with shorted gate FinFET technology with improved leakage and stability.
The rest of the paper is organized as follows. Various leakage mechanisms and short
channel effects in CMOS design are discussed in Sect. 2. In Sect. 3, a brief review of
FinFET devices and technology is discussed. In Sect. 4, we explain about 6T SRAM.
Proposed techniques have been discussed in Sect. 5. Analysis and simulation result
have been reported in Sect. 6.

2 Leakage Currents in Scaled Technologies

There are six leakage mechanisms that contribute to the total static power dissipa-
tion in nanoscaled CMOS technologies [11]. These six leakage mechanisms are as
follows:

Reverse bias junction current: This current flows from the source or drain to substrate
through the reverse biased PN junction diodes formed by source and drain with the
substrate when the transistor is in both ON and OFF [9]. These parasitic diodes are
in reverse biased when the terminals are at high voltages [11]. This current can be
expressed as shown in Eq. (1) [12].

Isub = µ0Cox
Weff

Leff
V 2
T e

1.8 (1)

Subthreshold or weak inversion current: This leakage current flows due to the
minority carriers diffusing through substrate from the drain to source region when
the gate to source voltage is less than the transistor threshold voltage, i.e., when
the transistor is in weak inversion region. The dependence of subthreshold leakage
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current on various parameters can be modeled [13] by Eq. (2) as shown below:

Isub = µ0Cox
Weff

Leff
V 2
T e

1.8 exp

(
Vgs − Vth

nVT

)
·
(
1− exp

(−Vds

VT

))
(2)

where µ0 is the carrier mobility, Cox is the gate oxide capacitance per unit area,W eff

and Leff denote the transistor effective width and length, VT = kT /q is the thermal
voltage at temperature T, ‘n’ is the subthreshold swing coefficient of the transistor,
V gs is the gate to source voltage of the transistor, V th is the threshold voltage, and
V ds is the drain to source voltage of the transistor [14].

Oxide tunneling current: Due to high electric field and low oxide thickness, tunneling
of electrons occurs through and into the gate which results in considerable amount
of current flows from the gate terminal to the substrate. Direct tunneling current is
significant for low oxide thickness. At technology, node lower than 45 nm effect of
this current is severe. NMOS device is more effected than the PMOS device with
this current, typically by one order of magnitude with identical oxide thickness and
Vdd [15].

Hot carrier injection current: This current occurs due to the injection of hot carrier
because of high electric field experienced in the gate drain overlapping region. Due
to high electric field, electron acquires sufficient energy to overcome the barrier
potential to cross the insulating oxides and reach to the gate terminal.

Gate-induced drain leakage (GIDL) current: GIDL current occurs due to flow of
minority carrier formed due to the strong electric field in the gate oxide region.
When the oxide thickness is scaled down, high electric field is generated across the
oxide even a small voltage is applied to the drain region which causes the generation
of electron–hole pair in the drain gate overlapped region. This current becomes more
noticeable when drain voltage is higher.

The channel punch through current: Because of the close proximity of source and
drain region, this current results in scaledCMOS.When the channel length is reduced
to a certain extent, the depletion regions formed by source and drain with the body
come in contact which results in a conducting path and punch through current flows
in the bulk, and this occurs in OFF state.

3 FinFET Device and Technology

The FinFET device is one of the most common and emerging choices among the
recent new device architectures that are proposed to overcome the issues observed
in CMOS devices in sub-nanometer regime because of its improved control over the
channel due to multiple gates and compatible fabrication process [7, 16]. The better
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(a) (b) 

SG IG LP 

(c) 

Fig. 1 Geometrical structure of FinFET [9]

gate controllability results in a reduction of source–drain leakage and short channel
effects [4, 17, 18]. FinFET devices also exhibit better electrostatic properties [19].

The FinFET comprises a thin silicon body; its width is denoted byWfin, wrapped
around by poly-silicon gate. Figure 1 shows the schematic diagramof FinFETdevices
in two different flavors. The space between the source and drain is defined as fin
length, Lfin, and hfin denotes the fin height. Figure 1a depicts a shorted gate (SG)
FinFET in which two gates are tied together. Figure 1b shows an independent-gate
(IG) FinFET in which the top portion of the gate region is etched out to form a double
gate, which can be biased separately. Two gates are controlled independently; the
IG FinFET exhibits more design flexibility. In general, FinFET has been used in
three different modes: (i) SG, (ii) low power (LP), here the back gate is connected to
reverse body bias voltage to reduce leakage, and (iii) IG mode, where independent
signals are being applied to drive the gates. Figure 1c shows the symbols of FinFET
in different modes.

4 6T SRAM Cell

SRAM cells perform three different functions, viz read, write, and hold a bit. All
these operations are essential in designing SRAM cell. In each operation, different
parts of SRAM architecture are activated. Several SRAM cells have been suggested
by a different researcher with different aspects of their application. The common 6T
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Fig. 2 Circuit diagram of
6T FinFET SRAM cell [8]

SRAM cell, which is most frequently used with FinFET logic, is shown in Fig. 2.
This 1-bit memory cell is derived from CMOS SRAM cell which consists of the
simple cross-coupled inverter formed by transistors P1, P2, N1, and N2, which acts
as a simple latch circuit having two stable states. The data stored in the internal nodes
Q and Qb of the memory cell can be interpreted as logic ‘1’ or ‘0’ depending on the
state of the two stable states. The data stored in the internal nodes can be accessed
through two access transistors N3 and N4 via bitlines BL and BLB. During a write
operation, the bitline BLwill be pre-charged to logic ‘1’ or ‘0’. The access transistors
which act as a switch are controlled by word line ‘WL’ which is kept high during
read and write operations. During retention mode, this word line has kept a logic
low, and thereby the access transistors act as an open switch.

5 The Proposed 8T SRAM Cell

The conventional 6T transistor suffers read destruction problem when the voltage
at zero storing node exceeds the threshold voltage of the opposite inverter [20].
Because of this, the stability of the cell also degrades. In write operation, the activity
factor increases due to discharging of bitline pairs [21]. In this proposed novel cell
topology, we have used single ended write operation to reduce the activity factor
of discharging both the bitlines during write operation. Optimal transistor sizing
ensures the stability of the cell at various supply voltages. The schematic of the
designed cell is given in Fig. 3. A separate control signal to the access transistors
provides the facility to use it as dual-port memory. The cell uses a transmission gate
as access transistor to achieve full swing of bitline voltage and hence enhances the
stability. The proposed 8T SRAM cell depends on the principle of cutting off the
feedback connection between the left and write inverter, before a write operation.
To accomplish the feedback connection and disconnection, an NMOS (N5) is used.
The circuits are simulated at supply voltage ranging from 0.9 to 0.5 V at 22 nm
technology node.
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Fig. 3 Circuit diagram of proposed 8T FinFET SRAM cell

5.1 Read Operation

During data reading, the bitline ‘BL’ is pre-charged to logic ‘1’ and transistor N4
is turned ON by asserting the signals ‘RWL’ and ‘WWL’ high while ‘WWLB’ is
de-asserted. Thus, the access transistor ‘N4’ acts as a closed switch to provide a
discharging path for the bitline through ‘N1’. Discharging of bitline signifies that the
content stored in the node is ‘0’; otherwise, it is ‘1’.

5.2 Write Operation

At starting of write operation, the feedback connection is cut off by turning OFF
the transistor ‘N5’ through the control signal ‘W’. During a write operation, the
transmission gate is activated by applying suitable voltage to the signals ‘WWL’
and ‘WWLB’ to make the access transistors ‘ON’ and provide a connecting path
from the bitline ‘BLB’ to the respective data storing node and keeping ‘RWL’ signal
de-asserted. ‘BLB’ line carries complement of the input data to be written into the
cell node. Transistors ‘N3’ and ‘P3’ will be ‘ON’, while transistor ‘N5’ will be kept
‘OFF’. Transmission gate transfers the data from ‘BLB’ line to ‘Q1’ which will drive
the left inverter, and transistor ‘P1’ and ‘N1’, to develop ‘Q’, the cell data. Similarly,
‘Q’ drives right inverter, and ‘P2’ and ‘N2’, to develop ‘Qb’ which equals to ‘Q1’
if data is ‘0’ and slightly higher than ‘Q1’ if data is ‘1’. Then, transmission gate is
turned OFF, and ‘N5’ is turned ON to reconnect the feedback link between the two
inverters to stabilize the new data. Both the bitlines are pre-charged to logic high.
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In this scheme, ‘BLB’ is kept high for writing ‘0’. To store ‘1’ in the cell, ‘BLB’ is
discharged to ‘0’ with comparable power consumption to the conventional 6T cell.
To store a ‘0’ in the cell, there is no need to discharge ‘BLB’; hence, the activity
factor of discharging bitline is less than 1 and depends on the percentage of writing
‘1’.

5.3 Stability Analysis

Stability is measured by estimating the static noise margin for read, write, and hold
operations. This is the measure of the maximum noise signal that can be tolerated
without flipping the stored bit. Butterfly curve is used to estimate these noisemargins.
The square with a maximum length that can be embedded in the curve measures the
noise margin.

6 Simulation Results

In this paper, a novel 8T SRAM cell designed with FinFET logic has been proposed,
and performance is compared with existing 6T SRAM cells. The total static leakage
power for 6T SRAM cell and the proposed SRAM cell at various supply voltages
have been evaluated using HSPICE simulation tool, and the result is given in Table
1. Leakage power and stability results have been discussed in the following section.
Noise margin for retention and access modes is being calculated using butterfly
curves.

Table 1 shows the leakage power for the SRAMcells, viz 6T and8Tcells at varying
supply voltages, and 8T SRAM cell has improved leakage power consumption in
comparison to 6T SRAM cell.

Table 1 Comparative
analysis of leakage power at
different supply voltages

Supply
voltage (V)

6T_SRAM
(nW) [8]

8T_SRAM
(nW)

0.9 89.77 16.52

0.85 62.56 14.46

0.8 41.63 10.28

0.75 26.16 6.34

0.7 15.33 2.76

0.65 8.26 1.46

0.6 4.06 0.98

0.55 1.83 0. 46

0.5 0.76 0.32
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Hold static noise margin (HSNM), read static noise margin (RSNM), and write
static noise margin (WSNM) for 6T and 8T SRAM are being calculated for various
supply voltages from 0.5 V to 0.9 V. Figure 4 shows the butterfly curve for HSNM
at 0.8 V. The values of HSNM for 6T and 8T are 288 mV and 320 mV at 0.8 V
supply voltage, respectively. RSNM is also calculated for the same supply voltage
range using butterfly curve. The butterfly curves for RSNM are shown in Fig. 5. The
values for the same are 108 mV and 120 mV, respectively, for 6T and 8T SRAM
cells at 0.8 V supply voltage. The butterfly curve for WSNM calculated at 0.8 V
supply voltage is shown in Fig. 6. The values obtained for the same are 194 mV and
224 mV, respectively, for 6T and 8T SRAM cells at 0.8 V supply voltage. Figure 7a–
c shows the comparison of HSNM, RSNM, and WSNM, respectively, at different
supply voltages between the two SRAM cells. The proposed cell shows significant
improvement in noise margin at all supply voltages.

Fig. 4 Butterfly curve for HSNM at 0.8 V, a 6T SRAM cell, b 8T SRAM cell

Fig. 5 Butterfly curve for RSNM at 0.8 V, a 6T SRAM cell, b 8T SRAM cell
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Fig. 6 Butterfly curve for WSNM at 0.8 V, a 6T SRAM cell, b 8T SRAM cell

Fig. 7 Comparison of stability of the SRAM cells: a HSNM, b RSNM, c WSNM

7 Conclusions

In this paper, a novel power-efficient dual-port 8T SRAM bit cell structure with
combined gate FinFET has been proposed. Stability for retention, read, and write



780 C. Duari and S. Birla

mode operations is improved by 1.11×, 1.12×, and 1.15×, respectively, in compar-
ison with the existing 6T cell at 22-nm technology node at 0.8 V supply voltage. The
static leakage power during a write operation is also reduced by 77% compared to
the existing 6T cell topology at 0.8 V supply voltage. The proposed memory cell can
be useful for low-voltage low-power embedded memory design.

References

1. Oh TW, Jeong H, Kang K, Park J, Yang Y, Jung S-O (2017) Power-gated 9T SRAM cell for
low-energy operation. IEEE Trans Very Large Scale Integr Syst 25(3):1183–1187. https://doi.
org/10.1109/TVLSI.2016.2623601

2. Pilo H, Barwin C, Braceras G, Browning C, Lamphier S, Towler F (2007) An SRAM design
in 65-nm technology node featuring read and write-assist circuits to expand operating voltage.
IEEE J Solid-State Circuits. https://doi.org/10.1109/JSSC.2007.892153

3. Kawasaki H et al (2009) Challenges and solutions of FinFET integration in an SRAM cell
and a logic circuit for 22 nm node and beyond. In: 2009 IEEE international electron devices
meeting (IEDM), Dec 2009, pp 1–4. https://doi.org/10.1109/IEDM.2009.5424366

4. Gupta SK, Roy K (2013) Device-circuit co-optimization for robust design of FinFET-based
SRAMs. IEEE Des Test. https://doi.org/10.1109/MDAT.2013.2266394

5. Bora N, Das P, Subadar R (2016) An analytical universal model for symmetric double gate
junctionless transistors. J Nano-Electron Phys 8(2). https://doi.org/10.21272/jnep.8(2).02003

6. Bora N (2021) An approach for drain current modeling including quantum mechanical effects
for a DMDG junctionless field effect nanowire transistor. SILICON. https://doi.org/10.1007/
s12633-021-01282-2

7. Mishra P, Muttreja A, Jha NK (2011) FinFET circuit design. In: Nanoelectronic circuit design,
2011

8. Duari C, Birla S, Singh AK (2020) A dual port 8T SRAM cell using FinFET and CMOS
logic for leakage reduction and enhanced read and write stability. J Integr Circ Syst 15(2):1–7.
https://doi.org/10.29292/jics.v15i2.140

9. Salahuddin SM, Kursun V, Jiao H (2015) Finfet sram cells with asymmetrical bitline access
transistors for enhanced read stability. Trans Electr Electron Mater. https://doi.org/10.4313/
TEEM.2015.16.6.293

10. Ma K et al (2014) Independently-controlled-gate FinFET 6T SRAM cell design for leakage
current reduction and enhanced read access speed. In: 2014 IEEE computer society annual
symposium on VLSI, Jul 2014, pp 296–301. https://doi.org/10.1109/ISVLSI.2014.25

11. Roy K, Mukhopadhyay S, Mahmoodi-Meimand H (2003) Leakage current mechanisms and
leakage reduction techniques in deep-submicrometer CMOS circuits. Proc IEEE. https://doi.
org/10.1109/JPROC.2002.808156

12. Abbas Z, Olivieri M (2014) Impact of technology scaling on leakage power in nano-scale bulk
CMOS digital standard cells. Microelectron J. https://doi.org/10.1016/j.mejo.2013.10.013

13. Kim T-H, Liu J, Keane J, Kim CH (2007) A high-density subthreshold SRAM with data-
independent bitline leakage and virtual ground replica scheme. In: 2007 IEEE international
solid-state circuits conference. Digest of technical papers, Feb. 2007, pp 330–606. https://doi.
org/10.1109/ISSCC.2007.373428

14. Lorenzo R, Chaudhury S (2017) Review of circuit level leakage minimization techniques in
CMOS VLSI circuits. IETE Technical Review (Institution of Electronics and Telecommuni-
cation Engineers, India). 2017. https://doi.org/10.1080/02564602.2016.1162116

15. Kim CH, Roy K (2002) Dynamic Vt SRAM: a leakage tolerant cache memory for low voltage
microprocessors, 2002. https://doi.org/10.1109/lpe.2002.146748

https://doi.org/10.1109/TVLSI.2016.2623601
https://doi.org/10.1109/JSSC.2007.892153
https://doi.org/10.1109/IEDM.2009.5424366
https://doi.org/10.1109/MDAT.2013.2266394
https://doi.org/10.21272/jnep.8(2).02003
https://doi.org/10.1007/s12633-021-01282-2
https://doi.org/10.29292/jics.v15i2.140
https://doi.org/10.4313/TEEM.2015.16.6.293
https://doi.org/10.1109/ISVLSI.2014.25
https://doi.org/10.1109/JPROC.2002.808156
https://doi.org/10.1016/j.mejo.2013.10.013
https://doi.org/10.1109/ISSCC.2007.373428
https://doi.org/10.1080/02564602.2016.1162116
https://doi.org/10.1109/lpe.2002.146748


Dual-Port 8T SRAM Cell Design with Shorted Gate FinFET for Leakage … 781

16. Mishra P, Jha NK (2010) Low-power FinFET circuit synthesis using surface orientation opti-
mization. In: 2010 design, automation and test in Europe conference and exhibition (DATE
2010), Mar 2010, pp 311–314. https://doi.org/10.1109/DATE.2010.5457187

17. Gupta SK, Kulkarni JP, Roy K (2013) Tri-mode independent gate finfet-based sram with pass-
gate feedback: technology-circuit co-design for enhanced cell stability. IEEE Trans Electron
Dev. https://doi.org/10.1109/TED.2013.2283235

18. Duari C, Birla S, Singh AK (2021) A 4 × 4 8T-SRAM array with single-ended read and
differential write scheme for low voltage applications. Semicond Sci Technol. https://doi.org/
10.1088/1361-6641/abf7d3

19. Lawrence B, Rubia J (2015) Review of Fin FET technology and circuit design challenges, 2015
20. Wen L, Li Z, Li Y (2013) Single-ended, robust 8T SRAM cell for low-voltage operation.

Microelectronics J. https://doi.org/10.1016/j.mejo.2013.04.007
21. Pasandi G, Fakhraie SM (2013) A new sub-threshold 7T SRAM cell design with capability of

bit-interleaving in 90 nm CMOS, 2013. https://doi.org/10.1109/IranianCEE.2013.6599738

https://doi.org/10.1109/DATE.2010.5457187
https://doi.org/10.1109/TED.2013.2283235
https://doi.org/10.1088/1361-6641/abf7d3
https://doi.org/10.1016/j.mejo.2013.04.007
https://doi.org/10.1109/IranianCEE.2013.6599738


Structural and Optical Characteristics
of Boron Doped CuGaSe2 Chalcopyrite

Shikha Sharma, Karina Khan, Amit Soni, and Jagrati Sahariya

Abstract In this paper, we discussed the structural and optoelectronic properties of
boron-doped chalcopyrite’s CuGaSe2 to explore their utility as a photovoltaic mate-
rial. The structural, optical, and electronic properties of 12.5% B doped in CuGaSe2
are determined by using DFT approach which is based on theWien2k code. The first
principle investigation has been performed by considering the most accurate Tran-
Blaha modified Becke Johnson exchange potential. CuGaSe2 supercell constructed
of a 2 × 2 × 2 dimension. The electronic properties of CuGa0.875B0.125Se2 are
investigated by analyzing its energy band structure and density of states. Our investi-
gation represents that the CuGa0.875B0.125Se2 have direct band gap nature with band
gap value of 0.82 eV. The optical properties of CuGa0.875B0.125Se2 are explained
through some parameters like dielectric function, absorption coefficient, reflectivity,
and refraction.

Keywords Density functional theory · Optical properties · Super cell

1 Introduction

Since the earth is suffering from the energy crisis from the last few years and
currently it is one of the leading issues and increasing rapidly as on increasing
the world’s demands [1]. Solar energy is a huge source of renewable energy, and
it is a clean source of energy and used for the generation of electricity [2, 3]. Now
a days the researchers emphasize on finding a efficient material used in solar cell
for the maximum utilization of solar energy. A renewable energy resource is a key
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source for photovoltaic technology. Several research works have proved that the
main energy source for the future is solar photovoltaic energy conversion. Solar
energy exhibits inexhaustible, renewable characteristics. Chalcopyrite compounds
are investigated currently due to their various optoelectronic applications such as
light-emitting diodes, and solar cells. [4, 5]. In the past decades, I-III-VI2 types of
chalcopyrite compounds have been paid a lot of attention as their exhibit the property
of a good absorber for the solar cell [6, 7]. The ternary semiconductor copper gallium
diselenide CuGaSe2 is composed of the group I-III-VI2 family and is applicable as a
good absorber layer for solar material. CuGaSe2 belongs to this favorable chalcopy-
rite compound because of its wide band gap and high value of optical absorption
coefficient. This compound has almost all the qualities required for solar cells. The
material used in photovoltaic is considered on the basis of its band gap value, elec-
tronic and optical properties. There are various theoretical and experimental studies
based on structural and optoelectronic properties of pure and doped CuGaSe2 thin
film. In experimental studies, Koteski et al. [8] have been presented a study on Ge
doping on CuGaSe2. Ishizuka et al. [9] have been investigated the effects of post-
deposition treatment of light and heavy alkali-halide on CuGaSe2 thin-film solar
cells. Kikuchi et al. [10] have been investigated Ga2O3/CuGaSe2 hetero-junction for
visible light sensors. Ishizuka et al. [11] have been synthesized CuGaSe2, polycrys-
talline thin films which are used as top cells in tandem structure for photovoltaic
devices. Weiss et al. [12] have been prepared precursor Ag-doped CuGaSe2 for thin-
film solar cells and observed that as optical properties completely changed and its
radiative transmission occurred at 1.61 eV. Theodoropoulou et al. [13] have been
studied the properties of germanium-doped CuGaSe2 films by Raman spectroscopy.
Ullah et al. [14] have been prepared CuGaSe2 polycrystalline thin-film absorber
by electrodeposition process for photovoltaic applications. Rusu et al. [15] have
been investigated the CuGaSe2 thin-film transport properties as a function of the
absorber composition. In theoretical studies, Bikerouin et al. [16] have investigated
the effect of lattice deformation on electronic and optical properties of CuGaSe2
by implementing ab-initio calculations. Dergal et al. [17] studied the structural and
optoelectronic properties of 3d transition metals-substituted CuGaSe2 through the
first principle method. Xue et al. [18] have been carried out the CuGaSe2 up to 100
GPa based on density functional theory. Khan et al. [19] reveal the impact properties
of aluminum-doped CuGaSe2 thin-film flexible solar cells through a DFT study, and
the obtained band gap value is 1.27 eV. Fan et al. [20] has been studied the Sn-doped
CuGaSe2 thin films, structural and optical characteristics for solar cell by VSAP
method. Present work for investigation of properties of boron-doped CuGaSe2 is
inspired from Khan et al. work [21].

2 Computational Details

In this section, firstly we investigated the structural properties and then calculated
the optoelectronic properties of B-doped CuGaSe2 by using a first-principles theory
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based on the density functional theory under the theoretical simulation process that
executed in the wein2k code [22]. Density functional theory is generally used for the
calculation of electronic structure of system containing many atoms or a complex
system. It is based on the theory of electron density. Here, wein2k code used for
the solution of Kohn–Sham DFT equations with high level of accuracy. It provides
useful results for the study of various materials. Firstly, supercell is derived from the
tetragonal CuGaSe2 structure and then the dilution proposed here, on substituting
B atom in a Ga atom position inside a CuGaSe2 supercell. We computed 12.5%
dilutions of the B dopants inside the CuGaSe2. For calculation supercells of size 16,
16 and 16 atom cells were carried out. Calculations and densities of states (DOS
and PDOS) for boron dilution on host compound were carried out using the DFT
wein2k code. For this purpose, we have taken the lattice constant a = b = 5.596Å,
c = 11.004 Å from the already reported work et al. [23]. By using the standard
structure of CuGaSe2, we constructed a super cell of dimension 2 × 2 × 2, which
alter the structure into monoclinic B-base centered having 5(C2) space group. The
lattice structure of B-doped CuGaSe2 along with the Brillouin zone is presented in
Fig. 1a–b. For the achieving the maximum accuracy in the calculations, we also
consider some other parameters as an input, RMT × KMAX = 5, k points = 100, Gmax

= -12 and lmax = 10. For the separation of the core and valence states, consider value
of energy is –6.00 Ry. The atomic positions are set as Cu (0, 0, 0); Ga (0.5, 0.5, 0.0),
and Se (0.25, 0.25, 0.125).

Fig. 1 CuGa0.875B0.125Se2, a lattice structure and b Brillouin zone
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3 Results and Discussion

3.1 Electronic Properties

The physical characteristics of a material depend mainly on their electronic struc-
tures. So in this section, we have calculated the electronic band structure, band gap
and density of states spectra for the CuGa0.875B0.125Se2 compound using TB-mBJ
exchange–correlation potential. Here in Fig. 2 for the first Brillouin zone, we plotted
the energy band structure along the highly symmetry momentum points G → B
→ C → E → V → Z and their coordinates are (0,0,0); (0.5,0,0); (-0,-0.5,-0.5);
(0.5,0.5,-0.5); (0,0.5,0); (0,0,0.5), respectively. As illustrated in Fig. 2, the Fermi
energy level is at 0 eV, and the observed energy band gap, i.e., gap between the
maximum of valence band and minimum of conduction band is 0.82 eV. This band
gap value proves that CuGa0.875B0.125Se2 compound is semiconductor in nature. We
observed from our band structure calculations that the valance band maxima and the
conduction band minima both lies at G-Z, k points which confirmed its direct band
gap nature. The evaluated energy band gap value for CuGa0.875B0.125Se2 is 0.82 eV.
Hence, we can say that CuGa0.875B0.125Se2 is a semiconductor compound having
direct band gap nature. In Table 1, there is a comparison between band gap values
of different-different-doped elements.

Fig. 2 Electronic band
structure of
CuGa0.875B0.125Se2 by using
the TB-mBJ
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Table 1 Band gaps in the
chalcopyrite compound
CuGaSe2 with and without
doping

CuGaSe2 Band gap (eV)

Pure 1.16[23]

Al-doping 1.27[19]

Si-doping 2.21[17]

Ge-doping 1.89[17]

Sn-doping 1.86[17]

Ag-doping 1.61[12]

B-doping (our work) 0.82

The DOS spectra are used for the explanation of the energy distribution of occu-
pied electrons at each energy level, which depict the formation of band. For the
explanation of the distribution of energy of occupied electrons at each energy level,
we lay the DOS spectra, in Fig. 3 for the description of the band formation.

From Fig. 3, we observed that three bands are forms from the energy value -8
to 6 electron volt. The first band, i.e., core band, lies from nearly -8 eV to 3.18 eV,
the second band is valance band -2.13 eV to 0 eV, and the last band is conduction
band from 0.82 to 6 eV. In valence band, state ‘d’ and ‘s’ of Cu and Ga contribute,

Fig. 3 Density of state
spectra of
CuGa0.875B0.125Se2

D
O

S 
(S

ta
te

s/
eV

) 

-8 -6 -4 -2 0 2 4 6

Energy (eV) 



788 S. Sharma et al.

and in core band, contribution is of ‘p’ and ‘s’ state of B and Se. The gap between
the valence band and conduction band is equivalent to the observed band gap that
calculated from Fig. 2. The achieved band gap of CuGa0.875B0.125Se2 semiconductor
depicts that the compound is acceptable for the photovoltaic applications.

3.2 Optical Properties

In this section, we explored the complete optical behavior of CuGa0.875B0.125Se2 to
investigate its utility for the optoelectronic applications. The plotting of the curve for
dielectric tensor, absorption, reflection, and refraction has been done for the illustra-
tion of the optical properties of CuGa0.875B0.125Se2 which are represented in Figs. 4a,
b, 5 and 6. The calculation of optical properties of compounds requires detail study
of frequency-dependent complex dielectric function ε (ω). It has two components,

Fig. 4 a Real and, b imaginary dielectric tensor spectra of CuGa0.875B0.125Se2

Fig. 5 Absorption spectra of
CuGa0.875B0.125Se2
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Fig. 6 a Reflectivity spectra, b refractivity spectra of CuGa0.875B0.125Se2

perpendicular component and parallel component. We have selected mBJ calcula-
tions for investigating the optical behavior of CuGa0.875B0.125Se2 compound since it
is themore accurate one. In Fig. 4a, b the real and imaginary components of dielectric
tensor ε (ω) are plotted for analyzing its variation with energy of the electromagnetic
radiation. Figure 4b represents the imaginary part of dielectric function ε2 (ω), and
its imaginary part ‘ε2 (ω)’ is helps to understand the transitions that occurs between
occupied and unoccupied state.

The optical characteristics of compounds are important for show casing the
compound for optoelectronic devices. Here, we explain the optical response of any
material by using complex dielectric function, absorption coefficient, reflectivity,
and refraction produce by the compound. The obtained absolute value of real dielec-
tric tensor spectra at 0 eV is 6.13. The peaks (2.93, 4.5, 6.16 and 7.07 eV) appear
in imaginary dielectric tensor spectra which describes the transition of free elec-
tron from valence to conduction band. Figure 5 represents the spectra of absorption
coefficient which is used to explain about the extent of absorption of material for
the incident photon, and the calculated value of integrated absorption coefficient is
113 (×104 eV/cm). Figure 6a, b represents the reflectivity and refractivity spectra
of the CuGa0.875B0.125Se2 compound, and their values are at 0 eV is 3.85 and 7.21,
respectively. Hence, we concluded that these calculated values make the compound
CuGa0.875B0.125Se2 suitable for optoelectronic applications.

4 Conclusion

In this paper, the electronic and optical properties of CuGa0.875B0.125Se2 are calcu-
lated through theoretical simulation DFT which operated in Wien2k package. The
energy band gap, its structure, density of states (DOS) spectra, and optical properties
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calculations are performed by using TB-mBJ exchange–correlation functional for
attaining more accuracy in band gap value. The obtained value of band gap from
band structure signed that CuGa0.875B0.125Se2 exhibits a semiconductor nature. The
optical spectra certify the anisotropic nature. The absorption spectra prove the utility
of compound for optoelectronic devices, and DOS spectra reveal its direct band gap
nature.
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