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Chapter 1 )
Redesign and Analysis of Cargo ez
Containers for Delivery Drone

Applications

Shivanshu Mishra, Vishal Kumar, Abdul Gani, and Faisal Shameem

Abstract Drone or octocopter drone is a new generation innovation that can perform
operations like surveillance, media, etc. with ease setup and cost-efficient. The
delivery drone is the upcoming evolution in the field of engineering. The design of
cargo containers attached to drones affects the parameters like the speed, efficiency,
dynamics, and controls. The present work proposes a modified elliptical-shaped
design instead of a regular rectangular cargo container. For lightweight and dura-
bility, carbon fiber as a material is also proposed. The shape was analyzed through
computational fluid dynamics technique by using Ansys. The results of the study
showed that the new ellipse shape design of cargo container is more practical to use
in high-speed operation and results in increased efficiency of the system like drone.

1.1 Introduction

The advancement in today’s technology has extended the boundaries of drone tech-
nologies. The major application of drones is in military, civil, and agriculture services.
Due to its wide applications, drones are now used for delivery purposes to solve effi-
cient and reduced delivery time problems [1]. The major advantage of drone is they
can cut short 80% of delivery time compared to ground vehicles based on their
flexible routes and parallelized operations [2]. Due to their cheap, flexible, and fast
delivery drones can bring revolution to delivery department.

The shape and size of the cargo container in delivery drone play a vital role in
overall efficiency of the operation as most of the cargo containers are rectangular
in shape which occupies a huge air resistance at its surface making overall delivery
drone design less efficient. Some studies did airflow analysis on different structures
of freight vehicles and it has been observed that the streamline shape is most efficient
as air flows smoothly over the surfaces at high wind speed operation [3]. The main
demerit of an ideal rectangular shape cargo container is that at high-speed operations

S. Mishra () - V. Kumar - A. Gani - F. Shameem
School of Mechanical Engineering, Galgotias University, Gr. Noida, India
e-mail: mishrashivanshu.26 @gmail.com
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the container becomes heavily unstable and limits the operational speed [4]. There-
fore, we redesign the structure of cargo container into an ellipse shape, changed the
material of construction to make it durable- lightweight, and carried out CFD anal-
ysis to know the results with respect to efficiency, control, and dynamics. The new
design is separated into three different storing sections to utilize space and maintain
equal weight distribution during operation.

1.2 Literature Review

The advancement in today’s technology has pushed the boundaries of drone appli-
cation; drones when attached to a cargo container can deliver various products in
less time and more efficiently [5]. If we consider suburban areas and compare deliv-
eries by a truck-only delivery and truck-drone delivery we see that the truck-only
delivery is very advantageous economically [6]. Thus, it is important to study the
drone characteristics and airflow analysis to be economical. Changing the design of
light UAVS has resulted in more stability and performance [7]. These days drones
can also perform their operations in automated modes with high velocity where their
operation paths are predefined, Path generation is achieved by a unit quaternion
curve and an associated parallel transport frame in the interactive process. [8]. But,
it is important to select the specific type of drone for the delivery operations with
respect to weight of cargo as more the number of motors and blades it has the more it
consumes power, therefore, a study was conducted on octocopter drone and dodeca-
copter drone with, without periodic disturbance and it was observed that octocopter
is more stable than dodecacopter without disturbance [9]. Hence, we can choose
octocopter application for delivery drones.

The aerodynamic characteristic of the cargo container plays a major role in
stability and performance parameters in delivery drones. A study on freight wagon
was done where airflow analysis was done on the freight wagon the Reynolds number
of the flow came out to be 10° [10]. Such shape containers with slung load are
subject to massively separated unsteady flow and are limited by stability to opera-
tional airspeeds well below the power-limited speed of the configuration [4]. Thus,
we believe there needs to be change in design of cargo containers for high-speed
delivery applications. The shape can withstand the high-speed drag, giving more
stability and dynamic controls. Cargo can be highly unstable while in motions and
needed to be tied up for so but, locking and unlocking cargo can consume more time
hence, we can use baffle at different intersections of container to reduce the insta-
bility of cargo similar to baffle used in liquid containers which reduces the amplitude
of fluid slosh in partly filled tanks [11].
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1.2.1 Proposed Design

The design is developed on Autodesk software, the conventional design of cargo
section is rectangular shaped so we modified it to give the cargo section a shape of
an ellipse (Fig. 1.1). This design is aimed to minimize resistance and drag caused
by air thus making cargo section more aerodynamic and will eventually enhance the
productivity of the drone to carry out the delivery operation in a less time and power.

The exterior of the design is developed like an ellipse shape as it has very less air
resistance, the front and back edges have smooth (Fig. 1.2), which helps in creating
aerodynamic path and increases controls due to less air resistance.

The interior of the cargo section is divided into three parts namely cargol, cargo2,
cargo3 separated by baffle (Fig. 1.3). We have divided it into three parts because by
separating each compartment the weight distribution will be balanced and there will
be less chances of instability while in motion.

Fig. 1.1 3D view of
proposed cargo container

Fig. 1.2 Top view of
proposed cargo container for
drone application
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BAFFLE Door
| e— |
1 J
I
Cargo Area 2 Cargo Area 1 : Cargo Area 3
foe!
a

Fig. 1.3 Interior of proposed cargo container for drone application

Fig. 1.4 Bottom view of
proposed cargo container for
drone application

The cargo areas 2 and 3 are built to store small or lightweight goods whereas
cargo area 1 has large storage area for large heavy goods. They both have separate
doors for loading unloading cargo situated at top. The interior of the new design
consists of single door situated between the cargo area 1 and 3 and also performs as
baffle between the surfaces (Fig. 1.3). The door lock mechanism and stopper will be
situated at top and bottom of cargo area 1. Additionally, user can construct an area
on top of cargo area 1 to mount the container and drone. The top view of the design
is replica of bottom view shown in Fig. 1.4 and the back view of the design is replica
of front view of design shown in Fig. 1.5.

1.2.2 CFD Analysis

We carried out computation fluid dynamics (CFD) analysis on ANSYS 2021 soft-
ware. Table 1.1 shows the analysis parameters. The design was exported to ANSYS
for simulation results. The airflow analysis was performed with Air as inlet mate-
rial, we first exported the design and various geometry were set which provided the
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Fig. 1.5 Front view of
proposed cargo container for
drone application

Table 1.1 Analysis

parameters Velocity formulation 30 m/s
Viscous model k-omega
Time Steady
Flow Fluent
Material Air

Boundary conditions

Inlet velocity—30 m/s
Pressure outlet—1 atm

Number of nodes 44,758

Number of elements 187,788

Enclosure dimensions Length 12000 mm
Breadth 4000 mm
Height 2000 mm

Inflation 10 layers

Element size

Minimum 0.2 m
Maximum 0.5 m

Converge

140 iterations

enclosure. Meshing was done and various input parameters were given mentioned
below for simulation result.

In computational fluid dynamics, the k-omega (k—-w) turbulence model is a
common two-equation turbulence model that is used as an approximation for the
Reynolds-averaged Navier—Stokes equations (RANS equations). The model attempts
to predict turbulence by two partial differential equations for two variables, k, and
w, with the first variable being the turbulence kinetic energy (k) while the second
(w) is the specific rate of dissipation (of the turbulence kinetic energy k into internal
thermal energy). This design required SST k-omega turbulence model to calculate
the value of lift force and drag force.
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The two-equation model (written in conservation form) is given by the following:

k d(pujk d kY ok
a(PK) £ 2P p g+ | (4 PR ) 2R
at 0xj 0xj o ) pxj

where,

1 /0uj Juj
i L(ui o
Y <8xi + 8xi>

1.3 Result and Discussion

Figures 1.6, 1.7, 1.8, 1.9, 1.10, 1.11, and 1.12 are derived from airflow simulation
and we can see that the graph stables up after peak of air which shows the lower air
resistance on surfaces.

Fig. 1.6 Pressure contour line with respect to Pascal

Fig. 1.7 Velocity contour lines with respect to kilohertz
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o s
Fig. 1.8 Velocity streamlines with respect to kilohertz
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Fig. 1.9 Scaled residual plot, where x-axis is number of iterations and y-axis is equal to residuals
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Fig. 1.10 Lift force plot, where x-axis is number of iteration and y-axis is equal to Coefficient of
lift

Figure 1.6: In CFD-POST, the figure shows the pressure magnitude by the means
of contour lines dawn on a physical body. The pressure values have been maintained
at constant atmospheric pressure. The difference in contour lines and its color clearly
shows the pressure difference at inlet and outlet.
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Fig. 1.11 Drag coefficient plot, where x-axis is number of iteration and y-axis is equal to coefficient
of drag
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Fig. 1.12 Air inlet and outlet inside enclosure

Figure 1.7: In CFD-POST, we can see the velocity difference of air at inlet and
outlet. The inlet velocity has been set to be 30 m/s while at outlet the velocity is set
to default. The velocity of air at inlet will be much more than the velocity at outlet.
The difference has been demonstrated with the help of contour lines.

Figure 1.8 shows the flow of massless particles through the entire domain to show
the velocity difference at different points on the domain.

Figure 1.9 directly quantifies the error in the solution of the system of equations,
as it measures the local imbalance of conserved variables in each control volume.
The graph represents the residual value of every cell solved equation.

Figure 1.10 is the lift force graph, as the graph stables up after some readings it
specifies the lift performance of the new design.

Figure 1.11 is the drag coefficient plot which specifies the air resistance on the
surface; the graph gets constant after the initial force, i.e., air gets diverged through
first phase of air, increasing the aerodynamic of design. Figure 1.12 is the plot of
fluid flow from inlet to outlet, in the figure the blue arrow shows the direction of fluid
through inlet section under the enclosure section and red arrow specifies the outlet
of fluid.
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1.4 Conclusion

From the CFD results, we can say that the newly designed shape of cargo container
for drone application is more practical to use as the new design results in less drag
due to its curved shape from front and backside which helps in resisting air to a great
extent, the new material of construction which is carbon fiber make design durable
and helps in decreasing weight.

When the design comes in contact with high wind it becomes aerodynamic and

its controls increase, the easier it is for a drone carrying cargo to move, the less
energy the system needs making it a valuable part for delivery drones operating at
high speed.
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Chapter 2 )
The Opportunities and Challenges e
of Implementing Green Internet

of Things (IoT) Towards Energy Saving
Practices in the Current Environment

Sonali Vyas, A. Narasima Venkatesh, Purnendu Bikash Acharjee,
Satish G. Jangali, Charanjeet Singh, and Zarrarahmed Z. Khan

Abstract The application of internet of things is considered as one of the key corner-
stones in the new fifth generation network, it is estimated that more than 40 billion IoT
devices will be in place around the work by 2025. The current focus of government
and non-profit organisations revolves around implementing energy saving practices,
emission of carbon and managing the ecology for sustainable future. The basic objec-
tive of Green IoT is to reduce the emission of harmful greenhouse gases and other
toxic pollutants, support the government and other stakeholders in conserving the
environment and reduce the power consumption. The adoption of the various tech-
niques through Green IoT will lead to creating better and sustainable environment.
The Green [oT enables in applying efficient procedures which enables in facilitating
the reduction of the harmful substances and to enhance sustainable ecology for the
future generation. The smart environment is the one which is focused in leveraging
the IoT services, enable in deploying the resources effectively and use the resources
so that the energy can be used effectively. This paper attempts to provide the enhanced
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opportunities and critical challenges in implementing the Green IoT towards energy
saving practices. The Green IoT enables in indicating the application of critical prac-
tices for green environment and also supports in saving more cost and energy. This
enables in offering systematic solution which will create sustainable growth for the
community and also enable in addressing the societal challenges effectively.

2.1 Introduction

The current environment is evolving rapidly due to rapid changes made in technology
and Internet. The world is now seeing a faster change in the broadband connections
as more individuals’ businesses and others are adopting to install such devices due to
cheaper cost, faster connectivity and perform business through online. It is noted that
there is an exponential increase in the usage of devices which are being connected
through Internet which has evolved in creating Internet of Things (IoT). The IoT is
mainly driven through the expansion of usage of Internet and connecting the devices
so as to provide smarter services to the community, business and individuals [1].

The IoT tends to state the various technologies which are supporting in enhanced
connectivity around the world over the physical objects. The IoT can support in
sensing the environment, collect data and information from various sources, collab-
orate with other systems so as to provide the needed services to the stakeholders.
The IoT has now become more powerful as there is a growing usage of various
systems, understand the environment and respond promptly so that the individuals
and business tend to achieve their goals.

The Green IoT focuses in enhancing the efficiencies related to energy usage
through the application of different technologies and tools related to IoT. This concept
is defined as the application of effective tools which either enable in reducing the
greenhouse effects based on existing application or to eradicate them using the
resources. Many organisations across the industries and government are focusing
in implementing Green IoT for enabling in reducing the greenhouse gases. Various
technological solution was stated which covers usage of sensors, software-based
tools, cloud computing, application of integrated circuits, smart metering devices
etc. which will enable in analysing the usage of electricity, compute the emission of
greenhouse gases and suggest measures which will enable in reducing the energy
usage efficiently.

The IoT has emerged as a comprehensive tool in the recent years which supports in
enhancing the overall quality of creating products and services, enable in enhancing
the quality of human life and creating better environment through reducing the emis-
sion of harmful gases in the atmosphere [2]. The application of IoT focuses in creating
a platform which enables in collaboration of various systems, appliances, applica-
tion and systems so as to enhance communication, enable in interconnectivity among
different devices which supports in performing jobs with more accuracy by commu-
nicating and sharing information over the network. IoT has been recently focused
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in creating better homes, smart cities, enhancing operational activities in the manu-
facturing companies, reducing the usage of power in factories, warehouses, quicker
transportation so that fuel can be saved and in other areas.

The team IoT focuses in stating the various tools and technologies which has
been applied for enhancing global communication and connectivity through phys-
ical products and objects. The projects used by IoT tend to analyse, sense, collect
and transmit the information among each other which enable in taking quicker deci-
sion making for the management and individuals. In creating a cleaner and greener
environment, Green [oT is being applied in order to understand the usage of power
and electricity, enable in reducing the emission of greenhouse gases and support
the environment [3]. The major issues facing globally is the climate changes, many
governments, organisations and non-profit enterprises are focusing in using various
tools and technologies in order to reduce the carbon footprint, enable in creating
better and cleaner environment. The IoT can support in analysing the daily usage
of power and fuels, create better intelligence which enable in connectivity with the
physical world and support in reducing the usage of fuels and power in an efficient
manner, which results in lessening the emission, minimise cost and stop the climate
change in an efficient manner (Fig. 2.1).

Fig. 2.1 Application of
Green [0T. Source Albreem
et al. [2]
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2.2 Review of Literature

Jiet al. [3] discussed various techniques and techniques that can be used to achieve
IoT energy efficiency, but did not discuss system models specifically designed for
green IoT [4]. Gadreet [5] compared the energy consumption of cloud computers
and computers in different scenarios and concluded that choosing the right models
for the situation would be the best choice. In addition, their models do not take
into account quality of service (QoS), which in some cases can further increase
energy consumption. Green technology for IoT implementation has been devel-
oped in different sectors, while maintaining the quality of services [6-9], with a
special focus on Green IoT solutions. They did not discuss data centres and cloud-
based computers, as well as their green solutions that form the backbone of the
IoT network. In the ideal load balancing framework [4], it evaluates the workload
of different servers in different locations with renewable energy producers, taking
into account server resource consumption, energy costs and so on. For green, scal-
able 10T, an optimization model and a low-power algorithm enable the model to
work energy efficiently. The results show that good energy efficiency levels can
be achieved with separate network environments. However, the experiments were
performed at only 15-20 knots. Therefore, they must be distributed over a large
network to achieve valuable energy efficiency results. IoT is used in various indus-
tries. Due to the robustness and scalability of the IoT, the medical industry has
also decided to store patients in real time [10, 11]. Another strategy that can be
adopted to achieve energy efficiency and reduce carbon dioxide emissions is the
adoption of basic habits through which we can reduce energy consumption in our
daily activities. Although this is a small-scale measure, the addition of small proper-
ties around the world can make a big difference [12—14]. One way is to monitor the
energy consumption habits of offices, homes and industries with automatic systems
and then reduce energy loss during our daily routine tasks. However, it cannot rely
too much on this technology, but we can still save a lot of energy [12]. The TREND
project collects energy consumption data, evaluates energy saving opportunities from
technology, protocols, architectures and experiments with new approaches. It also
contains training programmes to promote the green network, i.e. GreenNet. The
EARTH project studies the energy efficiency of wireless communication systems. It
focuses on theory and the practical constraints of today’s energy efficiency to develop
anew generation of energy efficient equipment, development strategies and network
management solutions to ensure quality of service (QoS). The IEEE Communica-
tions Society has also established a Green Subcommittee on Communication and the
Green Computer (TSCGCC). TSCGCC works with the development and standard-
ization of energy-efficient computers and communication. It offers opportunities to
interact and exchange technical ideas, identify R&D challenges and collaborate on
solutions for the development of green communication technology, efficient in terms
of energy and resources and environmentally friendly computers [2].

The Internet Academy of Things (IOTA) is London’s leading company for
improving air quality. IOTA is experimenting with sensors and other technologies



2 The Opportunities and Challenges of Implementing ... 15

to improve air quality in London. The solution proposed by IOTA is the BuggyAir
project. IOTA wants sensors in prams that measure pollution at street level and
register data. The car’s GPS gives an exact indication of the pollution level [1].
Using IoT technology can make air pollution control less complicated and help you
better understand the environment.

2.3 Research Methodology

The main purpose of the study is to understand the opportunities and challenges
in implementing the Green IoT for implementing energy saving practices in the
environment. The implementation of 10T is fast changing and many organisations,
government and individuals have started to realise the potential benefits of imple-
menting IoT in safeguarding the planet for the next generation [6]. This study is
more conceptual in basis as it focuses in analysing the opportunities faced by the
individuals and companies in implementing Green 10T for energy saving practices,
the study applies qualitative study so as to understand the merits and challenges
faced in implementing the technology. The researchers collate the information from
various journals, online publications covering EBSCO, Google Scholar, published
thesis, government reports in order to prepare the study [7].

2.4 Critical Discussion

The data centres are considered as the core aspect in order to implement Green IoT
in the organisation and residential areas, the data centres enable in analysing the
power consumption through analysing the external environment. The servers tend to
analyse the temperature in the external environment and continuously sends data to
the servers which are processed quickly and the temperature inside the premises are
adjusted so as to prevent the usage of electricity efficiently. This architecture tends to
require orchestration agent so that the servers receive reliable information, process
them and adjust the temperature so that appropriate temperature can be maintained
thereby supporting in energy usage.

The sensors are another effective tool which tend to conserve unnecessary usage
of energy, the sensors tend to analyse the number of individuals available in the room
or building premises and provides the signal in controlling the temperature so that
the energy can be saved. With the implementation of embedded server there is a need
to ensure optimal data collection and analysis, which supports in taking quick and
informed decisions [3] (Table 2.1).

The wireless smart network is one of the effective IoT tool which enable in creating
energy efficient measures and leads to creation of Green IoT in the modern business
environment, the researchers has applied access control with WSSN which enhances
the communication between the system and thereby decreasing the consumption
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Table 2.1 Critical elements of Green IoT

S. No. | Elements Description

1 Documentation Documentation of gathering the critical information from
the point of activity

2 Sensors Detection of different categories of data and moving them to
data warehouse for further processing

3 Enhanced communicating | Various communication tools are implemented for better
collaboration

4 Hardware processing Collaboration of various hardware tools for processing the
data

5 Semantics Information aggregation, extracting historical information

so as to predict the future requirement

Source Gadre [5]

of energy, which leads to lowering the cost and protecting the environment effec-
tively. The access control protocols need to be evaluated so as to analyse the energy
consumption targets of the business and can provide ways to achieve them, hence
they are highly flexible in nature [14].

The application of Green IoT possess various opportunities and challenges in
business and home, they are presented as follows.

2.5 Opportunities

There is an increased awareness among the individuals, business leaders and others
in protecting the environment for the next generation, enhance the efficient usage of
energy and other resources. It is stated that instead of focusing on fossil resources or
other related energy needs, the future energy needs are mainly based on renewables
resources as it offers cleaner and green energy, protect in emission of harmful gases
and support in stopping the adverse effects on climate change. The future electric grid
is focused to be more flexible as it can support and balance the power fluctuation,
enable in controlling the energy resources, reducing the cost of consumption and
protect the environment [13]. Furthermore, it is noted that the implementation of
Green IoT offers more opportunities like increasing the quality of life, lowering the
cost of energy usage, reducing the latency and power fluctuation, creating greener
environment, manufacturing of smart grids etc. Green IoT enable in collating the
consumption of energy, analyse the future energy needs and plan wisely so that the
requirement is met in a sustainable manner, the implementation of Green IoT can
collaborate and communicate with different ICT (Information and Communication
technologies) for meeting the energy protocols efficiently (Table 2.2).

The Green IoT is used in waste management as it is a vital issue related to envi-
ronment, there is an increased cost in recycling the waste without creating adverse
impact on the environment, hence through RFID reader, sensor etc. companies tend
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Table 2.2 Different Green IoT approaches

S. No. | Major technology | Main purpose

1 Data centre Analysing the workload, distribute them efficiently for better
consumption

2 Sensors Water metering, minimising the processing etc.

Smart buildings Creating smart meters for better interaction with the grids and

utility companies

4 Integrated circuits | Enabling in reducing the network traffic, enable in reducing the
energy fluctuations etc.

5 Cloud computing | Predicting energy consumption, tracking various types of energy
consumption

Source Arshad et al. [1]

to apply Green IoT in analysing the nature of waste being sourced in the society and
take appropriate steps in managing them effectively.

Furthermore, smart water metering is installed so as to measure the quality of
municipal water being provided to the citizens, enable in measuring the quantity of
water being consumed and position them appropriately so as to maximise the benefits.
Smart metering and other IoT tools are used which will provide necessary alarm on
the emission of greenhouse gases in the manufacturing facilities, warehouses, supply
chain management system etc. This enables in applying novel methods to reduce the
emission and focus in generating more carbon credits [5]. The organisation is now
focusing in adding more carbon credits as part of sustainable goals, hence Green IoT
supports the management in analysing the overall energy usage, identify the emission
in different process and supports the organisation in identifying ways to enhance the
carbon credit.

The opportunities of Green IoT in the residential sectors are also immense,
the property owners can implement IoT tools in order to track the overall energy
consumption, the equipments which are consuming more energy and the measures
which can be taken in order to save the energy and money [2]. The IoT tends to collab-
orate with solar panels, batteries etc. which enables in using the appropriate energy
sources so that the energy consumption can be optimised. Moreover, the individuals
can also implement water sensors in their bathrooms and kitchens which enables in
using lesser water resources, maximise the rain water harvesting and check if any of
the taps are left open so as to save water [9].

Manu households are now looking to install batteries, solar panels apart from
the conventional energy, hence smart metering can be installed in the household
for managing the energy sage. Smart metering support in two ways communicating
between the meter and the utility companies, enable in measuring the total consump-
tion through traditional meters, support in providing specific information related to
the energy usage and also take steps in maximising the usage of energy in efficient
manner, this will support in reducing the energy bills and carbon emission.
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2.6 Challenges

The IoT is a cutting-edge tool and can support in revolutionising the business and
household in enhancing the energy usage, however the technologies are faced with
certain challenges. One of the main challenges in the awareness among the individuals
in using the system, there are various IoT tools and each of them tend to support for
each need and requirements, hence choosing the appropriate 10T is a challenge [10].

There is a constant communication between the sensors and systems placed in
controlling the temperature which may lead to increased energy usage rather than
controlling them. Moreover, the interconnectivity of the systems needs to be main-
tained in order to Green IoT to perform efficiently [12]. Though RFID needs lesser
unit of energy to pirate based on the needs and requirements, however RFID needs
to be active so as to support in implementing energy efficient methods, but when
millions of businesses and individuals tend to use such devices, the energy consump-
tion will increase and thereby impacting the environment. Hence, the data centres
need to focus in creating unique and low energy consumption-based RFID for easier
usage.

2.7 Conclusion

Today’s environment is changing rapidly due to rapid changes in technology and the
Internet. People today are experiencing a faster change of broadband as more and
more companies and others commit to distributing these devices due to lower costs,
greater connectivity and faster Internet activity. It is important to point out that there
was an exponential increase in the use of devices connected to the Internet, which
developed into the creation of the Internet of Things (IoT). IoT is primarily driven by
the use of the Internet and expanded device connections to deliver smarter services
to society, companies and individuals. The main objectives of the Green IoT are
to reduce greenhouse gases and other toxic pollutants, support the government and
other stakeholders in preserving the environment and reducing energy consumption.
Applying different technologies through Green [oT will lead to a better and more
sustainable environment. Green IoT enables the implementation of efficient processes
that help reduce harmful substances and improve sustainable ecology for the next
generation. The smart environment focuses on the operation of IoT services, enables
efficient resource development and uses resources to use energy efficiently.

The potential for Green IoT in the home sector is also enormous, with homeowners
being able to use IoT devices to track total energy consumption, which devices
consume the most energy and what can be done to save. Energy and money. IoT is
usually powered by solar panels, batteries and so on. It works by allowing you to use
the right energy sources to optimise energy consumption.



2 The Opportunities and Challenges of Implementing ... 19

References

13.

14.

. Arshad, R., Zahoor, S., Shah, M.A.: Green IoT: an investigation on energy saving practices

for 2020 and beyond. Special Section On Future Networks: Architectures, Protocols, And
Applications (2017)

Albreem, M., Alsharif, M.H., Yasin, M.N.M.: Green Internet of Things (GIoT): applications,
practices, awareness, and challenges. IEEE Access (2021)

Ji, O.A., Tolba, A.: Artificial intelligence-empowered edge of vehicles: Architecture, enabling
technologies, and applications. IEEE Access 8, 61020-61034 (2020)

Oliveira, M.C., Pinto, S., Gomes, T.: The future of low-end motes in the Internet of Things: a
prospective paper. Electronics 9(1), 111 (2020)

Gadre, M.: Green Internet of Things (IoT): go green with IoT. Int. J. Eng. Res. Technol. (IJERT).
ICIOT—2016 4(29)

Jain, A., Yadav, A.K., Shrivastava, Y.: Modelling and optimization of different quality charac-
teristics in electric discharge drilling of titanium alloy sheet. Mater. Today Proc. 21, 1680-1684
(2019)

Jain, A., Pandey, A.K.: Modeling and optimizing of different quality characteristics in electrical
discharge drilling of titanium alloy (grade-5) sheet. Mater. Today Proc. 18, 182-191 (2019)
Gupta, M.K.,Magdum, M., Baldawa, Y., Patil, S.: Smart water management in housing societies
using IoT. In: Proceedings of 2nd International Conference on. Inventive Communication and
Computational Technologies (ICICCT), Apr. 2018, pp. 1609-1613

Ebo, O.J.F., Taiwo, O., Olumuyiwa, B.A.: An enhanced secured IOT model for enterprise archi-
tecture. In: Proceedings of International Conference in Mathematics, Computer Engineering
and Computer Science (ICMCECS), Mar. 2020, pp. 1-6

Xu, W.L., Huang, J., Yang, C., Lu, J., Tan, H.: Artificial intelligence for securing IoT services
in edge computing: a survey. Secur. Commun. Netw. 2020, 1-13 (2020)

. Jain, A., Pandey, A.K.: Multiple quality optimizations in electrical discharge drilling of mild

steel sheet. Mater. Today Proc. 8, 7252-7261 (2019)

. Panwar, V., Sharma, D.K., Kumar, K.V.P, Jain, A., Thakar, C.: Experimental investigations

and optimization of surface roughness in turning of EN 36 alloy steel using response surface
methodology and genetic algorithm. Mater. Today Proc.

Kunal, A.S., Amin, R.: An overview of cloud-fog computing: architectures, applications with
security challenges. Secur. Privacy 2(4), €72 (2019)

Rahbari, Nickray, M.: Low-latency and energy-efficient scheduling in fog-based IoT applica-
tions. Turk. J. Electr. Eng. Comput. Sci., 1406-1427 (2019)



Chapter 3 ®)
Monitoring of Infrastructure oo
and Development for Smart Cities

Supported by IoT Method

Karri Rama Sai Reddy, Chundru Satwika, G. Jaffino, and Mahesh K. Singh

Abstract This manuscript presents a smart monitoring system dependent on a wire-
less system. This method used Zigbee to collect real-time information about an urban
environment. Here using the IoT-based communication for the long-term evaluation,
it can be used to monitor from any place. It is consisting of monitoring networks
and receiving terminals. Monitoring networks connected to streetlights as routes and
taxis nodes and give the address to each node. It is used for the identity of the traffic
on network. The system is designed to collect and send the data through the desig-
nated terminal in the form of a communication to their monitoring substation. The
system was implemented on real-time data for monitoring. The picture and data by
routing nodes. The sensor organized by Zigbee throughout the wireless system might
be inspired by the smart city infrastructure with the facilitation of the network. It
is will be smarter and more secure for society. This paper present how to work the
Zigbee and how creation and development of the Zigbee for smart cities.

3.1 Introduction

IoT network brings smart for the city as well as different areas for monitoring. The
monitoring of smart cities can be prepared by connecting sensors, lights, meters, etc.
The data to be collected from the sensors and it will be stored. The cities then use
the stored data to develop the infrastructure, public utilities, services, etc. An urban
area can be developed by IoT technology [1]. These are used insight collected from
that information to handle belongings, resources, and services professionally and
effectively. This contained information gathering from civilians, assets, as well as
device which are developed and examined to monitor and managed the different
things such as the traffic, hospitals, libraries, schools, colleges, information systems,
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crime detection, waste management, water supply networks, utilities, power plant,
transportation system, etc. [2].

This integrates the information and communication technology (ICT) and
different types of substantial devices are associated toward the IoT system. To opti-
mize the effectiveness of smart city operations and their services effectively. It allows
the city official to interact openly through equal communities and city infrastructure
to scrutinize. To improve the feature and presentation of the city services are used
to decrease the cost by using ICT [3]. This method enhanced the contact among
populace and government. The applications are urbanized to manage the city flows
and allow for real-time response [4—15]. It may be well organized to counter the
challenge by a simple “transactional” connection through their citizens. The expres-
sion itself ruins indistinguishable to its particulars and consequently, open to a lot of
presentation. It provides the capability to slightly monitor supervises and managed
the devices, as well as to create novel insight and actionable information commencing
huge stream of real-time information [16]. The major characteristics of a smart city
contain an important amount of data tools with combination of an exhaustive purpose
of data resources [15, 17].

There are some ways in which, this type of technology can be used worldwide
today, including following:

(a) Sensor’s detection shows the effect of seismic forces and these sensors build a
bridge to sense all seismic information [14].

(b) Sensors detected the foundation subsidence, wind forces, government offices
[13].

(c) Sensors also detected the persons inside the place to stay and manage lights,
heating, and air [12].

(d) Sensors are used to security with buildings government offices and more.

3.2 Literature Review

The tremendous changes in IoT base smart cities in 2014, in this era about the
problem of small cities example Ningbo construction; it gives various suggestions
about management and measure of main concern to promotion. It solves by using
some methods they are efficient investigation and explore with the investigational
analysis and synthesis. That is why so many countries take Ningbo as an example
to develop our countries [3]. The broad range of interrelated actuators and sensors
are available on different portable campaigns and smartphones and jointly distinct
as the IoT [4]. A row-based relational database management system is on the whole
option for information storehouse and it is used for online transactions. It is also
evaluated column and row performances; the purpose of this research is to analyze
the line of performance and support storage space scheme are different below the
data warehouse kind of DML queries [5]. The growth of the urban area in that turns
off the federated simulations model. If it is hand offered to turn then it will develop
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the urban area. That time presented that one can computerize the formation of code,
therefore accelerating the enlargement procedure for creating federation [6].

It represents that if the smart city a large of data will appear that we need large
data storage and it will focus on education, medical and transportation so on in
the construction of smart city [7]. In that smart transportation brings the form the
effect of carbon emissions that can be possible by following these three methods
they are (a) clarify the roles. (b) To choose the model of the platform. (c) By using
an iterative development model to design the product. In that way, we can reduce
the effect of carbon emission [8]. In the smart city, it is using the three integration
which one suggested above model for better improvement. The model of smart city
forms three perspectives that are, information perception, intelligent application, and
data infrastructure constructions. It is required to the smart city governance as traffic
congestion, etc. [9, 18].

The flight control system is called a fly by sensors control system, the system
associated with them in the flight operation such as their starting, landing, and voice
communication, etc. Zigbee wireless device network is aimed at any air vehicle by
the Zigbee wireless sensor to regularly monitor on control system [10]. Itis a different
network topology control problem that could be avoided by the smart city concept in
that use the tree standard, algorithms coverage, etc. [11]. The wireless sensor network
is used to create the small cities by creating this network. It is measured by various
parameters for improved city administration as well as control of urban traffic by
using IoT eliminates [12].

3.3 Methodology

The IoT contains smart sensors and uses other devices for their operation. It offers
new technical-related issues for urban areas to use IoT systems to manage the traffic,
environment pollution, better use of infrastructure and citizens safety, etc. Example:
IoT-based smartphones: The smartphone can easily carry anywhere it uses maximum
people all day. Smartphones use many tasks daily to connect with other smartphones.
Interaction with IoT in smartphone simply because anyone easily can use a smart-
phone daily. So it is easy to understand how to use IoT in a smartphone. Here
problem is not quite right with IoT-enabled devices, for example, your car got check
engine light problem we need professional mechanic but the diagnostic tool reads
the smartphone it is cheaper than professional mechanic to diagnose the problem.
The IoT-based smart city management system is shown in Fig. 3.1.

To bring the smart city we should have the following parameters: ubiquitous
connectivity and security and privacy.
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3.3.1 Ubiquitous Computing Technique

By using small internet-connected and low-cost computers to help everyday functions
in an automated way. Challenges presented by ubiquitous computing across the IoT
in systems and it helps to design, in system model, user crossing point design, modern
devices, digital audio-players, interactive whiteboards, radiofrequency recognition
tags, etc. Ubiquitous computing technique is shown in Fig. 3.2.

3.3.2 Security and Privacy

These are becoming a big challenge in the smart city-related applications cyber
security: cyber-attacks are two types of passive attack and active attack both. A
passive attack is used for dissimilar information of classification with some changes
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Fig. 3.3 Security and privacy based IoT system

in the possessions of the system. The security and privacy access through IoT is
shown in Fig. 3.3.

The major cyber-attacks that could happen in different smart city purpose with
briefly describe in this section as follow: traffic analysis, message modification, false
information, masquerading, eavesdropping, etc.

3.4 Result and Discussion

The main concept of the paper is to monitor a smart city by using IoT system. To
achieve this Zigbee wireless network plays a crucial role in building the smart city.
Before the Zigbee, used the “stack” but further some drawbacks in the “stack” to
implementation, so used the Zigbee concept.

In Zigbee so many advantages The Zigbee has a bending network structure. It has
high battery life and also low power consumption it is easy to install and implement.
It can support a large number of nodes approximately 6500. It has the low cost
compared with the above advantages but here in the system, some have drawbacks
also. Zigbee used in official private information is high risk and its low transmission
rate. The replacement with Zigbee can be costly and it cannot be used in the outdoor
wireless system due to short covering. It is not secure with compare to wi-fi.

1. Zigbee consists of basic remote reception terminal and monitoring system. The
essential monitoring structure consists of a variety of terminals and wireless
sensor network, Zigbee, 3-G, radio service is used in wireless sensors. For
example, the 3-G and GPRS are speared speedily and it is the low financial cost
but it faced the issues of instability wi-fi is connected very speed and low cost of
maintaining but reaching the wi-fi signal is limited. Zigbee is conversely could
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transmit in the long-distance but installation cost high large capacity. But we can
use Zigbee it is given more advantages with comparing with wi-fi they are easy
protocol, low-energy of the network, safe, reliable, and the capability of Zigbee
very strong. In this self-organization and self-healing to fit the Zigbee node into
the street lights to organize the basic monitoring network of smart city and the
remote receiving the environmental information Zigbee-based smart city shown
in Fig. 3.4.

Zigbee system is used to collect the information of the humidity, tempera-
ture, and succession of terminals of the street light system (see Fig. 3.5). The
data can be operated by the mobile monitor and control the applications. The
CC2530 sensor work dependent on the z-stack protocol is the fundamental unit
of constructing monitoring system of smart city on the street light. The carrying
of the basic unit then the sensor circuit is deployed on the street light. A total
smart city monitoring system is created which is the Zigbee wireless system to
convey data and receive the information from TCP protocol.

In this paper discussed the active taxis and road lights in the city. Zigbee knob
arranged, routes, top of taxis as well as co-ordinator install in the road lights then
solve the two problems, they are limited space and supply. The functions of the

.
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system: first gathering the illumination data through terminals nodes and show
how to work the street lights easily then informing the street light maintenance
team of defaults of street light and help them to solve problem, this Zigbee
light system is also used for telling the road traffic flow and local information
could offer the reliable and real data for the metrological management and traffic
management to help them arrange their assigned work shown.

The following important steps are required to implement the smart city:

Building the single-hop network.

Building the multichip network.

Verifying the transferred data.

Adding the GPRS/GPS modules to the system for mobile.
Developing the remote receiving server.

Provide the accessing of backup and data inquiry.

3.5 Conclusion

This paper represented building a smart city by using the IoT. It introduced smart
city locations, IoT-based taxis, and street lights. It also adds some more sensors for
multifunctional smart city IoT like real-time traffic and weather monitoring. The
taxis and streetlight network cover wide range and are systematic scattered and easy
to managed. Zigbee wireless sensor system is novel initiative for the construction of
smart city infrastructure. By using this system we can control and monitor devices
in a real-time manner from any place. So the Zigbee-based IoT system monitoring
the smart city is the tremendous change in this field. It is easy to handle remotely
with different applications at one time.
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Chapter 4 ®
A Review on Various Aerodynamics oo
Control Techniques

Shashank Malik and Faisal Shameem

Abstract The hiking in the fuel price is a great matter of concern. It is very necessary
to solve this problem, in a research it is found that 50% of fuel energy consumption
is due to aerodynamic drag. From the studies, it is observed that good aerodynamic
technique helps in the reduction of drag. In this paper, we review the researches
already done on reduction of drag by controlling the flow of wake atrear of the vehicle.
We take the studies done in last 10 years. In this paper, we take three techniques for
review i.e. passive (splitter plates, non-smooth surface, vortex generators), active
(blowing micro jets, suction) and coupled (the combination of active methods). It
is observed that all three models help in drag reduction with a broad variation and
passive control method found to be the best in all techniques because it requires no
extra energy expenditure, not required any input from user and very low in cost than
active control techniques.

4.1 Introduction

The rising fuel prices and the norms to control the greenhouse gases emission from
vehicles to stop global warming gives a lot of pressure on the engineers to improve the
designs of automobiles by taking aerodynamics concepts for increasing efficiency
of automotive. Aerodynamic drag is the field which consumes approximate half
energy of vehicle as a fuel. Thus, aerodynamic drag reduction is an interesting field
to overcome this scenario.

According to Hucho [1], the drag of an automotive road vehicle consumes large
part of fuel consumption and responsible for 50% loss of fuel energy during highway
speeds. Aerodynamics drag have mainly two components—friction drag on skin and
pressure drag. Among them pressure drag is responsible for 80% of total drag which
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mainly dependent on the geometry or design of the vehicle, because a separation
region made behind the vehicle called wake which determines the drag value.

4.2 Techniques of Drag Reduction

For the reduction in drag behind the vehicle, there are mainly two techniques used-

(a)

(b)

Passive technique—This technique is the cheaper technique among them
because in this the changing and modification done on the body design of
the vehicle at different locations like deflectors, flaps, spoilers etc.

Active technique—In this technique a separate device is attached which
requires energy to work like Jets, fluid oscillators etc.

There is also another technique which is made from the combination of active and

passive technique called coupled technique.

4.3 Literature Review

4.3.1 Review Based on the Passive Techniques

(a)

(b)

Splitter plates—The author Gillieron and Kourta, has done an investigation
on the use of splitter plates attached at rear side on the Ahmed body at 0.75
scales. This investigation was done in a closed wind tunnel of Prandtl type.
They take Reynolds number range Re = 1.0 x 10° to 1.6 x 10°. They found
28% direct reduction on vertical splitter plates at angle 0° [2—4].
They vertical splitter plate is shown in Fig. 4.1.

Vortex generators—The tiny dispositive used to change forms of vortex is
called vortex generators. These are broadly used in higher speeds to control
boundary layers. Various studies have been done on vortex generators, Kim and
Chen, researches on a minivan vehicle of low mass and achieved 2.8 % reduction

Fig. 4.1 Splitter plate on -

Ahmed body [4]
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Fig. 4.2 Vortex generators
installed on car [6]

in drag [5]. Rohatgi et al., investigated VGs on general motors small model
and got 1.24% reduction in drag [6]. Arya et al., done a research on passenger
car model and analyze done by Ansys CFX, they achieved decrement in drag
and lift of 8.7% and 12.8% respectively [7] (Fig. 4.2).

(c) Deflectors—Fourrie et al., have done an experiment on Ahmed body with
deflector installed on 25° slant rear angle. They did this experiment in a wind
tunnel with velocity between 16 and 40 m/s and Reynolds no. Re = 3.4 x
10° and 7.7 x 10° range. They achieved 9% drag reduction and the separation
region increases at rear window [8].

Hanfeng et al., studied about the deflectors installed on Ahmed body of
25° slant angle. The experiment was done in wind tunnel of low speed. They
take Reynolds number Re = 8.7 x 10° and the velocity of inlet is 25 m/s.
Deflectors installed on side and leading edges at slant part and achieved 9.3%,
10.9% and 10.7% with 1%, 3% and 2% width of length [9]. Raina et al., were
investigated deflectors at angles—25° to 60° with velocity 16 m/s and 40 m/s
on Ahmed body by CFD GAMBIT and fluent, they got 7% reduction of drag
[10] (Fig. 4.3).

Fig. 4.3 Deflector on Deflector
Ahmed body [9]
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Fig. 4.4 Tail plates model
[11]

Fig. 4.5 Non-smooth
surface Ahmed body [12]
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Tail-plates—Sharma and Bansal, has done a research on a passenger car model
by attached tail plates and simulation was done in Ansys fluent with model K-
epsilon of turbulence. The tail plates installed at roof on back side and back
bumper with 120° angle. They achieved 3.87% drag reduction and 16.62%
coefficient of lift [11] (Fig. 4.4).

Non-smooth surface—In this method a shape of golf’s ball applied on the
rear slant of Ahmed body. Yiping et al., have done a research on the Ahmed
body and find the effect of dimples on the back slant surface of Ahmed body.
They got the decrement of 5.20% drag coefficient by use of Kriging surrogate
model [12] (Fig. 4.5).

4.3.2 Review Based on the Active Control Techniques

()

Plasma actuators—Shadmani et al., have done an experiment to study the
effects of plasma actuators. They choose Ahmed body model with 25° slant
for their experiment. They perform the experiment in an open circuit wind
tunnel the plasma actuator were placed in the center of slant surface of Ahmed
body with inlet velocity 10 m/s and Reynolds number Re = 4.5 x 10°. They
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Fig. 4.6 Ahmed body with suction [14]
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found that the flow stick back to the surface by actuators and got 3.65%
reduction in drag [13].

Suction—Harinaldi et al., did a study on flow over the Ahmed body of scale
1:4 with 35° slant by using suction method on front side shown in Fig. 4.6. They
used both testing i.e. experimental and numerical. The suction and upstream
velocity were 1 m/s and 13.9 m/s respectively. By introducing suction, they
obtained decrease of 12.35% in turbulence intensity and increase of pressure
coefficient value 26.17%. In the numerical approach, drag reduction of 13.86%
obtained by means of suction while in experimental approach 16. 32% drag
reduction was obtained [14].

Moussa et al., come with an approach to find the parameters for maximum

reduction of drag. This approach was the combination of suction slit with
automatic modeling, orthogonal arrays and the computational fluid dynamics.
They choose SUV car model for fitting this suction slit with adequate location
of opening. From this experiment they found 19% decrement in aerodynamic
drag [15].
Fluid oscillators—A simple device that contains no moving parts and gives a
sweeping jet output from steady flow input called fluid oscillator. Metka and
Gregory, conducted a study on Ahmed body 25° slant with blowing of quasi-
steady on the roof-slant surface and span wise array type fluid oscillators used.
The main goal of their study was to decrease the drag by cut-off the separation
region on rear slant. They did this experiment in a wind tunnel of 3 x 5
feet subsonic type State Aerospace Research Center in Ohio. Pressure taps and
particle image velocimetry (PIV) were used to define the changes in structure of
flow behind the model at Reynolds number close to Re = 1.4 x 106. They used
oil flow visualization to understand the working behind oscillator effectiveness.
7% of aerodynamic drag reduction was obtained to control the separation on
the rear slant surface [16] (Fig. 4.7).
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Steady blowing micro jets—Steady blowing micro jets have jet orifices of
array type and their diameter are below the model or wake length. Aubrun
et al., investigated the importance of blowing micro jets methods for drag
reduction in ground vehicle. They used Ahmed body model of 25° slant as
their base model. The micro jets were placed at the line between the slant part
and the roof with an array of 6 mm. The investigation was done in a wind
tunnel (Lucien Malavard). Wall pressure, PIV and skin friction visuals load
measurements of aerodynamics were used to understand changes in flow with
velocity 40 m/s and Re = 1.95 x 10°. A reduction of 9-14% drag and 42%
coefficient of lift were observed [17].

Pulsed jets—Bideaux et al., experimentally studied the separation of flow
control on the rear side on an Ahmed body model with 35° slant and scale of
0.7. This study was conducted in PRISME Institute of Orleans by the help of
wind tunnel (Malavard subsonic). A strip of pulsed jets attached on the roof
line of model for flow control with velocity 30 m/s. They obtained reduction
in drag coefficient about 20% at 500 Hz pulse frequency and coefficient of
momentum Cp = 2.75 x 1073, This result confirms the importance of pulsed
jets in drag reduction and decreasing emission pollutions [18].

4.3.3 Review Based on Coupled Techniques

Bruneau et al. used various active and passive control techniques for drag reduction
of the square back Ahmed body. The main goal of this research is to couple passive
and active control possibility for drag reduction. They used some active control
methods—closed loop jets, pulsed jets and steady jets as well as passive control
methods by using porous layers on the geometry and then find the drag reduction
results. They find steady jet expensive, the pulsed jet difficult to handle and the closed
loop jet more relevant among these. The coupling of closed loop jet with porous layers
with good position of sensors and actuator, results as 31% drag reduction, and this
is very promising result [19].
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Li et al., the objective of their study was to investigate the drag reduction effect
of riblets i.e. passive riblets placed in the stream wise direction. Experiment done
on riblet on aluminum plate inserted and electromagnetic actuator used as an active
control device. They found drag reduction of 4.7% at zero pressure gradient while it
increases 6—7% in realistic conditions [20].

Most of the studies were done only on single phase simulation on a car, Mishra,
Sujit et al. did investigation on the multiphase mixture K-epsilon turbulence scheme
model on a simplified car to obtain drag coefficient. The simulation was successfully
conducted on the 2D model of a simplified car and the results found to be more
accurate for aerodynamic parameters [21].

This is a review paper of the author Mukut et al. in which they review various
researches on the active, passive and combined flow control method for drag reduc-
tion. This paper gives the information about various researches on active, passive and
combined flow control methods like- movable under body diffuser, steady blowing,
synthetic jets, pulsed jets, steady suction, plasma actuator, vortex generators at
different location, spoilers, flaps and body modification. They used them individ-
ually and combine. It is concluded that the drag reduction occurs 20%, 21.2% and
30% in active, passive and combined flow control methods respectively [22].

4.4 Conclusion

Engineers are trying to solve aerodynamic drag problem, in a research they found that
50% of fuel energy consumes due to aerodynamic drag and they work on reducing
it. From the study of researches done on aerodynamics, it is observed that good
aerodynamic technique helps in the reduction of drag.

In this review paper, we have studied about various researches already done on
the aerodynamic drag reduction techniques and it is found that all techniques help in
reducing the drag if they installed properly. Researchers have done various researches
by experimentally and numerically and both give satisfactory results and I studied
various techniques research papers as mentioned in above section.

If we compare all three techniques—active, passive and coupled then we found
that the passive technique is the most economical which gives more output in less
input because in this method we did not require any separate operating device while
in active control methods we require an add-on device which operates mechanically
that is not possible to install on every vehicle. The coupled technique is also good
in reducing drag and we can use it on high performance requirement vehicle but not
on every vehicle and it is the most complex technique. In the end, it is concluded
that the passive techniques have more advantages than any other technique because
it requires no extra energy expenditure, not required any input from user and very
low in cost than active control techniques.
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Chapter 5 ®)
Air Pollution Index Prediction: e
A Machine Learning Approach

Praveen Kumar Maduri, Preeti Dhiman, Chinmay Chaturvedi,
and Abhishek Rai

Abstract Nowadays air pollution has become a major problem for our present gener-
ation. Many research and innovations are done in order to deliver fresh and clean air
and the first and the most important step in this process is the prediction and moni-
toring of air pollution index. For accurate prediction of air pollution in surround-
ings many advanced models are developed taking from different machine learning
models like logistic regression model, auto-regression model and many others to the
several deep learning models. In this paper, we have proposed three different machine
learning models LightGBM, GBM and random forest to compare them on the basis
of 21 different physical parameters like humidity, temperature, traffic volume on
roads for calculating Air quality index value and their dependency on determining
the AQI value. The developed model was found to be more accurate as compared to
previously developed models in predicting the level of contamination in surrounding
air.

5.1 Introduction

With the increasing industrialization and urbanization, the area of forest-covered land
is decreasing which is directly affecting our environmental condition and creating
an imbalance in nature. Surrounding air is one of these influenced natural resources
which is badly contaminated by different human activities. According to the world
health organization, every nine out of ten people living on earth breathe contaminated
air which directly or indirectly harms their body organs. The first and the foremost
step in solving this issue is the accurate prediction of Air quality index of surrounding
air and also determining the parameters affecting it most.

The proposed paper focuses on determining the Air Quality Index (AQI) value
using three different machine learning models. For training the model a data set is
imported which comprises 21 different parameters like traffic volume, temperature,
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wind direction, humidity, clouds, visibility, snow, month, year, etc. Based on the
values from the available data set the three machine learning models are trained and
compared by analyzing the error generated between actual value and predicted air
quality index values. Out of these three models, one model is selected which produces
least error. Once the models are compared and selection is done then the effect of
the parameters on influencing the AQI value is calculated and plotted. After all these
compilation processes the AQI values are predicted for every month in a year. The
contribution of the given paper is given below:

e The proposed paper aims to determine the best decision tree-based model out of
three different models which are Light GBM, GBM and Random Forest for value
prediction purposes.

¢ The model also aims to predict the air quality index for surrounding air based on
different physical parameters.

5.2 Literature Review

In the major developing countries, the monitoring and prediction of air pollution
levels are becoming a difficult task and in order to solve this problem, many smart and
advanced technologies are being developed and adopted by researchers like imple-
mentation of IoT (Internet of things) based smart real-time monitoring system and
Machine learning or Artificial intelligence-based system for accurate and efficient
prediction of air quality index.

Till now many machine learning models are being developed and deployed in
different parts of the world for efficient forecasting of pollution levels in our surround-
ings. Particulate matter, which is the major component of smog, needs to be accurately
predicted for which a combo of 1-D (one dimensional) CNN and multi-dimensional
bi-directional LSTM model were developed for guessing the PM 2.5 level [1] in
the air. Other than this a machine learning model based on regression and auto-
regression models is developed for determining the level of small pollutants in air
[2]. Adaptive neuro-fuzzy interface is another model which is deployed for predicting
the PM particle level in the environment [3]. Other than particulate matter there are
many other harmful gases that are responsible for contaminating surrounding air.
Sulfur dioxide is a harmful gas that is generally emitted from power stations and by
burning fossil fuels in large quantities. In order to monitor the Sulfur dioxide level, an
orthogonal decomposition and machine learning model was proposed which is called
parameterized non-intrusive reduced order model for reducing the pollutant transport
equation [4]. Along with oxides of Sulfur, there are many other gases that are present
in impure air like ground-level ozone, oxides of nitrogen, oxides of carbon such as
carbon monoxide, carbon dioxide and others. For predicting these harmful compo-
nents of polluted air, a classification algorithm was developed in which outputs from
different sources were combined like chemical components, meteorological forecast
output from different sources for training the model and predicting the air impu-
rity level [5]. Real-time pollution monitoring is another big step in determining air
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contamination levels in the environment. For such different combinations of hard-
ware and software were set up for efficient prediction of impurity. Image processing
is one of the most efficient ways to predict pollution levels by analyzing the images
and videos of gases emitting from chimneys of industries [6] and then using different
classification programs for guessing the contamination level of air. Implementation
of Internet of things with a machine learning model is another potential way of
real-time monitoring the degree of impurity in air. Use of different microcontroller-
based sensing devices like humidity and temperature sensor along with air pollution
sensing modules for recording the real-time data of different polluting components
found in air and analyzing it using a proper machine learning model [7] is another
way of pollution monitoring of air. Another technique is using previously recorded
data along with sensor data simultaneously and a machine learning model to depict
the air quality value [8]. But after all these developments there is a need to deploy
a proper framework that accurately predicts the AQI (Air quality index) for a large
dataset and with a proper machine learning model. The proposed paper has imple-
mented three different machine learning models to predict the AQI value and also
has suggested the best model out of three models.

5.3 Flow Chart

See Fig. 5.1.

5.3.1 Methodology

In this paper, we have proposed a machine learning model for predicting the Air
Quality index using three different frameworks which are Light GBM, GBM and
Random Forest. For value prediction, a proper data set is imported consisting of 21
different parameters and based on these data the AQI value is determined. While
after analyzing the data set few data variables are found to be of no use which is rain
ph., snow ph. and weekend and thus are removed from the data set. The used dataset
has different physical parameters which are recorded from the year 2012 to 2017 as
shown in Fig. 5.2 for training the model.
The data set used in the paper is extracted and divided into two parts:

e Train dataset: The train data set compressed 80% of data from overall data set.

o Test dataset: the test data set consists of 20% of the total available data.

e The used data set consists of a balanced set of data which can be visualized from
the graph shown in Fig. 5.3.
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5.3.2 Data Set

The used data set consists of total of 22 parameters out of which 21 are indepen-
dent parameters which are date-time, holiday, humidity, wind speed, wind direction,
visibility in miles, dew point, temperature, rain, snow, clouds, weather type, traffic
volume, humidity and temperature ratio, year, day, week of the year, month, day
of week, weekend and hour and one is dependent parameter which is Air quality
index. The parameters in used data set consist of both integer and string values. The
parameters like holiday consist array of different holidays falling in a year such as
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Christmas Day, Independence Day, labor day, veteran’s day, etc. while parameter
weather type consists of cloudy, clear, rain, drizzle, fog, etc. Other than these two
other parameters contain integer values depending on their type.

For more precise understanding of parameters in dataset different analysis is
performed before implementing the models. Being a multivariate regression problem
where one variable is depending on multiple independent variables a multivariate
analysis is performed to understand how the variables are related to each and to get
a view of how they behave with respect to each other.

Y = Boxo + Bixi + Boxa + Baxz + -+ Brixis 5.1

In Eq. (5.1) the dependency between independent and dependent variables is
shown where Y represents the dependent variable which is Air Quality Index and Sy,
B1 ..., B17 represent the coefficient of dependency while xg, x; ..., x;7 are independent
parameters like humidity, temperature, etc.

To get insight into general distribution of dataset variables histogram distributional
features plot is used to understand the data distribution of each used variable. The
correlation between the variables is shown using heat map plot where the positive
values represent that on changing the value of one feature the other feature will tend
to follow the same order, i.e., on increasing the value of one variable the value of
other will increase and on decreasing the value of one variable the value of other will
also decrease. The negative value indicates the reverse of value, i.e., on increasing
the value of one variable the value of other variables will increase and vice-versa.

5.3.3 Used Frameworks

The described machine learning model uses three different frameworks which are
LightGBM, GBM and random forest.

1. LightGBM: This is a tree-based algorithm that uses gradient boosting frame-
work for working. This is designed to provide faster training speed with low
memory usage. Unlike other algorithms in place of growing trees depth-wise,
it grows leaf wise which tends to achieve lesser loss as compared to previous
ones.

2. GBM: Gradient Boosting machine constructs a forward level-wise additive
model with the help of gradient descent in function space.

3. Random Forest: As the name suggests the random forest consists of a large
number of decision trees that operate as a multiple learning algorithms to obtain
better predictive performance (Figs. 5.4, 5.5 and 5.6).
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5.4 Working

The overall programming of the model is divided into two sections

a. Prediction of AQI value

b.  Error calculation for actual value and predicted value of each model.
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5.4.1 Prediction of AQI Value

an
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The model proposed here is a logistic regression problem that is solved using three
different decision tree-based frameworks namely LightGBM, Gradient Boosting
Machine (GBM) and random forest. The model is trained using 80% of the total
data set. At the starting, the dataset is imported and Null values are calculated for
data cleaning process and then after the string values present in the dataset are
converted into integer values. Once the data processing is done the three frameworks
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© import seaborn as sns
feature_imp = pd.DataFrame(sorted(zip(lgbm.feature_importance(), X.columns), reverse=True)[:50],
columns=[ 'value', 'Feature'])
plt.figure(figsize=(12, 10))
sns.barplot(x="value", y="Feature", data=feature_imp.sort_values(by="Value", ascending=False))
plt.title('Light68M Features')
plt.tight layout()
plt. show()

Fig. 5.7 Implementation of seaborn library for parameter dependency in Light GBM

are imported. Once the framework is imported then the feature dependency is calcu-
lated using seaborn library as shown in Figs. 5.7 and 5.9 and respective graph is also
plotted as in Fig. 5.8 and fir10 for determining which parameter is largely responsible
for determining the AQI value. After compiling all these steps then by using a test
dataset the values of Air quality are predicted (Fig. 5.10).
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° feature_imp = pd.DataFrame(sorted(zip(gh.feature_importances_, X.columns), reverse=True)[:60], columns=['value', Feature'])
plt.figure(figsizes(12,10))
sns.barplot(x="value", ys"Feature”, datasfeature_imp.sort_values(bys="value®, ding=False))
plt.title( Gradient Boosting Features’)

plt. tight_layout()
plt. shew()

Fig. 5.9 Implementation of seaborn library for parameter dependency in GBM model
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5.4.2 Error Calculation for Each Model

After predicting the AQI values using three models the data comparison is done
between predicted and actual value and three different matrices are used to calculate
the performance of each used model which are root mean square error, root mean
squared logarithmic error and R2 score.

RSMLE = ! Z(log(P,- +1) — log(A; + 1))? (5.2)
n

i=1
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The formula written in Eq. 5.2 is used to calculate RMSLE where P; is predicted

value, A; is actual value and n is total observation in dataset and log(y) is the natural
log of y.

RMSE =

1 n
- Z(Pi —Aj)? (5.3)
L

The formula written in Eq. 5.3 is used to calculate root mean square error (RMSE)
where P; is predicted value, A; is actual value and n is the total number of observations.

Unexplained Variation
R2score =1 — P — 54
total variation

The R2 score shown in Eq. 5.4 is used to calculate the measure of how well the
observations are reproduced by the model.

For each model, the three matrices are calculated and out of all three models, the
one which produced lower value is considered to be best model for AQI prediction.

5.5 Results

The proposed model is able to produce the promising results as the available dataset
and is able to give the nearly accurate values accordingly. The proposed model is
able to give the following results.

1. Prediction of Accurate AQI value.
2. RMSLE, RMSE, R 2 score calculation for each of three models.

5.5.1 Prediction of AQI Values

See Fig. 5.11.

5.5.2 Error Calculation

Once the predicted data and actual data is compared and matric error values are
calculated using Eqgs. 5.2, 5.3 and 5.4 and mean of error generated from each matric
equation is calculated and plotted separately using bar chart as shown in Figs. 5.12,
5.13 and 5.14 and respective values are shown in Table 5.1. After plotting of graph
of mean error value for each of three matrices the model which is able to generate



48

Fig. 5.11

R2score--->

Fig. 5.12

P. K. Maduri et al.

AQI values on different days

300! Ty i 5d 11
e
W :
Lo 1
il It
’” *"“ h'l l " ;
% |

ok il ! ii!

ruumber of days

AQI values for different days of a month
R2 values for three models

000 ——
-0.01 -

-0.02

-0.03

-0.05

-0.07

Igbm gbm f
applied models--->

Mean R2 score value representation

lesser error value is found to be the best model for the AQI prediction from the used

data set.
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Table 5.1 Model and their
respective error metric value

P. K. Maduri et al.

Model/matrices RMSLE RMSE R2 Score

Light GBM 0.7939 83.79 —0.0071
GBM 0.7953 84.19 —0.0110
Random Forest 0.8045 86.59 —0.6951

5.6 Conclusion

From the proposed machine learning model following conclusions can be drawn out.

1.
2.

The proposed model is able to predict the accurate air quality index value (AQI).
The best-suited framework for the used dataset is LightGBM model which in
comparison to other two models GBM and Random Forest produces lesser error
and is found to be most accurate framework for AQI value prediction for the
used data set.

5.7 Future Scope

In order to develop more accurate machine learning models for AQI prediction, there
is a need to develop a more powerful framework that is faster in the compilation
process and also able to predict nearly exact value or produce very less error while
undergoing the prediction process. Moreover, there is a need to implement the most
accurate model in real-life scenarios which can predict the future values and alert
the surrounding about the coming hazard of air pollution.
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Chapter 6 ®)
A Comparative Study of Different IOT e
Sensors

V. Madhava Sai Teja, B. Sai, G. Veerapandu, and Mahesh K. Singh

Abstract The Internet of Things (IoT) is accepted concepts that have been func-
tioned to many conventional areas for example business processes, medicine and
smart cities etc. One of the major problems of an IoT method is the quantity of infor-
mation; it has to monitor and to manage. This information turns up as procedures that
require selecting and processed in instantaneous consecutively to build an accurate
decision. The sensors used in IoT produce an enormous quantity of diverse informa-
tion that requirements to be switch by the suitable techniques. IoT is a revolutionary
technology in smart living standard. It’s revolutionization, the world through billions
of inclination on sensors by using it to create a resourceful environment in the region
of us. Sensors are recognized as be a forthcoming field, which has been demon-
strated in scientific research in any IoT application, IoT sensors are used effectively
to build a smart world. In this manuscript discussed different type of IoT sensors on
their applications based. In addition, it is given the data in which different type of
sensors are used in many purposes. The IoT is previously approaching to existence
particularly in smart environment applications and healthcare by addition of a huge
quantity of sensors. The actuators used in IoT are to develope the way of life and
initiate innovative services to the area.

6.1 Introduction

The IoT connects all living things that bring about change. Things are linked through
a variety of medium to communicate and make it easier. [oT encompasses a broad
range of fields includes in cloud, mobile sensors, virtualizes environment, artificial
intelligence and radio frequency identification system (RFID). Such IoT are used in a
separate application. The technology based on IoT has lead individuals to ubiquitous
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communications and elegant services. Computers can exchange information and
provide efficient services through IoT. Alexia and many other IoT enabled products,
such as lamps, stream heaters, washing machines, air conditioners etc. [1].

These are apps-based systems available, no screen market without a mobile. Only
audio services are provided and a monitor and also provided with screen devices.
Sensors are very important in smart applications. IoT permitted this connectivity.
It enchants the collection and storing of information in real-time with the cloud-
based platform. In the field of IoT, different resource limitation devices, used to
communicate over the network using RFID. A fast-growing technology that enables
automatic identification of RFID tag objects [2—7]. The different types of sensors are
discussed here.

Proximity sensor: The proximity sensor makes it possible to detect the position of
any nearby object without any physical touch. By emitting electromagnetic radiation,
the presence of an object is detected simply by looking for any difference in the
return signal. Various types of proximity sensors are available, such as inductive,
capacitive, ultrasonic, magnetic, etc. This particular type of sensor is used primarily
in these particular applications [1].

Chemical sensor: Sensors are called chemical sensors by detecting any chemical
reaction, material or group of chemicals [1, 5, 8, 9].

Temperature sensor: Temperature sensors are useful in calculating heat energy to
detect a physical change in one’s body. Temperature sensors are used for monitoring
of ambient environmental conditions. They gather data and then use Wi-Fi to send
it to the cloud for review [2, 5, 8, 9].

Gyroscope sensor: Gyroscope sensor measuring angular velocity detects any tilt
angle movement in the body. This sensor commonly used in 3D mouse games for
sports player instruction, industrial automation and much more [6].

Velocity sensor: A sensor to facilitate the measures of the speed of transform
in steady point standards at recognized interval. The speed sensor distinguished the
motion of an object along a straight line, where angular velocity sensors monitor
how quickly the system rotates. It is used for intelligent vehicle tracking in smart
cities.

6.2 Related Work

IoT is recently introduced technology. In this world, there are trillions of actuators
and sensors using by them for constructing a modern environment. In this paper it is
explaining about the various sensors that are used in IoT applications [1]. The IoT is
a technology that actives the computing which can be physical and virtual devices.
These are connected to the Internet. In our automated home, it can be controlled
everything in our home with the help of a mobile. For this, it is using a generic
framework that can automatically control all the devices in the automated home [2].
IoT actives an innovative generation of inventive services. Smart devices can be
controlled automatically because they are connected to the Internet. IoT devices are
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Table 6.1 Billions of units installed based on IoT (2018-2020)

Segments 2020 2019 2018
Transportation 0.08 0.07 0.06
Information 0.37 0.37 0.37
Retail and wholesale Trade 0.44 0.36 0.29
Healthcare providers 0.36 0.28 0.21
Automotive 0.47 0.36 0.21
Manufacturing and natural resources 0.49 0.40 0.33
Physical security 1.09 0.95 0.83
Building automation 0.44 0.31 0.23
Government 0.70 0.53 0.40
Utilities 1.37 1.17 0.98

Source Gartner (August 2020)

transmitted through the untrusting network. So that, it needs security and privacy for
that reason which are using attribute-based encryption (ABE) and it is very helpful.
By using ABE, there are many advantages like, it is in bearable cost. It is used in
many other IoT applications [3].

Nowadays, a smart home, smart meter based on IoT, are using widely which
replaces the Analog based meters. The data is communicated in wireless modes, so
that the manual work is reduced. The communication of the smart home network is
reduced by the energy theft. This attack cannot be completely identified by using
present techniques. So in this manuscript expanded an energy recognition method
called Smart Energy Theft Systems (SETS). The SETS is planned for energy theft
identification. Its results have three stages. Stage first has an energy theft accurateness
result of 57.40%, after adding Stage two it increased to 77.80%, after the presence of
stage three finally get 98.52% [4]. As the population increases worldwide, there is a
need that arises to make available appropriate healthcare services by using modern
technology like the IoT based healthcare observing system. By using IoT sensors,
these devices store information and it has fixed bandwidth on the device that can
communicate in the particular channel. For the health monitoring system, it has to
work properly by maintaining the sample rate and stoppage constraint of each sensor
used for monitoring system is important [5]. Billions of units installed based on IoT,
endpoint market segment worldwide (2018-2020) shown in Table 6.1.

6.3 Methodology and IoT Based Sensors Equipment’s

The IoT is one of the latest and fastest developing technology in India and worldwide
also. In India, many people depend on agriculture. So, this has been replaced by the
agriculture traditional technique with modern IoT based methods in farming. Here
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we are using Wi-Fi, it is used in particular areas. These devices perform when they
are connected to the Internet which can be controlled by the remote in anyplace,
these devices cost is very low. By using of sensor it collects data and takes individual
decisions and autonomous decisions [8, 9]. Here it wants safe vehicular traffic across
the busy traffic way. We require real-time monitoring systems. In intelligent traffic
monitoring systems, we are using RFID sensors for real-time tracking of vehicles.
The RFID sensor can detect the velocity of the vehicle. It is very useful for the traffic
department. It alerts the drivers when they exceed the speed limit. It is designed at a
low cost [6]. To give the safe supply of drinking water there is a need for quality of
monitoring, it can be done easily by using IoT sensors, it can measure physical and
chemical parameters of water. The collected information can be seen on the Internet.
The parameters such as temperature, pH and dissolved oxygen of the water can be
measured [7]. The sensor element used in IoT is shown in Fig. 6.1.

Sensor component: The elementary method of transduction (e.g., an object),
which transforms individual structure of power into another. A number of sensors
can include additional than one sensor component (for example a complex sensor).
Sensor features are counting its internal wrapping and peripheral (e.g., optical or
electrical) connections.

Interface Electronics: Interfacing is the procedure of linking one device, in
exacting a processor or micro controller with another. Its permit to propose or trans-
form the two electronic devices amount produced and contribution configurations.
So it can function simultaneously.

Sensing Processing: Sensor is a piece of equipment, element, appliance, or
subsystem, whose principle is to distinguish proceedings or change in its atmosphere
and transmit the data to previous electronics, regularly with a processor.

Sensors participate a significant role in automating any request by measuring
and analyzing the information obtained to detect the changes in the physical mate-
rial. Whenever any physical environment in which a sensor is rendered changes, it
produces an assessable response. Figure 6.2 shows the related electrical signals and
sensing modules. A variety of sensors can vary from simple to multifaceted. The
detection of the sensors may be dependent on their description, their mechanism
of procedure. The type of objects used the substantial occurrence of the senses, the
properties of its method and their area of function.

Fig. 6.1 Consequent N

electrical signal for sensing \

elements 9
Interface ‘ ‘ Sensing
Electronics Processing |

|
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Fig. 6.2 Gyroscope sensor Sensing motion
, ! Drive arm
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6.3.1 Gyroscope Sensor Equipment

Vibration gyroscope sensors identify angular speed from the energy functional to a
shacked body by the Coriolis. Here it is illustrated that how this works, with a double
T-crystal dimension of structure of Epson as an example. The Coriolis power act
ahead to the constrained artillery at what time the gyroscope is rotating, causing the
perpendicular vibration.

6.3.2 Speed Sensor

A speed sensor is a sensor that response to speed rather than absolute location.
Movement causes the coil to move concerning the magnet, which in turn creates a
voltage proportional to the speed of that movement (Fig. 6.3).

The speed sensors proposed to observe the velocity by induction motor of the
three phases. It is used by the joint of MCU regulator. It is also reduced by the
switching and harmonic losses of the circuit. The Node MCU transmitted the speed
signal throughout Wi-Fi and observes the velocity of the motor [10-21].
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6.4 Result Analysis Based on IoT Applications
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Fig. 6.3 IoT based speed monitoring sensors

6.4.1 Application in Smart Water Measurement

Water feature monitoring, ground stage monitoring, pollution level and some types
of storage place seepage can put away water. Any such intellectual sensors know
how to be used for correct stream superiority application. Water leakage: This water
pressure on the outer tanks and pipes can be assessed in order to prevent timely
leakage. Regulation of the level of contamination of the sea: the introduction of
dangerous leaks or waste to the sea may be controlled by sensors to avoid seawater.
Smart swimming pool: the swimming pool conditions can be guarded by the use of
sensors and timely preservation can be approved out in this way. The monitoring of
water levels and their fluctuations in rivers, dams and reservoirs from time to time is
an important task.

6.4.2 Smart Security

Sensors preserve to be installed in different areas to certify the environmental security.
Some of those applications everywhere sensors participate a key position to ensure
safety is discussed in Smart perimeter access control: Sensors can be used to make an
elegant outskirts approximately specific areas, and alarms can be introduced to warn
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unauthorized persons to enter restricted areas. Devices can be used intelligently to
detect unsafe levels of gas, radiation levels and leakage. Sensors can be connected
to walls in factories, mines and industries where readily available is a possibility
of escape. The use of sensors can be done smartly to identify dangerous gas level,
emission level and leakage. Smart Homes: When building or a smart house, sensors
linked to different items at house like smart switching on/off machines, distinguishing
intruders, and detecting the amount of ingredients used in cooking. This is completed
by transferring out warnings, which lead to a healthier lifestyle. Some of the smart
home implementations are as follows:

1. Remote piece of equipment: Sharply switch on/off devices makes existence
simple and secure by preventing accident and as well save the energy.

2. Intrusion detection system: sensors can detect intruders at the entrance, and
well-timed warning is capable of being sent to the authorities worried. It makes
existence safer and easier as a person can watch his or her house from anywhere.
This can be enforced if entry is only permitted for designated persons after proper
approval and the door is opened. In [6], the authors introduced an intrusion
detection method that senses indoor motion and intimates owners through a
message. It is a sensor that measures the rate of change in constant position
values at given intervals [6] in Table 6.2, it is mentioned the types of IoT sensors
and their application.

Table 6.2 IoT sensors and

. L IoT applications Types of sensors
their application PP P

Smart agriculture Chemical, proximity, water quality,
temperature, humidity

Smart security Temperature, gyroscope, infrared,
chemical, light

Smart transport Infrared, pressure, gyroscope,
temperature, pressure, chemical

Smart home Position, light, accelerometer,
proximity, chemical

Smart health Pressure, accelerometer, light,
magneto, bio-sensors

Smart building Magneto, chemical, light, gyroscope,
chemical

Smart water Water quality, occupancy, humidity,
temperature

Smart environment Optical, chemical, bio-sensors,

temperature, light,

Smart city Infrared, pressure, humidity,
proximity, velocity, light
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With the aid of sensors, advice can be given on controlling water and electricity
consumption. Sensors are using in all IoT applications. In any small application, we
use more than one sensor. After studying different sensor types and smart applications
in IoT. In this, we suggest that different sensor required in IoT applications to create
a smart world.

6.5 Conclusion

The IoT based different applications are changing our humankind by constructing
contemporary, well turned-out surroundings around us. In many IoT based elegant
application, the sensor plays an explanation responsibility in the computerization of
relevance procedure by assembling the devices smarter and more receptive exclusive
of individual involvement. Reduces manual labour and saves time. In this manuscript,
many types of sensors are presented in IoT enabled smart environments, IoT sensors
are used effectively for agriculture, home appliances, water, health, etc. The sensors
can communicate wisely and remotely with each other. Better crop improvement is
a major challenge for well developed countries, such as India, to take on new smart
technologies as part of the agricultural stream that leads to a green population region.
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Chapter 7 ®)
Evaluating the Performance of Deep Gzt
Learning Methods and Its Impact

on Digital Marketing

Ms. Gazala Masood, C. Indhumathi, Pacha. Malyadri, Krishna Mayi,
B. K. Sumana, and Khongdet Phasinam

Abstract This article maps and explains how two distinct areas of the marketing
sciences are now and potentially related to computer science. It analyses the interplay
of DL in the academy, and at the same time proposes a machine research framework
that might be appreciated in many respects of the scientific field of digital marketing.
In the fields of deep learning there are many research papers (DL). This quantity
remains modest, however, with regard to digital marketing elements. Marketing
intelligence may benefit in many ways from scientific studies on deep learning (DL).
Today only a tiny proportion is linked to particular digital marketing techniques
by scientific study on Digital Marketing and Deep Learning (DL). Generic aspects
such as e-business, consumer behavior, e-commerce strategies, social media adver-
tising, search engines and consumer prevision modelling are mostly discussed, and
are not more closely dependent on specific marketing problems that are more aware
of in business, such as social media consumption, target commercials, social media
marketing, and transformation optimization. In spite of the extensive field of study
and a lot of publications, it seems that scholarly papers on digital marketing and deep
learning particularly lack (DL). Nevertheless, some highly comprehensive research
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efforts are quite promising in certain areas of digital marketing and deep learning.
This article is by mapping applications in the field of digital marketing in the present
state of deep learning (DL). It emphasizes the foundational element writings, iden-
tifies regions of absence or lack of their existence, and offers a learning engine that
may fit into numeric marketing opportunities.

7.1 Introduction

The advancement of technology has provided businesses with the ability to provide
consumers with massive quantities of goods in the modern day. Consumers may now
purchase goods and services via digital marketing platforms such as the Internet,
which allows businesses to promote and sell their products to a wider audience [1].
Digital marketing encompasses all of the techniques that may have a significant effect
on individuals at a specific moment, in a specific location, and via a specific channel
[2]. The combination of data analytics and academic scientific study on intelligent
systems has resulted in significant development in the field of digital marketing.
This article examines and explains digital marketing techniques from the viewpoint
of deep learning (DL) research, which is presented in depth. Meanwhile, the number
of research writings continues to be at an intermediate level, despite the fact that
the commercial sector seems to be making strides ahead. Using deep learning (DL)
approaches to improve the effectiveness of digital marketing strategies, this article
focuses on the technical components of digital marketing strategies in scientific
research to help researchers better understand them. Despite the wide study area and
a significant number of publications, it seems that there is a paucity of scientific
papers, particularly in the areas of digital marketing and deep learning, given the
increasing number of journals in the field (DL) [3]. In spite of this, there have been
some very extensive research attempts on specific digital marketing fields such as
search engine optimization, search engines ranking factors, consumer behavior, web
development, and targeted advertisements, which provide encouragement for the
future of deep learning (DL) impact on digital marketing data analysis [4].

7.2 Digital Marketing

Digital marketing encompasses any marketing strategies and methods that make
use of an electrical gadget or the web to demonstrate, promote, or sell goods or
services, as well as industries that make use of online channels that will assist them
in their efforts to succeed. Websites, social media pages, targeted advertising, and
email are all effective ways to keep consumers up to date and attract more new ones.
Consumers, resellers, competitors, suppliers, promoters, the economy overall, place-
ment, segmentation, enlargement, development, goods, branded products, marketing,
market share, price, promotional efforts, number of resellers, churn, customer value,
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and other factors are some of the most significant factors that influence decision
making in business. Certainly, judgment is a complex process that involves a variety
of factors based on the findings, experiences and intuition. In order to identify the
critical function of deep learning (DL) in digital marketing research, we must first
map the present state of digital marketing scientific research and relate it to the busi-
ness community. Deep learning (DL) is a kind of machine learning that can learn
from data. Then we will be able to determine to what extent digital marketing in
academics is falling behind the advancements in the commercial sector [5].

7.3 Deep Learning Methods and Its Effect on Digital
Marketing Include

We examine briefly the most significant commercial digital marketing tech-
niques. Optimization Search engine (SEO), social media marketing (SMM), content
marketing, pay per click (PPC), affiliates marketing, native ads, online advertising,
chatbots (semantic search), ad targeting, and protectionary marketing. This is how
it is having an effect on digital work in general [6]. Table 7.1 shows that different
methods for deep learning.

7.4 Deep Learning an Understanding

Deep Learning is a technique that simulates human brain by using “neural networks”
to learn by completing a task repeatedly and somewhat differently each time in order
to improve the result. Figure 7.1 shows that Deep learning Methods as a result, the
computer “thinks” in the same manner that a person does, based on past experiences
and knowledge [7]. However, the distinction is that the computers is capable of
processing vast quantities of data and doing activities at much quicker rates than
a person would be able to, which allows them to solve difficult issues and acquire
new abilities in a considerably shorter period of time. Handwriting identification as
an illustration of how it works. Traditional computer algorithms need the computer
to be taught a set of rules in order for it to identify each individual character in a
document [8]. Even though this seems like an impossible job when you consider
the number of differences in handwriting, we humans are able to interpret many
various types of handwriting without any difficulty so because neural network in
our brains is performing the work for us. An artificial intelligence system may be
trained to identify personal notes in the same manner that a human brain does so by
exposing the computer to a large number of sample characters and understanding
how to recognize each character from these instances. Figure 7.2 shows that deep
learning steps. The greater the number of samples you provide the computer, the
more effective it will get at handwriting identification. In order to perform this kind
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Table 7.1 Classification of deep learning methods

SEO (Search engine optimization)

It concerns processes to optimize website traffic, blogs or
info graphics which rank well in the results of search
engines

Marketing through social media

It relates to methods which optimize and support social
media brands to boost organic traffic, enhance brand
recognition and create business leads

Marketing through content

This means creating a blog post, e-book, infographic and
online brochures for brand recognition, increasing the
volume of visitors, generating leads, and consumers. This
includes strategic and human-centered content

(PPC) Pay-per-click

It is a way of bringing the visitors into a website when a
link is clicked or an activity takes place, by paying for a
publication Internet service

Marketing through affiliates

This is a recommendation technique to promote a
company through a person or a community of enthusiasts
who get a commission either in the form of video or a link
on their website

Advertising on native lands

It pertains to publicities which are shown on a digital
platform and which follow the natural nature of customer
experience accompanying unpaid material

Automated marketing

It includes software that automated fundamental business
requirements on a daily basis, such as e-mail, social
media, etc.

Marketing through email It concerns ways to create e-mail promotions in order for
the clients to stay in touch, tell them about reductions, new
things and happenings

Chatbots See programmable and autonomous interactive

conversation and order completion apps with website users
and social media visitors when the latest visit is made

Search using semantics

It pertains to an intelligent data search technique that
enables consumers to quicker discover the result they are
looking for. Based on machine learning, the question is
interpreted and the significance of the search term is
understood through data correlations between words. It
anticipates what data the search history of users might
require

Creation of content

It pertains to the content production approach that uses a
deeper learning (DL) methodology dubbed natural
language generation, which collects, organized, converts
the raw information relevant for the search into
understandable sports, financial statements etc.

(continued)
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Table 7.1 (continued)

Advertisement targeting It relates to advanced methods for generating Internet
advertising that are important to branding. It produces or
optimists ads based on user history and behavioral
variables importing such as geographical location, sex,
age etc. to better target the user in order to increase
sponsors’ return on investments

Marketing that is predictive It concerns a deep learning (DL) method which collects
and analyzes users’ behavioral data, and finds potential
connections of data, including preferences and
requirements, via data mining. With this data, the neural
network model is supplied and improved predictions are
produced which assist policy makers in the business

Search by voice It applies to the methods of deep learning (DL) in voice
searches. Voice search will restore the impression of result
speed and relevance and will framework presents recovery
an extraordinarily simple operation based on speech
recognition and text mining methods

Trial of A/B The test refers to an Internet marketing strategy which
would generate greater conversions or leads in version of
the same website. Driven by deep learning (DL),
conversions improvements are carried out into variants of
many editions of the very same website, as well as the
most likely user involvement is determined

Score of lead It involves a process of evaluating and classifying client
leads based on user behavior, interest rate and buying
history in order to prevent loss of money and time

of job, neural networks must be built by a software engineer and must include many
distinct layers of neurons, or decision-making units, which is why the term deep in
deep learning refers to numerous different layers of neurons [9].

7.5 Deep Learning for Personalization

When it comes to marketing, one of the most intriguing uses of deep learning
is the ability to provide hyper personalization [10]. Personally tailored marketing
campaigns are already becoming popular, and they are proving to be popular with
customers as well—transaction rates for customized emails are six times greater
than those for generic emails. Privacy issues, as well as a shortage of funds to
gather adequate data, may be tripping obstacles on the path to achieving effective
customization [11, 12].

Because of the development of the Internet of Things, we are already beginning
to gather enormous quantities of data about people from their computers, wearable
gadgets, mobile phones, smart TVs, and even household appliances, heating and
lighting systems, and other electronic equipment [13, 14]. In order to effectively
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interact with consumers on a highly customized level, marketers will be exposed to
anincreasing amount of data, which will need the development of advanced analytical
skills [15].

Consumers are immediately scanned and recognized as they pass by in the movie
Minority Report, and they are greeted by name, asked about their previous purchases,
and shown a constantly changing array of personalized advertisements customized
to their individual needs and preferences, according to the film [16]. Even casually
perusing Facebook has an unnerving similarity to the scenario from the film in many



7 Evaluating the Performance of Deep Learning Methods ... 69

Table 7.2 The following are some instances of deep learning in action

1 | Real-time bidding (RTB) software is used to purchase advertising space

2 | Artificial intelligence (AI) chatbots that converse with consumers in a “human” manner are
being developed

3 | Using automatic translation, you may generate several language versions of your webpage in
a matter of minutes

4 | Copy that has been produced autonomously depending on the style of another line of writing

Automatically generated picture captions

6 | Using speech recognition to do a voice search

respects. The future of individualized marketing is already here, and it’s called Face-
book [17]. Customers’ personalized experiences would become the most essential
consideration of your marketing strategy as your company’s access to personal data
grows. Care must be taken to strike a balance between offering exactly what the
customer wants before they ask for it and crossing a line of that private information.

7.6 Deep Learning Will Play an Increasingly Important
Role in Your Digital Marketing Approach in the Future

When it comes to getting begun with the deep learning process for your digital
marketing strategy, online businesses may choose from a variety of different starting
points. Deliberate learning methods, for example, may aid in the solution of a
number of difficult issues, such as analyzing huge quantities of data and developing
customized information flows for consumers.

While developing meaningful, customized connections with participating users,
DL technologies and chatbots allow future-oriented market research that is far quicker
than a human could possibly accomplish [18].

Table 7.2 shows that the following are some instances of deep learning in action:
For the contemporary marketing department, data mining methods allow for the
generation of foresighted information. Your team may use this data analytics capa-
bilities (predictive analytics) to interact with targeted prospects at numerous points
of contact throughout the sales funnel, allowing them to maximize their revenue.

7.7 Conclusion

Based on our findings, the quantity of scientific research that has been conducted and
that refers to the use of deep learning (DL) in digital marketing methods is still in its
early stages, with a few notable exceptions. Customization, targeting, high conversion
rates, high returns on investment, and other features are just a few of the things we
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may expect to see as a result of the rapid technical advancements in marketing and
computer science. Marketers, businesses, and judgment have an amazing opportunity
right now to seize the moment and achieve outstanding outcomes. Deep learning
(DL) will unquestionably set new norms in digital marketing, both in academics and
in the corporate community. The industrial sector is just a few steps ahead of the
point at where the academic world is now situated. Despite the development of the
deep learning (DL) model used by businesses, academics will ultimately be able to
bridge the gap between the two. Marketing science is always evolving, not only in
the business sector, but also at institutions, where new knowledge is created, and
companies rely on this latter source of information.
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Effectiveness of Machine Learning oo
Technology in Detecting Patterns

of Certain Diseases Within Patient

Electronic Healthcare Records

Dilip Kumar Sharma, Dhruva Sreenivasa Chakravarthi,
Raja Sarath Kumar Boddu, Abhishek Madduri, Maruthi Rohit Ayyagari,
and Md. Khaja Mohiddin

Abstract The research article sheds light on the effects of artificial intelligence
and machine learning technologies to detect several diseases within patient elec-
tronic healthcare records. Apart from that, the usage and importance of machine
learning technologies in detecting certain diseases is another major description in
this research article. Thus, the purpose of this research article is to investigate the
significance of machine learning to develop the healthcare system. In this research
article, the researcher has adopted the positivism research philosophy, inductive
research approach and the descriptive research design to make the research article
presentable. It is identified that machine learning technologies are very important
for the development of healthcare organizations and healthcare systems. On the
other hand, machine learning technologies are impactful in detecting patterns of
certain diseases. Therefore, machine learning technologies are largely impactful on
healthcare organizations. In conclusion, it can be said that artificial intelligence and
machine learning technologies are essential in the healthcare system as it helps to
detect certain diseases quickly. Therefore, quick detection of diseases is helpful for
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protecting the health of the people. On the other hand, machine learning technologies
help in the development of the healthcare system.

8.1 Introduction

Artificial intelligence is an important system nowadays and there are a lot of benefits
of using artificial intelligence in machines. Therefore, machine learning is one of
the important applications of artificial intelligence as it is helpful to improve several
types of systems and the usage of this technology is increasing day by day. There-
after, nearly 65% of the companies are planning to use machine learning globally.
Furthermore, artificial technologies and machine learning have impacted the health-
care system as well and it helps to develop the healthcare system. Therefore, the rate
of using artificial intelligence or machine learning in the healthcare system is 40% in
the year 2021 [1]. Thus, it can be said that machine learning is important for not only
the businesses but also healthcare. There are certain diseases that can be detected by
the usage of artificial intelligence or machine learning (Fig. 8.1).

On the other hand, it was not easy to detect those diseases without artificial
intelligence previously. Therefore, the usage of artificial intelligence and machine
learning is not only important for the healthcare system but also important for the
health of the people [2]. Thus, in this research article the usage of machine learning
and artificial intelligence in medical diagnosis is described. Therefore, the effects of
machine learning technologies on the healthcare system is described in this research
article. Furthermore, the importance of the usage of machine learning technologies or
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Fig. 8.1 Increment of artificial intelligence in healthcare [1]
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artificial intelligence to detect certain major diseases is another important description
in this research article. Thereafter, the usage of theory for understanding the concept
of machine learning technologies is analyzed in this research article. Apart from that,
the research methods that are accepted by the researcher to present a better research
study are described in this research article briefly.

8.1.1 Aim and Objective

The aim of this research article is to analyze the effects of machine learning
technology in detecting the patterns of certain diseases within patient electronic
healthcare records.

The objectives of this research article are

e To investigate the importance of machine learning technology in development of
the healthcare system

e To analyze the effect of machine learning technology in detecting patterns of
certain diseases

e Tounderstand the usage of machine learning technologies or artificial intelligence.

8.2 Literature Review

8.2.1 Machine Learning Technologies

Machine learning is one of the most important artificial intelligence and the usage
of machines in several platforms is increasing nowadays. Thus, there are a lot of
different types of technologies in machine learning and those technologies have
their own impact on several systems. Therefore, there are six most important machine
learning technologies that are analyzed in the table. The first one is Keras, which is
an open software source and this technology is very popular for its user friendliness.
Furthermore, this technology can be used in CPUs as well as in GPUs and this
technology is helpful for fast prototyping. In addition to that, the second one is Torch
which was launched in 2002 and is an old technology [3]. Thus, this technology has
several algorithms that help to increase the speed in machine learning (Table 8.1).
Therefore, there is Caffe that is a recently released technology and that helps
to increase the speed, modularity and expressiveness as well. Moreover, there is
TensorFlow that was released in 2015 and it was created by Google firstly then it
is now used by several platforms. On the other hand, machine learning technology
helps in flowgraphs and helps in development of the neural networks. Therefore,
there is Theano which is an advanced machine learning technology that helps in the
development of the fashion industry. Furthermore, the next technology is Microsoft
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Table 8.1 Six most important machine learning technologies [3]

Machine learning technology | Usage

Keras It helps to simplify the making of models of deep learning

Torch It has several algorithms that helps in deep learning

Caffe It helps to innovate the speed and expressiveness of deep
learning

TensorFlow This technology helps to improve the neural networks

Theano It helps in processing in defining and optimizing

Microsoft Cognitive Toolkit This technology helps to make a next level machine learning
project

Cognitive Toolkit which is also a new released technology and this helps to make a
presentable and next level project.

8.2.2 Usage of Machine Learning Technologies

The usage of this technology is increasing day by day and along with that, there are
a lot of benefits of using machine learning technology such as it helps in predic-
tive maintenance. Apart from that, machine learning technologies help in product
recommendation as a good product is very important for evaluating projects [4].
Along with that, these technologies are helpful to detect spam and help in several
medical diagnoses. Thus, these are the benefits of machine learning technologies and
the effect of machine learning technologies in detecting certain diseases is analyzed
below in this research article (Fig. 8.2).

Fig. 8.2 Machine learning
technology [4]
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Fig. 8.3 Machine learning theory

8.2.3 Theoretical Framework

There are a lot of theories that are helpful to gain knowledge about machine learning
technologies. Thus, the researcher has adopted the machine learning theory in this
research article to understand and analyze the concept of machine learning technolo-
gies or artificial intelligence [5]. In addition to that, the machine learning theory was
helpful for the researcher to formalize the problems of learning in a statistical way.
Thereafter, this theory helps to enhance the efficiency of the researcher to analyze
the algorithms of learning. Apart from that, there are a lot of benefits of machine
learning theory. Thus, it can be said that the machine learning theory was helpful for
the researcher to collect information about machine learning technologies (Fig. 8.3).

8.2.4 Literature Gap

The specific machine learning technologies that are used for detecting several
diseases in medical diagnosis are described in this research study briefly. Thus,
in the previous literature this is not analyzed significantly. Therefore, the usage and
importance of artificial intelligence or machine learning technologies in medical diag-
nosis is another brief description in this literature review. Thus, this is not described
properly in the previous literature review.
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8.3 Research Methods

There are several types of research philosophies that are used for gathering essential
information about the research topics. Therefore, the researcher has adopted the
positivism research philosophy for this research article. The positivism research
philosophy is helpful to find reliable, representable and generalizable data and this is
the reason for choosing this research philosophy by the researcher for this research
article. Apart from that, the positivism research philosophy is one of the important
research philosophies as it helps to understand the social world in an objective way
[6]. Thus, these are the reasons for adopting the positivism research philosophy for
this research article. Furthermore, the researcher has adopted the inductive research
approach for this particular research article. Therefore, there are a lot of advantages
of the usage of this inductive research approach in research studies. First of all, by
using the inductive research approach the researcher can focus on the usage of proper
language in several projects.

On the other hand, there are a gamut of probabilities in an inductive research
approach and this is one of the largest benefits of the usage of this inductive research
approach. Thus, the inductive research approach is very important among all the
research approaches [7]. Hence, these are the causes for choosing the inductive
research approach in this research article. Apart from that, the researcher has adopted
the descriptive research design in this research article among all the research designs.
Thus, descriptive research design helps to make a remarkable and presentable project
[8]. Along with that, the research design helps in data collection as well and these
are the reasons for choosing this descriptive research design for this research article.
Thus, it can be said that the research paradigm such as positivism research philosophy,
inductive research approach and descriptive research design are very helpful to create
better research study and was quite helpful for this research article as well (Fig. 8.4).

Method of data collection is the process of gathering accurate and proper data for
research studies. There are two types of methods of data collection such as primary
data collection method and secondary data collection method. Therefore, in this
research article the researcher has adopted the secondary data collection method
as there are a lot of benefits of using the secondary data collection method. Apart

s ~
— Primary data collection method
\ v
-
— Secondary data collection method
\, J

Fig. 8.4 Methods of data collection [9]
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from that, there are a lot of sources of secondary data collection methods such as
books, magazines, newspapers, government records, public records, journals and
other published sources [9]. Thereafter, the secondary data collection method is easy
to access, time saving and not expensive and these are the reasons for choosing
this data collection method. Furthermore, the secondary data collection method was
helpful to gain more data about machine learning technologies and its usage in the
healthcare system.

8.4 Result and Discussion

Theme 1: Effect of machine learning technology in detecting patterns of certain
diseases

There is a large impact of machine learning technology on medical diagnosis
and that effects are discussed in this part of this research article. Thus, there are
some diseases that need artificial intelligence and machine learning technologies to
recognize such as lung cancer, skin lesions, cardiac attack, heart diseases, diabetic
retinopathy and others [10]. Thereafter, machine learning technologies are easy as
well as quick and that help to detect the disease more fatly. Furthermore, there are
several machine learning methods or technologies that are used in disease detec-
tion such as SVM or support vector machines, K-nearest neighbours, random forest
and others. On the other hand, there are several technologies for different types of
diseases such as CT scan technology that is used to detect lung cancer. Moreover,
MRI technology is used to detect cardiac attack and electrocardiogram technology is
used to detect several heart diseases [11]. Furthermore, there is an x-ray technology
machine that helps to take images of several body parts and that helps to detect
disease (Table 8.2).

Theme 2: Several platforms that need the usage of machine learning
technologies

The usage of machine learning technologies is increasing day by day among
several platforms. Therefore, there are several platforms that need the usage of
machine learning the most such as, psychology, artificial intelligence, control theory,
neuroscience, information theory, philosophy, Bayesian method and computational
complexity theory [11]. Thus, these platforms are largely impacted by machine

Table 8.2 Five dlseases.that Diseases detected by machine | Name of the machine learning
can be detected by machine . .
. . learning technologies technology
learning technologies [10]
Lung cancer CT scan
Cardiac attack MRI process
Skin lesions Skin images
Heart diseases Electrocardiograms
Diabetic retinopathy Eye images
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learning technologies and artificial intelligence. Along with that, machine learning
theory is used in several ways for several platforms. In addition to that, the usage of
artificial intelligence and machine learning technologies in healthcare organizations
and medical diagnosis is increasing day by day globally (Fig. 8.5).

8.5 Future Work

Machine learning technologies should be more aware about the social risks and
should take more essential steps for protecting the people from those risks. There-
fore, they should give proper training to the new artificial society to understand this
technology more significantly. Apart from that, transparency is a very important part
of artificial intelligence and they should enhance and boost this transparency for
improving the technology. Furthermore, they should increase their communication
skills so that they can make better teamwork. Thus, these are the future work or
recommendations for artificial intelligence to improve the technology.

8.6 Conclusion

In conclusion, it can be said that there is a major impact of machine learning tech-
nologies on medical diagnosis. Therefore, there are some diseases that need artifi-
cial intelligence for recognition, thus, the usage of machine learning technologies
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in different medical diagnoses is increasing day by day. Apart from that, machine
learning technologies help in the development of the healthcare system and the
importance of machine learning technologies in the healthcare system is analyzed
in this research article properly. Thus, it can be said there is a significant effect of
machine learning technologies or artificial intelligence in detecting the patterns of
certain diseases.
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Chapter 9 ®)
Sparse Function Learning ez
for Alzheimer’s Disease Detection

Dependent on Magnetic Characteristics
Imaging with Mark Information

Y. Suma, G. Jaffino, and Mahesh K. Singh

Abstract To detect and classify Alzheimer’s disease accurately with moderate
cognitive destruction, neuroimaging approaches had been used. The proposed role
of the classification technique is further approved out in the SVM model. The inves-
tigational results based on the disease of Alzheimer neuroimaging scheme show the
efficiency of the proposed technique for the diagnosis of mild cognitive destruction
and Alzheimer disease. In the current study, depends on testing the effectiveness of
a system using brain shape knowledge to identify healthy subjects and Alzheimer’s
disease patients. Compared with traditional volume ratio, the current finding indi-
cates that shape information may be more useful in diagnosing. While Alzheimer’s
disease is not healed, near the beginning analysis is highly significant for both social
care and patient. This will be suited even additional important formerly disease
modifying representatives are accessible to prevent, treat, or even postponed disease
development. One of the most involved fields of medical research in recent years has
been the classification of AD by means of deep learning techniques.

9.1 Introduction

Disease of Alzheimer is an irretrievable, progressive brain situation to facilitate
progressively, affects the facility to achieve the basic functions of remembrance and
thought [1]. These signs occur first in most people with these diseases in their mid-
60s. Till 2050 85% of people will be affected by Alzheimer’s, around 50 million
people have dementia. It will be affected by not only one with dementia, but also on
their careers and families. Biomedical signal processing methods, such as magnetic
resonance imaging, have been commonly used for Alzheimer’s disease research [2].
In such applications, machine learning methods will be used. In the past, Alzheimer’s
disease applications have been already achieved [3].
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Fig. 9.1 Alzheimer’s disease diagnosis in human brain

It is related to brain communication network dysfunction and is known as connec-
tion path or communication disorder. It is the most prevalent type of dementia that
leads to death and has no cure. The disorder has tremendous significance in reducing
the symptoms. In support of the automated analysis of Alzheimer’s disease, there
are several different forms of classification approaches [4, 5]. It is very difficult to
diagnose AD, since the elderly will be affected by this disease. The contraction of
the intelligence that occurs outstanding to the progressive loss of nerve cells is one
of the main brain changes associated with Alzheimer’s disease. A diagnosis of AD
effects on brain is shown in Fig. 9.1.

A lot of handcrafted machine learning methods for premature analysis of AD
have been established during recent days [6]. With age, the risk of developing AD
rises dramatically and after 65, the risk doubles every 5 years, some of the early
signs of the disease are memory loss, impaired decision-making, changes in mood
and personality, and this is called Mild AD level. MCI induces a drop in cognitive
skills such as memory and reasoning ability [7]. MRI is a powerful method for
AD diagnosis, it is expensive and simple or convenient to do always not possible.
Detection systems for AD could be introduced in the future [7].

9.2 Literature Review

These images may be helpful in creating a powerful AD classifier in 2011, while AD
or HC may not belong to their cognitive status. The investigational result on ADNI
information shows, that our proposed technique preserve significantly improve the
output between AD and HC [8]. This manuscript introduced an image-based detection
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system and applied it to the detection of brain MRI scan of community with soft cogni-
tive impairment (MCI) [9]. They conclude that this enhanced performance was due to
multiple learning methods and semi-supervised classification representing all paired
image interactions [10]. Computer Integrated Diagnosis approach for diagnosing
the Alzheimer’s disease is being proposed. In this result shown the efficiency gets
91% accuracy by using Nonnegative Matrix Factorization-Support vector machine
process [11].

Alzheimer’s disease is progressive mind disarray which gradually leads to failure
of memory confusion, disorientation and communicable inability. The voxel intensity
method is the one with the lowest accuracy values in their classification process [8,
12]. In 2014 this article, we are designing an AD detection replica which will be able
to support health professional in forecasting disease condition depending on patient
health report [13—19]. This leads to refine the decision tree to improve its accuracy
and generates that most events can be predicted in the future [13]. The computer aided
diagnosis of Alzheimer’s disease based on neuroimaging information has attracted
a lot of attention. The current HR-SSCRFS algorithm would check the multimodal
neuroimaging data in future work [14]. In diffusion of MRI offers new indications
not available using traditional anatomical MRI for disease diagnosis [15]. In 9 of the
14 regions of investigation, characteristics exceeded. 85.6%, area involved in many
previous AD studies in the hippocampus coagulum, was the highest accuracy [16]. In
2016, the measurement of grading biomarker is then per MCI subject. In this result,
they suggested a biomarker-based on the MCI-to-AD global ranking [17].

In 2016 it is gradually destroying the affecter’s ability to reason and memory.
Current treatment for treating AD is not available. Yet early diagnosis may reduce
disease symptoms and may develop the excellence of life [18]. This study is depen-
dent on the comparison and assessment of the related work done to determine the
diagnosis of Alzheimer’s disease using different methods including MRI [17]. In
2018 currently, it can find it possible that knowledge shape might be more useful,
we used support vector machine to perform classification. The accuracy rate here is
87.1% [18].

Neurodegenerative infection is currently the 6th most important cause of casualty
inthe US in 2018. 1 in 3 elderly people suffer from Alzheimer’s or other dementia. In
addition, in order to diagnose other 3D MRI diseases, similar techniques may be used.
This paper can also serve as an inspiration for other forms of 3D image processing
using deep learning [19]. A non-invasive and repeatable approach for the diagnosis
of brain disorders is electroencephalography in 2018. Experimental samples of HC,
MCI and AD were detected with greater precision than spectral analysis of the Fast
Fourier Transform [2]. In 2019 Multi-model biological, imaging markers showed
the best performance in reducing Alzheimer’s disease from relatively normal elderly
patients [2]. In 2019, as per the World health organization (WHO), the number of
populace breathing in the midst of AD is estimated in the United States. They also
proposed a multiclass diagnostic system in the test. Efficiency is strong [3].
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9.3 Method and Methodology for Detection of AD

This technique, which is called multiple regularized sparse learning features with
label data, will be proposed for detection shown in Fig. 9.2. It implements the spare
regression model feature selection and then presents our process specifications and
the right iterative optimization algorithm.

9.3.1 Regression Sparse Model

Without taking into account the local geometric spatial structure between samples,
the model selects a single common subset of features and the features selected may
be less selective. Where the aesthetic coefficient matrix is a weighting parameter
that not only balances the value of the relative between the loose term and the term
of regulation, but also regulates the sparsely of the elements in the matrix, the 2:1
standard promotes row sparsely in jointly between samples matching the multi-class
mark matrix.

min 1 = 2|B — AC[3, + A[Cl,, 9.1)

9.3.2 Sparse Feature Extraction
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Fig. 9.2 Block diagram the modified SVM based model
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where ‘N (a;) tok-Neighbors denotes subject ‘a;”. How to decide the most favorable
k-Neighbors among sample of dissimilar curriculum is the main issue in building the
neighborly relationship. To address this problem, we first introduced an adjustable
brand in sequence parameter to control the complete Euclidean expanse among
sample, and after that the relation detachment will depart as follow.

ed — 8|la; — a;| if a; anda; belong to the same class 0 < § < 1 9.4)
v 1 + 8|a; — a;|otherwise '
min 1 +2|B — AC[% + 1) Syjlaic — ajely + mal Wiy, 9.5)
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when A; and A, parameters are matched. In this proposed approach, the relationship
between optimal neighbors should be maintained and more discriminatory features
should be chosen, most importantly, to attain better presentation in following classi-
fication tasks, the collection of features is immobile assumed to be carried out in the
unique room, that is simple to understand or analyze the preferred features.

9.3.3 Modified SVM Based

The pattern recognition and classification of the support vector machine is widely
used for its ability to identify patterns in a variety of applications in the experimental
database. The hyper plane of these data is defined for separation at what time the
conservative SVM scholarship method is performed and the resultant SVM classifier
is qualified with a series of training observations. Ideally, when re-entered for testing
and entry into the SVM, all training data should be correctly classified.

94 Result

The efficiency of the future technique with cortical width of MRI information obtains
from the ADNI record. For every ROI, they calculate the average cortical depth
of the intelligence area, and each subject also has 78 characteristics. EEG multi-
channel signals were acquired using 19 electrodes that set their position by following
the 10-20 foreign systems and using monopoly contacts with the landmark of the
earlobe electrode. In resting state and closed eyes, subject brain activity was measured
to the electrical potential. In addition, to normalize the sampling regularity, they
transformed every signal to 256 Hz.

To repeatedly categorize the samples according to their categories by controlling
their relevant functions, they conducted a supervised learning analysis. In dealing
with the HC versus MCI, HC versus AD, HC versus CASE grouping of EEG signals
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Table 9.1 Classification results for regression sparse and sparse feature extraction analysis
Performance measures | HC versus AD | HC versus MCI | MCI versus AD | HC versus CASE

Regression sparse model

accuracy 73.1 72.6 81.3 75.6
F-measure 72.3 729 81.2 75.6
Sensitivity 73.1 72.6 81.3 75.6
Precision 72.0 71.5 81.3 75.1
specificity 60.1 77.1 714 43.6
Sparse feature extraction

Accuracy 73.1 72.6 81.3 75.6
F-measure 72.3 72.9 81.2 75.6
Sensitivity 73.1 72.6 81.3 75.6
Precision 72.0 77.5 81.3 75.1
specificity 60.1 77.1 774 43.6

here intended to derive a human decipherable model unique to every sample category
based on a diminutive subset of Fourier analysis features (Table 9.1).

9.5 Conclusion

In this paper, it is proposed a novel range of regularized spare characteristic knowl-
edge technique for AD and MCI detection. The hierarchy dependent on structural
attractive character imaging then established a new multiple regularization with class
mark information to protect. The association between the optimal neighbors, investi-
gational consequences show that compared to numerous condition of the art method
for AD and MCI classification. Computed aided diagnosis technique is associated
with Alzheimer’s disease with NMF-SVM. This is based on the grouping of non-
negative matrix factorization for the selection and decrease of features, and SVM
for confidence bound classification. This decrease in function is especially suited to
techniques of machine learning such as SVM.
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A Study on the Relationship Between e
Cloud Computing and Data Mining

in Business Organizations

Dilip Kumar Sharma, A. Dharmaraj, Alim Al Ayub Ahmed,
K. Suresh Kumar, Khongdet Phasinam ¢, and Mohd Naved

Abstract In order to enhance information services quality, data extraction is a
method through which potentially helpful data may be extracted. Integrated with
cloud computing, data mining technology enables customers to obtain valuable infor-
mation from a data warehouse that lowers infrastructure and storage cost. In recent
years the data mining sector and society as a whole have become quite attractive
large data availability and urgent need for the transformation of such information
into valuable expertise and data Market research, fraud prevention and retention of
customers, manufacturing control and scientific research. The natural development
of information technology may be seen as a consequence of data mining. Security
and privacy of user data is of major issue in the usage of cloud computing in data
mining. In the context of discovering new, legitimate, usable, and comprehensible
data formats, data mining is regarded to be an essential activity. The integration of
data mining techniques with cloud computing offers a flexible and scalable archi-
tecture that can be utilized to efficiently extract large quantities of information from
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near-connection data sources in order to provide valuable, decision-making knowl-
edge. This article offers a general explanation of the necessity for data mining to
be integrated into cloud computing, to provide its customers effective and secured
services and to decrease infrastructure and operating requirements in business.

10.1 Introduction

The Internet has become an essential resource in our everyday activities in recent
years, because the quantity of information generated by people who utilize online
services is huge. In this data, hidden data may be utilized to make successful choices.
Cloud infrastructure is utilized to substantially find valuable information in data
mining integration techniques. Cloud computing is designed to alter the conven-
tional computing method by delivering both physical assets and programming. These
services are offered via the internet [1]. Its cheap cost, portability, and enormous
availability make it more attractive. It offers limitless storage and processing power,
resulting in huge numbers of data. For finding knowledge on databases, data mining
techniques are employed. It is utilized for the analysis of data from various origins
and the provision of relevant information. The Data Mining and the Cloud Computing
Relationship Approach offers quick access to technology and an information finding
system that consists of several decentralized data analysis services.

We are frequently called the information erain age. We think that information leads
to power and success in that information era and that we have gathered enormous
quantities of information due to advanced technology such as computers, satellites,
and so on [2]. Initially, we began gathering and storing all kinds of data with the intro-
duction of computers and methods for mass data knowledge relying on the computer’s
ability to assist sort this fusion of information. Sadly, these huge data sets, housed on
separate structures, became overpowering very quickly. The early turmoil resulted
in organized systems and database management systems being created (DBMS).
We have now far more knowledge than we can deal with: from transactions, scien-
tific knowledge, satellite photos, documentary evidence, and military intelligence.
Data mining was an efficient technique for analysing data from many perspectives
and obtaining valuable data insights. Classifying data, categorizing data and finding
connection between datasets data patterns. Many companies are now beginning to
use data mining as a technique to cope with the aggressive data analysis environment.
The cloud allows you to access your information at all times from everywhere. The
cloud eliminates the requirement being in the similar physical place as your gear [3].

10.2 Concept for Cloud Computing

The term “cloud computing” is a catchall term for a new sort of Internet-based
computing. It’s a unique concept that explains the use of computers as a service, and
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it’s gotten a lot of attention recently. Cloud computing, according to the National
NIST is a concept that gives on-demand access to a shared pool of customizable
computing assets (e.g. networks, servers, storage, applications, and services) that can
be swiftly delivered and discharged with minimum administration effort or service
provider engagement.

Cloud computing is an emerging concept change where computers are transferred
from particular computers or servers to a “cloud” of computers. Cloud users must
only consider the computer service requested, since the fundamental facts on how
this is done are concealed. The high-performance computing technique is carried
out by bringing together all computer resources and by software instead of a human
being [4].

10.3 Cloud Computing Advantages

e [ess computer charge: no high performance and affordable computer is needed
for the use of web-based cloud computing apps.

e Enhanced Performance: Computers start and operate quicker in a cloud computing
environment because they have less memory loaded processes and applications.

e [ower software expenses: you can obtain much of what you need free of charge
instead of buying costly software programmes.

e Another benefit of cloud computing is that you are no longer confronted with
the choice between outdated software and expensive upgrade fees. Updates occur
automatically if the programme is on the Internet
Cloud computing provides practically infinite storage capacity.

Greater information reliability: In contrast to desktop computing, where computer
accidents in the cloud do not affect data storage if the hard drive fails or loses all
important data.

10.4 Cloud Computing Disadvantages

e It does not function well with low-speed connections.
e It needs a continuous internet connection.
e Information or data stored in cloud computing may not be secure.

10.5 Clouds Are Classified into Some Categories

Many firms share the services in a community cloud, and only those companies have
access. Companies or a cloud service provider could own and control the technology

[5].



94 D. K. Sharma et al.
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A cloud provider owns and maintains a public cloud that is accessible through the
Internet. Public services such as online photo storage, e-mail services, and social
networking sites are examples. The term "hybrid cloud" refers to a system that
includes different methods for sharing resources (for example, combining public
and community clouds). A private cloud is a cloud infrastructure that is reserved for
a single company and is managed by the business or a third party.

10.6 Models for Cloud Computing

(i) Service as a software (SaaS) The client is given a whole application as a
service over the internet under this approach. A single service instance is
running on the cloud and many end users are being served [6]. On the client
side, an initial investment in servers or software licensees is not necessary,
whilst expenses for providers are reduced since just one application has to
be hosted and maintained. Headquarters like Google, Sales force, Microsoft,
Zoho, and others are offering nowadays SaaS (Fig. 10.1).

(i) Platform as a service (Paas) Here is wrapped and provided a service that
allows other higher levels of support to be built on software layers or develop-
ment environments. The client may develop its own apps on the infrastructure
of the provider.

(iii) Infrastructure as a services (Iaas) As a standardized network service, IaaS
offers basic storage and computer capacity. The workloads are pooled and
made accessible via servers, storage systems, networking systems, network
infrastructure space etc.

10.7 Companies in Cloud Top and Key Characteristics

Table 10.1 shows the cloud names with their key components.
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Table 10.1 Companies in cloud top and key characteristics

Cloud name Key component

Sun microsystems sun cloud | More applications are available than on any other open operating

system

Amazon EC2 The goal is to make web scale computing more accessible to
developers

Microsoft A discount plan for development accelerators is now available.

Discounts ranging from 15 to 30% off consumption costs are
available for the first six months

GoGrid cloud computing Automatic load levelling as well as free, round-the-clock
assistance

IBM dynamic infrastructure | Processing power in the context of relationships may assist you in
planning, predicting, monitoring, and actively managing the
power usage of your Blade Center servers

Google app engine If you do not surpass the quota given, there is no time restriction
on the testing period

AT&T synaptic hosting You may either use completely on-demand architecture or mix it
with specific components to fulfill particular needs

10.8 Overview of Data Mining

Data mining is the process of detecting undiscovered, meaningful patterns and corre-
lations in massive data sets using sophisticated data and technology. These tools
include statistical models, mathematical algorithms, and machine learning techniques
(algorithms that improve their performance automatically over time, such as neural
networks or decision trees) [7]. As a result, data mining comprises more than simply
data collection and management; it also includes estimation and forecasting. Data
mining is becoming more common in the business and government sectors. Data
mining is commonly utilized in industries such as banking, insurance, medicine, and
retailing to save money, improve research, and increase sales.

Data mining applications in the public organizations were originally employed
to identify fraud and waste and were increasingly being utilized for measurement
and improvement of programmed performance. Data Mining’s primary purpose is
to automatically discover patterns with little human input and effort. Data mining
is a significant tool for managing future market trends and judgement. Data mining
equipment and methods in many areas in different forms may effectively be used [8].

Data mining, also known as Knowledge Discovery in Databases, is the time-
consuming process of extracting implicit, previously unknown, and potentially
important information from databases (KDD). In databases, the terms “data extrac-
tion” and “knowledge discovery” are commonly interchanged (or KDDs), data
mining is an important aspect of the knowledge discovery process. The diagram
below depicts data mining as part of an iterative knowledge discovery process.
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10.9 Knowledge Discovery Process (KDD)

The several stages in the process of KDD.

Data integration—Relationship information from various data sources.
Data Selection and cleaning—Analytical data are collected from the database;
noise is eliminated and inconsequential data is deleted.

e Data transformation—This phase includes consolidating and converting data to
mining formats e.g. by aggregating data summaries.

e Mining of data—That’s the most essential phase and is achieved via smart training
datasets.

7Evaluate patterns the most popular method for forecasting a particular result, such as a
response, high/medium/low value client, that is susceptible to buying/not buying.

On-assessment consists on identifying intriguing trends.
Presentation of knowledge—different visualization and presentation methods are
used to show the end user the gathered or mined information (Fig. 10.2).

10.10 Techniques for Data Mining

Table 10.2 discusses the Data Mining Techniques along with their key components.

10.11 Data Mining Applications

The following are the main areas of applications for data mining:

(i) Fraud utilized for monitoring fraud by credit cards, monitoring millions of
accounts. Fraud detection: They are used to detect financial transactions that
may suggest money laundering.
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Table 10.2 Techniques for data mining

Data mining Key component

Removal of feature It develops new qualities as a continuous combination of current
features. This technique’s uses include text data, latent semantic
analysis, data compression, data decomposition and projection,
and pattern recognition

Clustering This programme may be used to analyse data and find natural
groupings of data. Inhabitants of one cluster are more similar to
one another than residents of another cluster, which is a positive
thing. The discovery of new consumer categories and the
discovery of new life sciences are two examples

Identification of anomalies | The way occurrences deviate from the norm is used to describe
them as strange or suspicious. Health-care fraud, expense-report
fraud, and tax evasion are all instances of common fraud

Association Criteria linked with commonly encountered products may be
discovered and utilized for market basket analysis, cross-sell
opportunities and root cause analysis. Product packaging, in-store
positioning, and fault analysis are all possible with this tool

Regression Lifetime value, home worth, and process yield rates are all
examples of continuous numerical outcomes that may be
predicted using this method

Significance of attribute The characteristics are ranked in order of their strength of
connection with the target attribute. Examples of applications
include identifying the variables that are most closely linked with
consumers who react to an offer and the factors that are most
closely associated with healthy patients

Categories When forecasting a particular result such as a response or no
response, high, medium, or low value client, or whether someone
will buy or not will purchase anything. The most frequently
utilized method

(ii)) Investment Many businesses utilize investment data mining, although most
do not disclose their methods. Investment: LBS Capital Management is
one example. It utilizes portfolio management experts, neural networks, and
genetic algorithms.

(iii) Marketing Database marketing systems are the main application in
marketing, analysing customer databases in order to identify and forecast
various consumer groupings.

(iv) Telecommunications the TASA provides methods for pruning, grouping, and
sorting to improve the outcomes of a simple brute-force rule search. With
versatile information extraction methods, interaction and iteration may be
explored with several sets of found rules.
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10.12 Data Mining and Cloud Computing Relationship
in Business

Data mining techniques and applications are crucial in the cloud computing sector.
The practice of organizing information from unstructured or semi-structured internet
data sources is known as data mining [9]. Cloud computing data mining allows orga-
nizations to centralize software and data storage management, assuring trustworthy,
efficient, and reliable services for their consumers. The use of data mining technolo-
gies such as SaaS, PaaS, and IaaS to collect data in cloud computing is examined.
Cloud data mining is used to analyse and extract important data in a variety of indus-
tries, including banking, medical, and marketing [10]. With only a few mouse clicks,
you can acquire all the information you need about customer behaviour, habits, inter-
ests, and location. Smaller businesses can use the cloud to employ a cloud service
for efficient analysis of all data in the company that was previously solely reserved
for big data [11].

When dealing with large volumes of data, Data Mining is preferred, and related
approaches usually require large data sets to achieve classification accuracy. Data
mining is used by cloud operators to improve client experience [12]. Customers
may extract important information from virtually any data source using cloud
computing data mining techniques, which reduces equipment and storage costs.
Cloud Computing is a new trend in internet services that focuses on job-processing
servers’ clouds [13]. Data mining is the technique of obtaining unstructured or semi-
structured data from internet data sources in cloud computing. Cloud computing
is the delivery of software and hardware as a service via the Internet, and cloud
computing data mining technology is no exception [14].

The following are the advantages for data mining and cloud computing.

The client pays just for the data mining tools he requires.

The client does not have to keep a physical server since he may use the browser
to do data mining.

Inefficient storage capacity.

Virtual computers can be launched shortly.

No relational database queries.

Communication channel queue.

10.13 Conclusion

This study provides a high-level overview of data mining. Relationships with cloud
computing service providers are critical for companies in order to make effective deci-
sions when predicting current performance and patterns. Computing is the component
that is given, and data mining is the component that is offered as well. Data mining
cannot be completed without the use of a Data Mining software, as well as without the
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use of cloud computing or cloud computing services. They are all too tasty and effec-
tive when combined, just like cake and ice cream are when served separately. Cloud
computing is dependent on computer systems that are capable of accepting tasks
from a distance. Obtaining organized data from unappropriated or semi-structured
Web data sources is accomplished via the process of data mining. Cloud Computing
data mining allows businesses to centralize software and data storage management,
thus providing customers with more cost-effective and reliable services.
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Chapter 11 )
Study of Different Types of Smart ez
Sensors for IoT Application Sensors

Ch. V. N. S. Mani Kiran, B. Jagadeesh Babu, and Mahesh K. Singh

Abstract IoT appliances form part of the wider home automation definition that is
included security systems, television, air conditioning, heating, and lighting. Long-
term reimbursement could consist of power savings and making sure the lighting
and appliances are shut off automatically. Wireless sensors are important compo-
nent for building the sensing system for the Internet of Things (IoT). The IoT is a
technology in which one or more technologies are replaced by another technology.
IoT building a small eco-system around us, with the number of sensors and actua-
tors. These manuscripts show the numerous IoT sensors and in addition explain a
variety of sensor dependent IoT application. In addition, subsequent to analyzing is
diverging sensor application. These manuscripts enlighten that IoT function requires
which category of sensor. In the opportunity, this effort will provide as the source
for additional explore the work in the connected area. In this paper mainly we are
discussing the scrutiny of dissimilar types of sensors like humidity sensor, temper-
ature sensor, pressure sensor, optical sensor, proximity sensor, position sensor, and
velocity sensor. We also discuss sensor applications.

11.1 Introduction

The IoT connect everything, animates and inanimate things which lead to drastic
change. Their main objective is to make things more energetic and comfortable.
This allows for many devices to behave as intelligent equipment. IoT technologies
have inspired smart services for people. IoT permitted smart devices to provide the
possessor with many services, such as washing machines, water heaters, lights such
as outdoor electronic devices and indoor etc. It is additional obliging for blind and
deaf persons with a disability. Such procedures are obtainable on the mobile markets,
and with no display, they only provide audio services with a display [1].
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Sensors are all over the place. They are in our homes and places of work, in our
shopping centers and in our hospitals. We are found in smart phones and are an
integral part of the IoT [2]. For a long time, sensors have been around. In the late
1880s, the first thermostat was introduced, and since the 1940s infrared sensors have
been around. The IoT and its equivalent, the commercial IoT, are bringing a new
level of sensor use. Sensors are very critical in the smart application that shown in
Fig. 11.1 [1].

Temperature Sensor: Temperature sensors are effective in calculating heat energy
to identify the substantial change in one’s body. People were using temperature
sensors to track ambient environmental conditions. The collected data is subsequently
forwarded to the obscure by Wi-Fi for review. All this is completed with the mobile
app. A comparable kind of sensor is too used in smart farming and enables farmer to
enlarge their generally capitulate and item for consumption superiority by collecting
survive information from their land in real-time [2, 3] (Fig. 11.2).

Humidity Sensor: A humidity sensor monitors both air temperature and humidity,
which shows moisture in the atmosphere. People use moisture sensor for elegant
farming and allow farmers to boost their yield and manufactured goods feature by
obtaining survive information of their property in real-time [3, 4].

Pressure Sensor: Pressure sensors can sagacity the power and turn it into signal.
This category of sensor can be used for tracking your physical condition [5].

Proximity Sensors: With the proximity sensor, the location of any close entity can
be simply detected any substantial make contact with each other. By emitting electro-
magnetic emission like an inflator, it detects an object’s presence through basically
look for any difference in the arrival signal. There are various types of propinquity
sensors that target different applications, such as magnetic, photoelectric, ultrasonic,
capacitive, inductive etc. This exact type of sensor is mainly used in application
where safety and effectiveness are required [6, 7].
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Optical Sensors: For the detection of electromagnetic energies like light, optical
sensors are useful. They are commonly used in IoT application as well as in digital
cameras, being sensitive to all types of electrical interfaces. Optical sensors are good
for aerospace, chemical, oil refineries, environment, health, energy and other IoT
applications [8].

Velocity Sensors: This type of sensor that measures the rate of transform at defined
intervals in the quantity of the constant position and location values. Sensor velocity
can be linear or angular. This can be used in advanced vehicle tracking applications
in Smart Cities [9, 10].

Position Sensors: By detecting their motion the position sensor distinguishes the
occurrence of humans or things in a scrupulous area. It could be used in home
safety to allow the landlord to monitor room and appliance doors and window from
anywhere [11, 12].

11.2 Related Work

In 1993: The convey of an objective amount beginning one power area to an addi-
tional is based on sensors and actuators. The renowned healthy, chemical domains,
thermal, magnetic, electrical, mechanical are these. Actuators and sensors can be
sub-divided into three stages depending on the dynamic cross effects, static cross
effects, and physical principles involved [1]. In 1995: Many possibilities are proposed
for modern fiber-optic sensors based on two-photon spectroscopic technique. Types
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include chemical sensor, counting multiple sensors, and dielectric sensors [2]. It
is also proposed to develop a lightweight, low-cost fiber optics system for precise
time—frequency calculation. In 2000: This work provides an overview of fiber optic
sensor technology advances and innovations, outlining the main issue foundation
current investigate and demonstrating several significant application and input area
of successful fiber optics sensor in advancement [3, 13].

In 2012: With the advancement of IoT technology, the use of more and more
media sensors for tracking the health of the persons. Each time, tons of IoT sensors
recognize the huge sensor information. All this large sensor information is stored in
the HDFL and a number of data is stored in the heading a database based on columns
[14]. In 2014: As the populace is raising universal, an enormous requirement arises
to provide proper health care service. The need-gap may be increased with the advent
of modern technology. The sensor is one such technology that can be worn to allow
health care monitor systems based on the IoT [15]. In 2016: The IoT technique has
carried rebellion to each common man in area of existence by production of the
intelligent. IoT referred to a network of things that create a system optimized by
itself. Invention of IoT-based intellectual elegant cultivation systems transforms the
features of agricultural production day by day by not simply improving it but also
making cost-effective and reducing the desecrate [16].

In 2016: The real-time monitor has turn out to be a critical requirement for today’s
intellectual interchange monitor system to ensure safe traffic across the expressway.
In this paper, presented a low-cost and secure IoT system consisting of a variety of
RFID sensor for the real-time tracking. The motor vehicle is during its transportation
beginning one end to a different of the high speed expressway [16]. In 2018: The IoT
is accepted to participate a key part in our daily life during a large extent of sensor
systems that surround our world. Such systems are made to track critical objective
properties of matter and energy. In IoT, the information can be used to active term acts
such as remote control of heat equipment or cool equipment. In 2018: Climate change
has lead to the increased the significance of monitor the atmosphere [3]. Continuous
tracking of the environmental parameter is needed to determine the ambient quality.
Given that IoT is the mainly up-and-coming technology. It plays a significant position
in the collection of sensing unit information. The IoT helps bring everything together
and allows us to connect with our very own things [2].

In 2018: The increasing number of expensive information sources, developments
in the big data technologies and IoT as well as the development of a broad choice
of appliance knowledge algorithms give the new probable for providing predictive
services to people and decision-makers in urban areas [4]. In 2019: The IoT is a
technology in which one or more technologies are replaced by another technology.
IoT building a small eco-system around us, with the number of sensors and actua-
tors. Ubiquitous sensing technologies deliver shared information to create a growing
image of operations. The IoT sensors are used to build a smart environment by using
the IoT application. This paper shows IoT sensors and different IoT applications
based on sensors [5].
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11.3 Method and Methodology

The temperature sensor LM35 provides ADC0804 with the analog Temperature Data,
which it transforms to Digital Values, and sends to 8051. The 8051 Microcontroller
performs a brief measurement after obtaining the digital values, and then shows the
temperature on the LCD.

It is as quick to use the automatic fan control to choose the desired temperature
range and allow it to do its job. When the temperature rises above the target temper-
ature range, the fans will work in the forward direction automatically and will create
a cooling effect shown in Fig. 11.3.

Humidity is defined in terms of the quantity of stream in the nearby air. The
stream contented in the soil is a crucial feature in human health. For though the
heat is 0 °C with fewer moisture i.e. the atmosphere is fresh, we’ll feel comfortable.
Moisture sensors are used in products such as incubators, sterilizers, and medication
manufacturing devices. Humidity control sensor through IoT is shown in Fig. 11.4.

There are various types of humidity sensors available, which work on different
concepts, such as capacitive, semiconductors, and resistive. Humidity Sensor Fan
Control senses excess humidity in a room and triggers the ventilation fan automat-
ically to minimize excess condensation. The use of this sensor as an added benefit
helps to reduce energy use by automatically running the fan only when required,
reducing constant or repetitive usage. An optical sensor is generally part of a larger
system. A sensor is defined as an instrument that transforms the physical stimuli
into a readable output. A sensor’s position in a control and automation system is
to detect and quantify any physical effect while supplying the control system with

LCD
Temperature > » Micro-controller
Sensor ADC ‘
FAN
Fig. 11.3 IoT based temperature sensor
Humidity
Sensor
Power N Control
Source " System
> Fan

Fig. 11.4 Humidity control sensor through IoT



106 Ch. V. N. S. Mani Kiran et al.

Table 11.1 IoT application and type of sensors

IoT applications Types of sensors

Smart cities Pressure, Humidity, Proximity, Temperature, Position, Light
accelerometer, Velocity

Smart environment Optical, Light temperature, Accelerometer, Biosensors, Gyroscope,
Chemical, Humidity, Chemicals

Smart transport Motion, Gyroscope, Temperature, Chemicals, Magneto, Pressure,
Accelerometer

Smart agriculture Position, Proximity, Chemical, Water quality, Humidity, Temperature

this information. By controlling the sum of movements and strokes, the shipping
conditions can be increased efficiently.

Air quality monitoring, field-level monitoring, emission level, and some sort
of bottle leakage will save water. Many other intelligent devices can be used for
applications for proper air control.

11.4 Results and Discussion

Based on different types and based on IoT sensors application like temperature,
humidity, pressure, proximity, optical, velocity, positional sensors the outcome of
the IoT is enhancing performance. Data is the key to making IoT systems effective
in increasing profitability and operational efficiency. A majority of the executives
surveyed say [oT is a significant contributor to their company to expand your outlook
on IoT. Generally, all type of sensors may be categorized into digital sensors and
analogue sensors. Nonetheless, in most electronic systems, there are a small number
of sensors for example temperature sensors (Table 11.1).

Analysis IOT Sensors: For all IoT, system sensors are used. This section, after
examining diverse types of sensors and elegant IoT implementations, indicates the
kind of sensors needed in building a smart environment in an IoT framework.

11.5 Conclusion

IoT by building a safe ecosystem around us is revolutionizing our society. Sensors
participate an input position in automating the submission in any IoT-based smart
device. By creation it is smarter to react with no individual interference. This
manuscript introduces different kinds of sensor in the elegant world activated by
IoT. IoT sensor can be efficiently warned for physical condition, transport, water,
environment, agriculture. This paper analyzes various [oT sensors and IoT applica-
tions based on sensors and illuminates what sensor is used in many loT applications.
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The Real-time vehicle speed regulation is crucial for preventing fatal accidents on
the expressways. During times that vehicles surpass the thresholds, warnings can be
issued for passengers.
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Chapter 12 )
Experimental Study and Investigation oo
of Mechanical Properties of Material
SS304/SS316 Using Rotary Friction

Welding Technique

Vaibhav V. Kulkarni and Prafulla C. Kulkarni

Abstract Rotary Friction Welding (RFW) is the progressive welding process,
widely used in the manufacturing industry as appropriate for the joining of symmet-
rical geometry and shape of parts. The process offers several advantages like no fumes
extraction, no release of harmful gases and no pollution, no melting at solid welding
joints; high accuracy and precision of operation even at high speed; and less econom-
ical nature. Apart from the above advantages, another significant benefit is accom-
panied by the weld joint interface region, which produces the partial smelted state of
the welded parts. This phenomenon is predominantly substantial for the welding of
two unrelated material combinations and precisely where the slender heat-affected
zone is encouraged. In this research work, the study has been conducted using the
rotary friction welding process machine. The material selected for the study and
experimentation for RFW process is austenitic stainless-steel SS304 (specimen dia.
¢ 12 and 14 mm) and SS316 (specimen dia. ¢ 10 and 14 mm). Several parameters
have been studied for the RFW process like rpm, temperature, and pressure. A study
of different mechanical properties like tensile strength, hardness, and microstructure
analysis has also been carried out for the same welded specimen.

12.1 Introduction

The Rotary friction weld technology was developed at the beginning of the 1950s,
and introduced during the Second World War, as the most popular process of all fric-
tion welding, and named as rotary friction soldering technique. It is used broadly for
the joining of structural materials with symmetrical rotational geometry by utilizing
conventional lathe. However, they were found unworkable due to incorrect techniques
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and required several changes for the correct set up on the lathe. This phenomenon is
further divided into two processes based on rotational energy conversion to frictional
heat. The first process demonstrates the process of welding direct or continuous fric-
tion, and the second is the welding process for inertia friction. Welding of similar and
dissimilar metals by using friction is the most common and raised its application in
metal joining processes in all over the world’s manufacturing industries. The rotary
friction welding process develops the excellent quality of the welding joint between
the two metals. The joint is developed by rotating one work piece over another, which
seems solid without melting, leading to heat release. It utilizes simultaneous frictional
force produced by rotating metal pieces once elevated to a suitable temperature. The
rotating part rests at the nominal temperature state, and the stationary component
continues to coalesce under increased pressure and defines metal contact, as illus-
trated in Fig. 12.1. Friction welding serves as the most advanced welding process
and extensively employed in the manufacturing industry. Its solicitations include no
fumes extraction and no harmful gases released in the environment. In this process,
the weld joint interface region generates the partially molten state of the welded
parts. This phenomenon is particularly significant for the welding of two different
material combinations and favors favorable narrow heat-affected zone.

Manufacturing industries employed several welding and metal joining methods
for joining different parts as permanent joint or temporary joint, dependent on specific
requirements and applications of the component. The market demand and welding
setup differ following the type of metals to be weld. Designers and manufacturing
engineers must be aware of all the available methods of metal joining. The primary
objective of this research work defines the experimentation of joining specimens of
austenitic SS304 and SS316 of the same cross-section using rotary friction welding.
It executes comparative study for mechanical properties like the strength of welded
joint using tensile test, hardness at different locations in the heat-affected zone, and
microstructure analysis of weld joints.

e [ (nmn- ] [
Yy — - |- u

stage 1

Friction Welding Joint at Heat Affected Zone{HAZ)

Fig. 12.1 Rotary friction welding process
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12.2 Literature Review

The first patent of friction welding process was granted to J. H. Bevington, 1891.
He applied friction welding techniques to weld metal pipes. After that, various
researchers performed the welding studies for plastic joining materials, and related
to this; multiple experiments were carried out during the 1940s in the USA and
Germany. A. J. Chdikov, who was a Russian machinist, had conducted experimental
scientific studies and suggested the commercial use of rotary friction welding and
patented the process in 1956. Whereas, many researchers from American Machine
and Foundry Corporation have operated thermal and parametrical analysis of rotary
friction welding. Experimental investigation studies of friction welding in England
were carried out by The Welding Institute (TWI) in 1960-1961. The Caterpillar
Tractor Co. also improved the friction welding process to develop the method of
inertia welding during 1961-1962. Seshagiri Rao [1] reviewed the experimental
investigation of rotary friction welding parameters using similar and dissimilar mate-
rial for Al (H-30) and MS (AISI-1040). Hence, the conclusion states that the friction
welding process can be successfully utilized for the welding of different ferrous and
non-ferrous materials [1, 2].

The experimental study by Handa and Chawla [2] defined the mechanical proper-
ties of Friction welded AISI 1021 steel. The experimental installation was developed
and contrived in order to achieve the Friction welded joints between the austenite
stainless steel and the low-alloy AISI 30 sheets of steel as produced by mechanical
joining along with the exploration of axial pressure effects on mechanical proper-
ties. The literature review of research on rotary friction welding has been carried
out by Bhate and Bhatwadekar [3] and various methods have been investigated.
The study on a statistical analysis of rotary Friction of steel with different carbon
content in workpieces and subsequent effects of variations in carbon content was
performed by Kalsi and Sharma [4]. An experimental setup was intended to achieve
the process with equal diameter workpieces. Shubhavardhan and Surendran (2012)
carried out a study of friction welding for joining stainless steel and aluminum mate-
rials. The study was performed through continuous drive friction welding process,
by combining heat produced by friction between two surfaces and plastic defor-
mation, to join dissimilar material (aluminum allocation A AA6082 and stainless
steel AISI 304). Different welding process parameters were used for testing. Tensile
tests, Vickers micro hardness test, fatigue test, Impact tests, and SEM-EDX (energy-
dispersive X-ray) analyses were carried out to determine the phases during welding
[5, 6].

The research of the experimental characterization of the properties of 100 Cr6
steel, combined with the rotary welding process, is demonstrated in the study by
Mourad (2017). The primary objective of the present work has been to manufacture
identical metal joints of these steel using the rotary friction soldering process and
experimentally explored the sold joints properties. The joints exhibit different diam-
eters and interface geometries when made from steel rows 100Cr6. A friction welded
specimen was performed with optical microscopy for microstructural characteristics.
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The Vickers hardness distribution was scrutinized at the weld joint. In the central
zone, the welds are highly strong, described by a martensitic structure [7-9].

The main objective of the survey on dissimilar material by Alves et al., 2010 was
to monitor the temperature at the bonding interface during rotary friction welding
of AA1050 aluminum and AISI 304 steel [10-12]. Research by Kondapalli [13]
demonstrated the different welding processes for welding of AISI 304L austenitic
Stainless Steel. The literature shows that austenitic AISI 304L Stainless Steel is
the best material for intergranular corrosion problems. It is the most recurrently used
best material for the manufacture of heat-resistant components. The effect of welding
parameters on the burn of length for friction welding of 2 dissimilar metal inconel718
and SS304 [14, 15] was explored after the research by Patel and Patel (2017). The
recent advancements and the numerous above literature have revealed that, due to the
lower welding temperature and shorter welding period, rotary friction welding is one
of the most efficient and conventional methods of welding-related and differentiated
metals like copper and aluminum joint.

12.3 Experimentation and Trials

The experimental trials were conducted using rotary friction welding machine having
5-ton capacity, model name SPARTAN-5, as shown in Fig. 12.2. Rotary Friction
Welding Machine is available at Friction welding Technology [FWT] Company,
Pune. The materials selected for trial were SS304, and SS316, where SS304 specimen
have ¢ 12 and 14 mm 05 each and specimen SS316 have ¢ 10 and 14 mm 05 each.
All the readings and observations were noted during the conduction of the trial. The
length of each specimen ranges from min. 100 mm to max. 104 mm, and total length
reaches out as 201 mm to 205 mm, respectively, as shown in Table 12.2. The speed
of the rotation was fixed for the entire specimen, i.e., 1600 rpm. During experimental
study the following observation were taken while considering follow-ing as an input
parameters. The input parameters are total length of Sample size (Spindle size),

Fig. 12.2 SPARTON-5
Machine Setup )
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Table 12.1 Chemical composition of material SS304 and SS316 specimen
Grade C Si Mn P S Cr Ni Mo
SS304 | 0.08 1.00 |2.00 |0.045 |0.030 |18.0-20.0 8.0-11.0 -
SS316 | 0.08 1.00 |2.00 [0.045 |0.030 |16.0-18.0 |10.0-14.0 |2.0-3.0

Soft Friction Pressure considered 8.1kg/mm?.The Friction Pressure is 17kg/mm?
and upset Pressure is considered 30.5kg/mm?. Since we have prepared twenty nos.
specimens for material SS304 and SS316 as mentioned above. According to the
diameter of the speci-men the above parameters has been changed, with keeping the
same diameter with same parameters as shown in the table. After the all setting has
been done on the machine the five samples of each diameter trials were taken. Where
final length of actual weld measured and actual loss is also calculated. Our aim was
to conduct the experiment on the friction welding machine and find out the actual
loss, temperature during process and also calculate shrink-age of the material after
the friction welding trails. (Table 12.1, Graphs 12.1 and 12.2).

Austenitic stainless steels are possibly the most frequently used material among
all different stainless steels. The high concentration of chromium and nickel (18—
20 and 8-12 wt. % respectively) signifies the corrosive resistant nature of the 300
series materials, which also defines their non-magnetic and non-hardenable property
after inducing heat treatment. However, cold treatment can harden them signifi-
cantly. Austenitic stainless steels are extensively utilized in petrochemical, nuclear,
and corrosive chemical environments. Stainless Steel serves as the best material
which effectively deals with the problem of intergranular corrosion and is commonly
employed for the manufacture of non-heat-treatable components [15].

12.4 Rockwell Hardness Test

The Rockwell hardness test is performed when friction welding is observed at the
heat- affected zone area of specimen positioned at 1A 2 mm, 2A 5 mm, and 1B 2 mm,
2B 5 mm locations. Friction welding can be intended by computing the depth of an
indent once the specimen material is forced through indenter at a given load. It is
evaluated after measuring the depth of an indentation with a diamond carbide point.
The Rockwell hardness test has been carried out at 60 kgf. The hardness results are
depicted in Table 12.3. The hardness illustrates 51-56 HRA at the point of contact
(Figs. 12.3 and 12.4).

It has been observed from the Table 12.3, that the hardness value of SS304 is
more as compared to SS316 due to high chromium and nickel percentage in SS304.
Minimum hardness and high welding strength are observed at the point of the weld
as the material gets soften at the center. The hardness value gradually deviates with
each point of indentation from 2 to 5 mm at welding contact. Increasing heat, change
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Table 12.3 Hardness test results

Material | Diameter | Point No. 2A 1A Point of contact | 1B 2B
Weld center |Smm |2mm |0 2mm |5 mm
SS304 12 HRA 58 57 56 57 59
SS304 14 57 56 53 56 58
SS316 10 54 55 51 55 58
SS316 14 55 57 52 58 57

(55304 ¢ 12 mm) (SS 304 ¢ 14 mm)

—
e . -

(58316 ¢ 14 mm) (58316 ¢ 10 mm)

Fig. 12.3 Rotary friction welded specimens
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Graph 12.1 Pressure distribution
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Fig. 12.4 Rockwell hardness indentation

in the grain size at the weld point is observed with a significant increase in hardness
value, elongation, and strength.

12.5 Microstructure

The etching of stainless steel grade material is quite tricky due to the anti-corrosive
property of stainless steel. Austenitic or 300 series stainless steel is having a high
content of chromium and nickel, making it harder to etch. In this work, the etching
has been completed after specimen preparation with the acrylic mold and silicon
emery paper (1500 grit) generally used for polishing. Then the lapping process is
performed after 5—6 ml nitric acid etchant solution is used for specimen preparation.

As per the microstructure observations, the austenitic stainless SS304 and for
SS316 grade material super picral means picric acid plus alcohol prepared the solu-
tion, and on the surface of the specimen drop, 2-5 ml solution and phases reveals
clearly. It was observed on the metallurgical microscope, temperature, grain structure,
pressure, and oxidation affects the overall rotary friction welding. Due to temperature
differences, the austenitic structure is converted into a martensitic structure.

In microstructure examination, fine grains are observed at some locations, and
grains are distorted entirely at the welded zone in the absence of twin boundaries of
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$8-304 Specimen ¢ 12mm S$S-316 Specimen ¢ 10mm

$8-304 Specimen ¢ 14 mm $S5-316 Specimen

Fig. 12.5 HAZ microstructure images (200 x magnifications) of specimen SS304 and SS316

base metals. Stringing action is found in dynamic crystallization, which may affect
the mechanical properties of metals. Higher the percentage of Nickel and Chromium,
the higher the percentage of breaking load and elongation. The following Fig. 12.5a
to d shows the 200 x magnification microstructure cutting section of heat affected
zone [HAZ] of rotary friction welding for all specimen sizes.

12.6 Tensile Test Results

A tensile test of any material states the effectiveness and behavior of a material when
a stretching force acts on it and also determines the maximum strength or load which
can withstand by the material. The study utilizes a universal testing machine for the
measurement of the tensile strength of the rotary Friction welded joint. The load
resolution and machine capacity of 20 tons are used with an onboard extensometer
facility having a one-micron resolution, 20 mm travel, 20 data set storage (00-19).
The one data set contains the 75 results storage, and parameter selection through
keyboard non-volatile memory was used for the result as well as for test data storage.
The Maximum load for each specimen is 1000 kN, and Maximum elongation is
250 mm. The following Table 12.4 states the tensile test results for SS304 dia. 12
and 14, SS316 dia. 10, and 14 specimens, respectively. In the Fig. 12.6a, b, ¢, d
displays the tensile tested specimens.
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Table 12.4 Output tensile test observations

Parameters/Specimen size SS304 SS304 SS316 SS316

(¢ 12 mm) (¢ 14 mm) (¢ 10 mm) (¢ 14 mm)
Load at yield (kN) 82.09 109.72 51.95 84.46
Elongation at yield 9.800 12.92 9.600 10.00
Yield stress(n/mm?) 725.836 620.889 661.783 548.663
Load at peak (kN) 91.87 128.370 65.700 104.250
Elongation at peak (mm) 19.24 33.320 13.430 40.320
Tensile strength (n/mm?) 812.310 726.426 836.942 677.221
Load at break (kN) 50.92 81.83 60.82 69.98
Elongation at break (mm) 28.35 41.49 14.40 47.48
Breaking strength (n/mm?) 450.232 463.063 774.777 454.599
Reduction in area (%) 73.65 69.75 37.75 69.75
Elongation (%) 9.11 14.63 6.87 16.28
Yield stress/UTS 0.894 0.855 0.791 0.81
UTS/Yield stress 1.119 1.170 1.265 1.234
j2. 55304 (¢ 12 mm) breaking . 55304 (¢ 14 mm) breaking

———————
sy

k. §5316 (¢ 10 mm) breaking . §8316 (¢ 14 mm) breaking

Fig. 12.6 a-d Tensile testing specimen

12.7 Conclusion

The study examines the specific mechanical properties like a tensile test, hardness,
and microstructure for selected specimens along with their comparative analysis. The
results concluded with the findings that the maximum yield stress attained for the ¢
12 mm, i.e., 725.836 N/mm?, whereas, minimum breaking load appears 50.920 kN
for SS304 material and maximum yield elongation and load at break calculated as
12.92 mm and 81.830 kN respectively for ¢ 14 mm SS304 material. In comparison
with SS304 material, the minimum yields stress appears as 548.663 N/mm? for SS316
material. The maximum tensile strength of SS316 comes out as 836.942 N/mm?
compared with the SS304 material. Rockwell hardness test has been conducted at
the HRA scale and demonstrated that the hardness of SS304 is more by 2 to 5 HRA as
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compared to SS316 material. Minimum hardness is observed at the point of the weld.
The hardness value progressively varies with each point of indentation at 0, 2, and
5 mm for welding contact. Following the microstructure testing and related specimen
observations at HAZ, the overall rotary friction welding operation for the austenitic
SS304 and SS316 grade material is affected by temperature, grain structure, pressure,
and oxidation. Significant temperature variations in the material, the austenitic struc-
ture, get transformed into the martensitic structure. The microstructure examination
defines the first observation as localization of fine grains and a complete distor-
tion of grains in the welded zone with no twin boundaries at base metals. Stringing
actions lead to dynamic crystallization, which may affect the mechanical properties
of metals.

12.8 Future Scope

In future work, the study of fatigue strength of welded joint, static, and dynamic
characteristics of welding, heat flow variations during underwater welding joint,
and strength analysis on underwater welds also can be conducted. To continue this
research, and comparative study can be performed by welding the same material
specimen of SS304 and SS316. Numerical issues are also caused by large strain
increments, which can be reduced by introducing a visco-plastic model. The visco-
plastic model is used for numerical reasons but, since steel is to be considered visco-
plastic at high temperatures, such a model could provide more accurate results. The
mathematical model can be developed to predict the shear strength of the rotary
friction welding process.
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Chapter 13 ®)
Critically Analyzing the Concept ez
of Internet of Things (I0T) and How It

Impacts Employee and Organizational
Performance

A. Anbazhagan, K. Guru, Gazala Masood, Meeta Mandaviya,
Viney Dhiman, and Mohd Naved

Abstract It connects people, organizations, and smart objects, the internet of things
(IoT) has the potential to profoundly alter the way we live, work, and interact, and it
has the potential to reshape a broad variety of industrial areas. The purpose of this
research article is to offer a critical examination of the Internet of Things (IoT) and
how much it affects individual and organizational performance in the workplace. We
examine the literature on the Internet of Things, including what it is, why it is impor-
tant, what it has historically been, its benefits, pros and cons, security and privacy
issues, and its impact on organizational performance, and we conclude that a better
recognizing of how the Internet of Things will impact the ways that organizations
and employees conduct their business is required.

13.1 Introduction

In computing, the internet of things, also known as IoT, is a networked system of
interconnected computing devices such as system of interrelated computing devices
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machineries, items, mammals, and human beings that are all assigned unique identi-
fiers (UIDs) and have the ability to transfer data over a network without any need for
direct human or human-to-computer communication. It is possible for a person with
a heart monitor implant, a farm animal with a biochip transponder, an automobile
with built-in sensors to alert the driver when wheel pressure is low, or any other
natural or man-made object that can be allocated an Internet Protocol (IP) address
and is able to spread across the globe to be considered “things” in the internet of
things. Businesses in a number of sectors are increasingly relying on the Internet
of Things (IoT) to improve operational efficiency, better understand consumers in
order to provide improved customer care, improve decision-making, and raise the
value of their businesses. The Internet of Things (IoT) has been identified as a crit-
ical element in computer systems that has an impact on their overall performance
independent of how they are used. Data security is the most important study topic
in the Internet of Things since the systems are infiltrating further and deeper into
our personal lives, where they detect, analyze, and store all kinds of data. This situ-
ation presents a number of challenges in terms of security and privacy, particularly
for applications running on resource-constrained systems. In this scenario, appraiser
selected well-established data protection mechanisms that ensure the confidentiality
and integrity of data are maintained. Furthermore, they evaluated the effectiveness of
various cryptographic blocks and flow pass codes, encoding algorithms, messaging
authentication codes signature methods, and symmetric encryption protocols when
implemented on the most sophisticated resource limitation systems available.

13.2 Analysis of Internet of Things (IoT)

13.2.1 In What Ways Does the Internet of Things (IoT)
Help? Definitions of the Internet of Things

The Internet of Things is a physical object interconnecting to the Internet and other
networks through different Ip addresses, which allow data collection and information
to be sent via integrated sensors, electronics, and software. Physical devices are
intended for the Internet of Things or they are assets outfitted with data sensing and
communications transmission, including live creatures. In the Internet of things, the
data collected from linked objects is utilized to characterize, beyond the endpoint
dimensions with devices, sensors, actuators, and communications networks [1].
Internet of Things characterizes a variety of applications, protocols, standards,
architectures, and data processing and analysis technologies, in which the Internet
and other networks, through a single IP address or URI, can be attached to devices
and objects (applications, dresses or animals) embedded with sensors and specially
designed software or other digital and electronic systems. As can be seen here, data
and how it is collected, processed and integrated into value chains of knowledge and
advantages are important. Indeed, the real value of the internet of things consists in
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the manner in which alternative types and data types for completely new business
models, insights, forms of commitment, living methods, and social benefits may be
used. The Internet of Things is a key phrase, because, as stated, the consumer Internet
of Things (CIoT) and the industrial internet of things are frequently distinguished
(IIoT). They are frequently used, we discuss both below. CloT and IIoT, however, also
encompass many uses and apps and are thus umbrella words. In addition, crossovers
exist between the two.

More from an internet of everything that again forms part of a wider framework,
the Internet of things is seen [2]. It is described below what this signifies. There’s
no internet of things. Data collected, submitted, processed or sent to devices, mostly
through Web, fixed routes, via cloud ecosystems or (adapted) wireless connection
systems, designed for particular IoT applications (e.g. wireless technologies for the
IIoT). The transformation into wisdom and action of digital, physical, and human
realms via networks, interconnected activities and data is important in this equa-
tion. In recent decades, the emphasis in internet of affairs has moved to this inter-
contentedness of devices, data, business objectives, people and processes from the
very element of connecting devices and collecting data, in IIoT definitely [3].

13.2.2 The Importance of the Internet of Things

The internet of things enables individuals to work and live intelligently and to manage
their life completely. IoT is important for companies as well as providing clever
gadgets to automate households. [oT offers companies an in-house assessment of how
their systems actually function and a view into everything, from machine performance
to supply chain and logistics.

IoT allows enterprises to automatically automate operations and decrease labor
expenses. It also reduces waste and enhances services, making the production and
delivery of products less costly and provides transparency in the transaction of
customers. As such, IoT is one of the most essential daily innovations and will
decide to lead flow as more companies recognize the potential of linked devices to
compete effectively.

13.2.3 History of IoT

The internet of things was originally suggested by Kevin Ashton, a co-founder of
the Auto-ID Center at MIT, who first shared his ideas with P&G in a presentation in
1999. Ashton dubbed his presentation the Internet of Things in order to make RFID
radio frequency identification (RFID) more popular with P&G’s management. When
Things Start to Think by MIT professor Neil Gershenfeld was published in 1999 as
well. Rather than explicitly utilize the word Internet of Things, it gave a clear picture
of where the IoT was going.
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The transition from the convergence of wireless technologies, micro electro
mechanical systems (MEMSes), micro services, and the internet into the Internet
of Things has progressed significantly [4]. Convergence has brought down the silos
between OT and IT, and as a result, machine-generated unstructured data is now being
examined for insights to enhance performance. The concept of linked devices has
existed since the 1970s, when the terms embedded internet and ubiquitous computing
were used.

In the early 1980s, the first internet equipment was a Coke machine at Carnegie
Mellon University, the place where the original Internet protocol was developed.
Programmers might use the web to discover whether or not they would be getting
a cool drink if they choose to go to the machine. IoT developed from machine-to-
machine (M2M) communication, which is a kind of communication where machines
may communicate without human involvement. The gadget must connect to the
cloud, be managed, and gather data in order to be considered an M2M. Connecting
people, systems, and other apps to gather and exchange data is the next step for M2M.
On top of this connection, M2M provides the basis for IoT.

With regards to the internet of things, we are also discussing an expansion of
supervisory control and data acquisition (SCADA), a category of software applica-
tions that assist with control procedures and data collection in real time from distant
places. The hardware and software components of SCADA systems are known as
SCADA systems. Data is received by a hardware device, which then feeds it into
a computer that comes preinstalled with SCADA software, where it is processed
and provided to users in a timely way. SCADA has evolved to the point where the
latest generation of SCADA systems has gradually transformed into the first phase
of IoT systems. Although the idea of the IoT ecosystem did not truly emerge until
the middle of 2010, when the Chinese government announced that it will emphasize
IoT in its five-year plan, the term [oT ecosystem gained traction in that time period
[5] (Fig. 13.1).

The internet of things may help businesses in a number of ways. Many advantages
apply across many sectors, while others are industry-specific. Table 13.1 shows the
common benefits of IoT enable businesses.

The rise of the Internet of Things (IoT) is prompting company to think outside
the box and offer them the means to build better business strategies. An abundance
of sensors and other IoT devices is present in the manufacturing, transportation,
and utility sectors, but IoT may also be found in companies across many industries,
including agricultural, infrastructure, and cloud computing [6].

Farmers in agriculture may profit from IoT since it makes their work simpler.
Farming methods may be automated by using sensors to gather data on rainfall,
humidity, temperature, and soil content as well as other variables. IoT can assist orga-
nizations in monitoring activities that are involved with infrastructure. Additionally,
sensors, for example, may be used to keep tabs on structural buildings, bridges, and
other infrastructure, in order to identify change or suspicious activity. It provides
many advantages, such as reduced costs, less time, more workflow flexibility, and
transparent workflow.
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Fig. 13.1 The many ways
IoT may help businesses
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To automate building mechanical and electrical systems, home automation busi-
nesses may use IoT. Smart cities have the potential to help residents save money and
use less energy. Anything is connected to the Internet of Things (IoT). This includes
everything from companies inside healthcare, banking, retail, and manufacturing.

13.3 Pros and Cons of IoT

Given the advantages and disadvantages of IoT in Table 13.2.
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Table 13.2 Advantages and disadvantages of IoT

Advantages

Disadvantages

Opportunity to control any user data from
anywhere

With increasing numbers of linked devices and
more data exchanged between devices, there is
also increased possibility for a hacker to steal
sensitive information

Enhanced connectivity among electrical
devices linked

Businesses may ultimately handle a huge
number of IoT devices, perhaps millions, and it
will be difficult to gather and manage data
from all these gadgets

Data packets are sent via a linked network to
save time and money

If the system has a flaw, every linked device is
likely to be damaged

Automated tasks that assist enhance the quality
of services of a company and reduce the need
for human involvement

Since there is no worldwide IoT
interoperability standards, it is difficult to
connect with devices from multiple companies

13.4 Concerns About IoT Security and Privacy

In the internet of things, everything will be connected to the internet, and each of
these objects will have an immense amount of data points associated with it. A larger
attack surface means more worry for IoT security and privacy. An especially notable
DDoS assault was one that targeted domain name server provider Dyn in 2016 and
caused internet disruption for many websites over a lengthy period of time. The
network was breached via vulnerable Internet of Things (IoT) devices. Hackers may
exploit only one weakness in IoT devices and therefore access all the data, making
it completely useless. If a gadget is not kept up to date, it becomes more susceptible
to hackers. Personal information, such as names, ages, residences, phone numbers,
and social media profiles, is an essential part of connecting devices [7] (Fig. 13.2).

Privacy is another significant issue for IoT users, since hackers aren’t the only
danger to the internet of things. Let’s say, for examples, that businesses that manu-
facture and distribute consumers IoT devices have the devices to gather personal data
on customers and resell it. Additionally, the introduction of Internet of Things (IoT)
increases the danger of having vital infrastructure, such as the energy, transportation,
and banking sectors, fall victim to system vulnerabilities.

How IoT Impacts on Organizational Performance

The internet of things is allowing companies to change as the technology fuels
company development and helps firms navigate the commercial environment. This
article may teach you case studies of companies that have used IoT solutions in the
real world [8].

The Internet of Things (IoT) has gained enormous ground in today’s commercial
world. One of the advantages of IoT devices like sensors is that they re cost-effective
and significant, which allows businesses to collect a lot of data, monitor operations,
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Fig. 13.2 IoT security and
privacy
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and anticipate equipment failures. The theory of [oT offers a treasure trove of poten-
tially good ideas for products that may address both big and everyday problems in
a simple and cost-effective manner. [oT statistics supports the utility of IoT: The
number of devices continues to increase year after year across sectors.

The gadgets and smart home markets have seen an approximate compound annual
growth rate of approximately 16% between 2017 and 2018. However, the number
of IIoT devices (specifically, those with web and app access) has risen from 356.5
million to 440.8 million. On the other hand, how IoT is applied in real life is a
separate issue. To demonstrate how technology helps address industry problems,
we’ve selected two IoT scenarios from our IoT solutions range. Additionally, we
will demonstrate several IoT solutions to make your IoT navigation simpler [9].

How could the IoT impact the Employees?

Many of the advantages we now take for granted because of the digital revolution
that is happening all around us have also been applied to the workplace environment.
Computers in the workplace have only accelerated the pace of digitization. It wasn’t
so long time ago that we’d have to dial-in to network through a modem, emailing
customers or using discs to transmit information.

In today’s work environment, changes in technology are less about facilitating the
office’s mobility and are more focused on creating the best possible work environment
for employees, where hours spent on administration are kept to a minimum, wellbeing
is the top priority, and costs are kept to a minimum. The driving force behind this
corporate transformation is implementing smart devices and systems, however the
importance of IoT security must be a priority while undertaking this journey.
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More security measures that include installing additional devices that utilize
significant amounts of data in the workplace must be considered seriously due to
data breaches and GDPR penalties at an all-time high. However, it is also important
understanding the advantages the IoT may offer to a company, so businesses can
make educated decisions whether or not to adopt this technology [10].

13.5 Personal Digital Assistants

IoT devices have seen significant usage in the house for digital assistants. While these
gadgets are not widely used in the workplace, they have the potential to become a
helpful addition to offices. A digital assistant may be used by office workers to aid
with private chores including making phone calls. Nevertheless, they have enormous
promise.

For example, office assistants who use digital systems may advise you on which
meeting rooms are available, adjust equipment settings in conference rooms, and
place orders based on your purchase history. You may be concerned about needing
to look out the conference ID and foreign country code number in advance for a
meeting that you have on your calendar, but your digital assistant will not. You’ll
also have your assistant activate the smart TV, lower the lights, and start the screen
saver without you needing to touch anything.

13.6 Wellness and Intelligent Desk Items

Occupational Safety and Health Administration (OSHA) estimates that the cost
of treating workplace ergonomic problems including poor posture, physical work,
and stress burnout is about $1 billion each week. Many organizations now have
programmed in place to teach their staff about the IoT, which can also be utilized to
assist in helping to minimize the occurrences of these issues by supplying on-the-fly
analytics on employee health and well-being.

When you have a smart desk or smart chair, you will be warned if you have been
sitting for too long, and your posture will be monitored so that you may benefit from
improved posture. Employees may be given health devices to inform them when
they need to get up and move, or make little changes to their workstation, such as
changing the lighting or drinking water. By using cutting-edge analytics, employers
may increase focus levels and optimize the workplace environment to help workers
be more productive. According to an expected $57 billion office sector smart product
market by 2025, we are just on the very beginnings of a smart product industry for
the workplace [11].

To an employee or company, creative IoT (Internet of Things) technologies have
the potential to provide more decision-making power in both their day-to-day and
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long-term tasks. Conventional wisdom: Not only may these gadgets assist improve
workplace efficiency, but they can also save company’s money by decreasing the
overall and financial expenses [12].

13.7 Conclusion

The purpose of this conceptual study is to offer a critical examination of the Internet
of Things (IoT) and how it affects employee and organizational performance in
a practical setting. We examine the literature on the Internet of Things, including
what it is, why it is important, what it has historically been, its benefits, pros and
cons, security and privacy issues, and its impact on organizational performance,
and we conclude that a better understanding of how the Internet of Things will
impact the ways that organizations and employees conduct their business is required.
In computing, the internet of things, also known as IoT, is a networked system
of interconnected computing devices such as mechanical and digital machineries,
objects, animals, and people that are all assigned unique identifiers and have the
ability to transfer data over a network without the need for direct human or human-
to-computer communication.
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Abstract The study explores the tracking and practices essentiality in hospitals and
health facilities, because related infections, such as higher risks and acceleration of
illness, can have significant effects on health care. Human observers tracking and
Practices have problems of their own, such as loss of observation concentration,
accumulation of human mistake and expert deformation. In this investigation, the
results of two internet-based techniques for controlling the hand hygiene of medical
personnel during patient visits were carried out and evaluated. As base stations and
smart phones, we employed ESP modules as mobile nodes and calculated the range to
be located in the patient’s room using Bluetooth RSSI values. We analyzed the RSSI
in the proximity solution from a sensor host measured on different ESP nodes/module
and used the premise that the sensor host is nearest to the ESP node which offers the
maximum RSSI values. We utilized the RSSI value to measure the location between
mobile nodes and every ESP node in the trilateration method and we applied the
trilateration technique to identify the mobile node inside the room. Our tests have
shown that 20% of the solution based on proximity was erroneous, whilst the 8% of
the solution based on trilateration was erroneous.
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14.1 Introduction

Research study has revealed that health care workers (HCW) are linked to the number
of hand hygiene (HH) infections in health-care institutions (HI) (HAIs). Moreover,
the larger the conformity to HH is, the less the number of HAIs increases. As the
method for how and when based on HI standards is well-defined, conformity may be
automatically verified and Tracking. Tracking and practicing is crucial because of
the various implications of HAISs. First of all, death increases and secondly morbidity
increases. In this approach, patients and their families get unconsidered charges. In
addition, in many nations across the world, they have major economic repercussions.
Therefore, the HH monitoring and monitoring is of considerable relevance, from
both the humanitarian and economic point of view of the corresponding author.
Surveillance, tracking, and measurement of HH conformity is conducted through the
use of observers. The standard is regarded. However, it also has its own problems.
Complications such as loss of observational concentration, accumulation of human
mistake, and occupational deformation may be dealt with. Researchers identified
several strategies and ways of handling these instances [1].

This includes the computation of consumption to sterilize materials to mark
HCWs with electronic equipment according to its location. We propose in this
study a technique combining localization tracking with the communication skills
of the web (Internet-of-things). Our System can recognize the place of HCW in the
patient room with Bluetooth low energy (BLE) beacons and ESP modules. And so,
it chooses to complete HH action by comparing the determined location with the
handwashing/Sanitation locations. This provides a means of alternate patrolling of
humanly controlled HH [2].

14.2 Objective

In this topic we deeply talk about Approach based on nearness, Approach based on
fraternization. Three intersecting circles to calculate the location and the trilateration
methodology block definition diagram (BDD), Assessment and debate (Tables 14.1
and 14.2), Categorization of hand hygiene occurrence and Categorization of tracking
using hand hygiene.

Table 14.1 Research

Situation | Model assumption | Designs identified | Mistakes
resulted for an approach
based on trilateration 1 pl, p2, pl, ¢, p2 c,p2,pl,c,pl,p2 |1

2 pl,c,p2,pl,c pl,p2,c,p2,pl,c |0

3 p2,c,pl,c,p2 p2,c,pl,c,p2 1

4 c,pl,c,pl, p2 c,p2,pl,c,pl,p2 |0

5 ¢, p2,pl,c,p2 ¢, p2,pl,c,p2 1
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Tablg 14.2 Thef fearness Situation | Model assumption | Designs identified | Mistakes
technique experiment results
1 pl,p2,pl,c,p2  |pl,p2,pl,c,p2 |1
2 pl.c,p2,pl,c pl.c,p2,pl,c 2
3 p2,c,pl,c,p2 p2,¢c,p2,pl,c,p2 |0
4 c,pl,c,pl,p2 c,p2,pl,c,p2,pl, |1
p2
5 c,p2,pl,c,p2 c,p2,pl,p2,c,p2 |2
05
C
6.0) <@ 6,61

Fig. 14.1 The test bed model in the trial

14.3 Approach Based on Nearness

The ESP node, which gets the greatest RSSI from the mobile node, determines
mobile node position under the implemented proximity approach. ESP nodes in the
environment are deployed regularly for brief scans and communicate the Id to a
server running a Node-Red app, together with its own ID, for Bluetooth devices and
received RSSI values from the devices accessible. Figure 14.1 shows that the test bed
model in the trial Three ESP nodes has been installed in a room and a smartphone.

14.4 Approach Based on Trilateralization

For trilateral estimation approaches, the three known located access sites shown in
Fig. 14.2 are employed. Three ESP32 nodes that scan the region for the mobile
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Fig. 14.2 Three intersecting
circles to calculate the
location [10]

phone RSSI value determine the position of a mobile node in the implementation.
Figure 14.2 shows that three intersecting circles to calculate the location [7-9].

RSSI values are the main variables gathered periodically for calculating three
distance vectors from each Mobile Node access point. Calculated distance vectors
thereby generate three cross-sectional circuits that assist estimate the position of the
device node. The Java programme estimates are calculated. BLE and WiFi capa-
bilities are employed for this purpose. ESP32. The data gathered is sent over TCP
connection to a server using ESP32. As stated in Section IV-A, the data are parsed.
Figure 14.3 shows that The trilateration methodology block definition diagram
(BDD) [11].

In order to enhance the precision of the Java programme’s estimate, the mean RSSI
value is also calculated. Active areas are identified to discover where the doctor is
positioned in order to obtain more trustworthy findings. These areas are the beds of
the patients. If a doctor is near or near a bed, the estimates are marked by the results.
For example, if a physician is in patient 1 and the predicted co-ordinates are inside
this field, then the estimated results succeed [12].

Fig. 14.3 The trilateration
methodology block
definition diagram (BDD) Localization
l ES32 \ l Server \
7 B
l C++ Code \ l Java Code \
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Trilateration demands that a mobile node is visible since barriers impact the signal
intensity in the surroundings. Based on RSSI, assessment of distances might produce
false estimates of weaker signals. The atmospheric constant should be addressed in
order to produce a more accurate estimate. The trial and error approach are calculated
in this study [13].

14.5 Assessment and Debate

We have developed a test bed in a room with two patient beds (pl and p2) and
a laundry/washing station for evaluation of techniques described in the preceding
Section 3 ESP nodes and a mobile nodes (c). An ESP Node was installed on each
bed and an ESP Node was also placed next to the cleaning station. For addressing
the patient and cleaning station we utilized a Smartphone to mimic an HCW and
create 5 distinct scenarios. The examining arrangements and predicted arrangements
in the nearness solution are shown in Table 14.1. Scan 1, patient 1, patient 1, cleaning
station, 2 following patient visits the HCW (carrying the smart phone) and remains
for approximately 30 s at every place [14—16].

Table 14.1 illustrates the pattern of visiting the solution based on trilateration
and its estimated patterns. Without any improper detection, the trilateral solution
has estimated the right position of the mobile node in Situation 1. In situations 2
and 4, the trilateral solution was recorded in the wrong patient visit 2 and all sites
were accurately identified without improper detection in situation 3 and 5. With
the 25-location visitors, the trilateration technique reported 2 inaccurate detections,
resulting in 8% failure [17].

Table 14.2 indicates that the predicted sites match the expected pattern using
the nearness-based method. Likewise, the characteristics for situation 2 that were
identified and predicted are the same, which implies the mobile device’s nearness
approach has assessed its proper position without defect. Situation 3, though, records
1 erroneous visit for patient 2 in the developed application. We have 2 wrong patient
visits recorded in situation 4. The application finally logged 1 wrong visit for patient
2 in situation 5. There are 5 distinct places to visit per situation, leading to 25 places to
see in total. Five erroneous visits were recorded for 25 visits based on the proximity
technique, which gives 20% failure for the full trial [18].

14.6 Categorization of Hand Hygiene Occurrence

At this point, we recognized all individuals in the hospital unit on their tracks (i.e.
position on the global ground plane). Finally, hand hygiene activities are detected
and linked to a specific path. In other words, every path must be labelled clean or
unclean. When you implement one of the many gel distributors in the hospital, a
person gets clean.
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14.7 Variability of the Learned Perspective

Real-world sensors are often susceptible to mistakes. Construction teams and services
professionals place detectors that change in angle and location, usually deliberately
or not. To offer a non-interference-based visual system for tracking the activity of
hand hygiene, our model has to be resistant to these variations. By predicting the
hand location and deriving a front body outline, we increase this depth picture. The
posture network is a twin network and the categorization module employs motion
information to make modifications in the backdrop. A binary forecast is the output of
the classifier of hand hygiene: whether or not a hand dispensation event has happened.

Conventional counterrevolutionary network designs are not stable in general. This
problem is addressed by an implicit transfer learning: a space transformers network
that can convert any input characteristic map in space [19].

14.8 Categorization of Tracking Using Hand Hygiene

Our objective is to build a system that understands the hospital in its entirety. A
tracking system can’t grasp coarse granular motions by itself, and it’s insufficient
to understand human behaviour over time. The outputs of these devices need to
be fused. This is a challenge with spatial time matching, where we have to match
detection of hand hygiene with certain recordings. We must match it to a single track
for each classification of manual hygiene (i.e. dispenser is utilized). A connection
between both the classification and tracking system happens, when a track T meets
two requirements:

(a) Track T comprises points P(x, y) that occur at some moment at the very same
time as hand hygiene recognition E.

(b) The sensor accountable for the recognition event E is physically close to at
least one-point p—step P. The threshold of closeness around the patient’s door
determines this.

If many paths fulfil these conditions, then we break links by choosing the one
closest (x, y) to the door.

14.9 End Result

Our model’s ultimate output is a T-list of paths where each track consists of a list
(t, x, y, a), with ¢ indicating the time stamp, x, y indicating the 2D ground plane
coordination, and an indication of the current action or occurrence labelling. From
T, the conformance rate may be calculated or the basis of assessment metrics can be
compared.
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14.10 Conclusion

To overcome the problem of hand hygiene compliance in hospitals, two alterna-
tive indoor location alternatives were introduced. As ground stations and mobile
cellphones, ESP modules/nodes were employed, and Bluetooth RSST measurements
were used to calculate ESP Nodes and Mobile Nodes are separated by this distance.
We simply looked at the RSSI from the mobile node recorded in several ESP node
systems and picked the nearest ESP node by checking for the highest RSSI value of all
ESPs in the Nearness solution. Using the trilateration methodology, the RSSI values
are employed in the trilateral approach to compute the distance between mobile nodes
and each ESP node, as well as to identify the mobile node in the room. Three ESPs
and one mobile node were used to build up a test bench (representing a HCW). In
a room we have conducted five distinct scenarios to compare the performance of
both techniques. In our studies, the closeness solution reported 20% wrong locations
visited whereas the closeness solution showed 8% to be more dependable than the
closeness solution.
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Chapter 15 ®)
A Detailed Exploration of Artificial e
Intelligence and Digital Education

and Its Sustainable Impact on the Youth

of Society

Korakod Tongkachok, Baig Muntajeeb Ali, Madhurima Ganguly,
Sonu Kumar, M. Malathi, and Muthukumar Subramanian

Abstract Artificial intelligence is a software-based modern technology that helps to
improve the communication system. Therefore, by using artificial intelligence some
digital applications are launched for education digitally. Thus, the use of artificial
intelligence and digital applications for education has increased during the COVID-
19 pandemic situation. As all the institutions, colleges, and schools were closed for
a certain time due to the pandemic situation; the stoppage of studies was impacting
the productivity of the students. Therefore, the digital applications and artificial
intelligence help the students to continue their education through those applications.
Apart from that, these applications and systems for digital education impact the
youth of the society largely. The students have to stay in their homes and they
can use these digital applications to continue their education and this impacts their
communication skills. Along with that, there are a lot of beneficial sites of artificial
intelligence and sustainable impacts on the youth of the society. On the other hand,
the purpose of this particular research study is to analyse the sustainable impacts
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of artificial intelligence and digital applications of education on the youth of the
society. Artificial intelligence has a great impact on the education system. Therefore,
the advantages and disadvantages of the uses of artificial intelligence in education
are analysed in this particular research study. Furthermore, the researcher has used
several types of methods and techniques for collecting and analysing more data and
information about the particular research topic. Thereafter the researcher has used
the secondary methods and sources for collecting data about artificial intelligence
and its impacts on youth of the society. Apart from that, the research has used the
qualitative techniques for analysing all the collected data in this particular research
study in a proper way.

15.1 Introduction

In contemporary times, Artificial intelligence (Al technology) as a software has
helped in fighting and enhancing the field of education. In both business and education
Al currently remains high in demand and has the opportunity to sustain for the
long term. Due to the constant development of the world, modifying technology is
always acceptable and beneficial in increasing knowledge as well as skill. Mainly
in the educational field, the emergence of every new technology has proved vital
for supporting society and the economy. The digital education action plan is an
inclusive, high-quality, and accessible digital platform of learning. It is considered
as an important approach in developing learning areas for an individual student [1].

Al technology has proved its impact on social media and online games. Recent
works have concentrated on the development of digital technology frameworks for
educational organizations along with educators. Due to the enhancement of higher
education more effectively the majority of educational sectors are involved in the
adoption of Artificial Intelligence in their education process. It has been mentioned
by several researchers that developing an effective future technological framework
can help in modifying both personal and social development. In this study, the
impact of Artificial Intelligence and digital education on the youth of the society
will be discussed to understand its value to establish a better future opportunity in
this competitive world [2].

15.2 Literature Review

15.2.1 Concept of Artificial Intelligence (Al) and Digital
Education

Artificial intelligence is a technological machine that is capable of understanding
different languages, thinking individually, and solving problems. Basically, it is
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a computer system that properly organizes intelligent beings to provide better
outcomes. It is managed by following a particular scientific discipline and it has
three hierarchically connected levels regarding human behaviour. As stated by Yigit-
canlar et al. [12], the ability to change society can help in bringing revolution and
provide a better structure. As learning is a highly significant element in this current
provision, Al technology can provide a great support in this area [3-9].

UNESCO, which is the International advisory Board, also supports Al software
in leading the educational development [11]. UNESCO has declared near about five
areas where Al can be implemented in the educational field. It includes develop-
ment of value, empowers teaching, educational management, learning assessment,
and learning opportunity. As argued by Pham et al. [10], getting high quality and
accessible knowledge regarding education, digital education is recognized as most
supportive. Accompanied with multimedia along with mobile phones, the education
process can be sustained properly whilst staying long distances [10].

15.2.2 Impact of Artificial Intelligence (Al) and Digital
Education on the Youth of the Society

In the context of education of this current decade, education has become more chal-
lenging and competitive. At this moment, Al technology adoption in the educational
field has been considered than any other approach. As per the view of Mhlanga [9],
Al has shown immense potential in all walks of life even in education by supporting
both teachers and students. Accompanied with development data, educational quality,
the entire educational system can be updated with the help of Al technology [11]
(Fig. 15.1).

Based on The New Education Policy 2020, Al adoption in the education process
has made 6.6 % development in India [2]. Personalized learning and predictive quality
is capable of maintaining due to with Al technology in the education system. Utilizing
digital platforms within Al software has become more flexible in this recent decade.
As argued by Yu [13], due to this pandemic situation, delivering long distance educa-
tion through digital platforms has proved easy and profitable within Al involved in
the education program. The youth of this generation can get a better experience of
digital platforms to learn with artificial intelligence technology [12] (Fig. 15.2).

15.3 Methodology

Due to conducting a particular research approach, it is important to select an appro-
priate method. Similarly, to evaluate the ideology of the entire relevant collected
data, the researcher has identified a positivism research philosophy will be a better
approach. As utilizing a positivism research philosophy can support a research topic
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Fig. 15.1 Educational development by adopting Al. Source Influenced by Mhlanga [9]

Fig. 15.2 Research
methodology. Source o Quantitive
Self-created Positivism reserach strategy

Collection of
numerical
data

Collection of
accurate and
valuable data

to develop its quality and reliability this philosophy will assist the researcher in a
correct way. As proposed by Fuchs [5], this philosophy can help in gaining a better
knowledge and understanding regarding the topic of artificial intelligence and digital
platforms.

In addition to this, in order to legitimize the research objectives, the research study
has used a descriptive research design to explain the research goals and objectives.
After justifying the research objectives, the possibility of getting appropriate research
outcomes has been increasing a lot. As stated by Akyol and Ustaoglu [1], accom-
panied with justified research objectives the research will be capable of adopting a
descriptive research design to make it approachable and understand the appropriate
relationship between different study variables [13].

Apart from this, the researcher has selected a quantitative research strategy to
conduct the research further forward. According to Li et al. [8], it is capable of
delivering the aspect to recognize the appropriate variables amongst various criteria



15 A Detailed Exploration of Artificial Intelligence ... 143

Fig. 15.3 Justification of
selecting methodology.
Source Self-created
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to make the selected study more suitable and authenticate. In this scenario, to lead
with artificial intelligence in the digital education system, this strategy can provide
a potential shape to figure out the accurate data and information.

Therefore making a study valuable, it is important to select an effective data
collection method that will help the study to be developed and perfect. In this scenario,
the researcher has chosen a secondary quantitative data collection method to collect
valid and relevant data to get better outcomes. As observed by Hsu [7], this method
is helpful in gathering relevant information and knowledge to mitigate the existing
problems. The researcher has collected data and information related to Al technology
and digital education systems depending on books, journals, newspapers, articles,
and websites. In addition, as it is capable of reducing time and cost, the researcher
has found this data collection method as helpful (Fig. 15.3).

15.4 Result and Discussion

15.4.1 Online Learning is a Part of Digital Education

Accompanied with currently available technologies, it has been understood simply
that a digital platform is the only option that can help in the forward-thinking process
and develop the education system. The digital platform signifies the system that is
included in the electronic systems, tools, and devices. Utilizing technology when the
education quality can be improved and modified, it is called the digital education
system. As opposed by Blayone et al. [4], it helps to broaden and increase across all
curriculum learning areas. Due to the COVID-19 pandemic situation, the demand
for digital education has become highly significant. It is the way to make forward to
gain knowledge and learning within a flexible way and help to solve the issues that
occur in the education system. Thus, this Al technology remains expensive for many
institutes; it can help in establishing a strong support by providing a better online
experience.
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Fig. 15.4 Impact of Al technology on the youth of society. Source Self-created

15.4.2 Future Opportunities with Artificial Intelligence

The majority of sensible educational sectors have partnered with artificial intelligence
in order to recognize the lessons successfully. As the students have to stay in their
homes due to the COVID-19 situation, they can use these digital applications to
continue their education and this impacts their communication skills. As observed
by Bachtiger et al. [3], it has a lot of advantages in the criteria of artificial intelligence
and it impacts on the youth of the society. The utilization of artificial intelligence
and digital applications has increased in a wide range during the pandemic situation.
As almost all schools and colleges are closed for a certain time, this has a great
opportunity to sustain for a long-term issue. Along with this, it is available for 24 x
7 which is identified as another positive element for its sustainability (Fig. 15.4).

15.5 Recommendations and Conclusion

15.5.1 Recommendations

Depending on the entire study, it can be recommended that by adopting artificial
intelligence software, the quality and value of education can be developed. Recog-
nizing the educational risk, the implementation of Al technology can be beneficial
by providing a potential solution. As opined by Goyal et al. [6], by boosting the
transparency in the education system the digital platform can play a supportive role
in providing education. In the activity of implementing Al technology in the digital
platform, it needs to adopt training regarding the new artificial intelligence society.
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In addition, building bridges and increasing communication, the development of
artificial intelligence, and the digital education system can be executed.

15.5.2 Conclusion

Based on the entire study, it can be stated that during COVID-19 pandemic situation,
the digital education system has occupied a wide space in the education system.
This approach will be beneficial within the collaboration of Artificial Intelligence
(AI technology), as it is an effective software that is capable of handling several
issues individually. Moreover, this study will be helpful for the researchers to under-
stand both the advantages and disadvantages of Artificial intelligence in the digital
education system to balance educational satisfaction.
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Chapter 16 ®)
Review Paper: Combined Study oo
of Oceanography and Indigenous

Method for Effective Fishing

Zalak Thakrar and Atul Gonsai

Abstract Thereis acomplex question for fishermen these days due to various factors
such as shortage of fish in the sea. Due to this scarcity of fish in the Pacific Ocean, our
fishermen are forced to ship in the neighboring countries for fishing. They are caught
and taken hostage during fishing in the maritime boundary of other countries because
of lacking sufficient information. As a result, they have to spend a long period in
imprisonment of other countries, leaving behind their family in a pathetic condition.
In order to avoid all these problems, we can use the machine learning technique
to inform the fishermen about the places to go for fishing based on the scientific
parameters derived from Ocean Color website of the satellite (MODIS-Aqua and
MODIS-Terra Sensor) give you (Ocean Surface Temperature (SST), chlorophyll
content) and many others. We also use Indigenous technique (Survey, Questioner,
data collection from government agency/Private Fisheries agency) based on that
two methodology out proposed system will analyze the data in machine learning
technique using Ensemble method based on python, also our android application
provides an intelligent boundary alert (IBAL) to fishermen and helps to navigate
within fishing zone with the help of Google map using android smart phone.

16.1 Introduction

In India, Gujarat has largest coastline length from all other state it has around 992
miles (1596 km) long, along with from all other port Porbandar has only the first all-
weather 24 x 7 port which is located at (21.6417° N, 69.6293° E) [1] and Gujarat’s
coastline is known for its fishermen. Many of the people there depend on fishing for
their livelihood, but the problem of fishermen is increasing day by day due to the
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shortage of fish in the seas which is a major cause of increasing sea pollution, such as
the chemical water of the companies. Other reasons such as small size of fishermen’s
nets due to premature catching of small fishes lead to shortage of fishermen. This
makes fishing a difficult problem for fishermen. Due to which fishermen have to
spend maximum time in the sea. So that related expenses like diesel, rations, time
etc. are wasted and fishermen have to go farther to catch fish, which is why fishermen
often reach the boundary of other countries to fish unknowingly. In earlier Indigenous
methods are used when technology was not used, fishermen went fishing keeping
in view the water type, wind direction, sun, moon, and wind direction. In which
high tides and low tides in water were considered as the main factor. We will try
to reduce the problem by using modern technology in place of tradition technology.
For this we will be able to give him potential fishing zone information about the
places where fishing can be done using Ensemble method (Indigenous + scientific
method) based on both technique applied using machine learning algorithm [2] tolled
used in python. We use python library to provide a PFZ location on Map, also the
research alert to fishermen boundary line using his smart phone GPS, furthermore
the application shows the border distance.

16.2 Materials and Methods

16.2.1 Study Area

The study is conducted in the Arabian Sea water of Porbandar at Gujarat State,
India Country (see Fig. 16.1). This area is situated of the Gujarat Coast fisheries
management area and is a major fishing ground for fishermen on the west coast of
India. It is an area with significant fishing potential in India. With overall productivity
of Gujarat’s second largest catching area and available fish resources off Mumbai in
the 50—100 m water depth, and Location of potential thread fin bream resources (Rani
fish) between Maharashtra and Gujarat coast in the depth range of 100—200 m have
also been explored during the survey. Horse mackerel supplies occur in significant
amounts beyond the traditional operating limit of industrial boats. Other deep sea
tools such as Priacanthidae (Bulls eye), Drift fish, and Scad can be found in large
amounts between 50 and 100 m deep. Cuttlefish supplies are found in south of
Maharashtra and off the coast of Gujarat. Off the coast of Gujarat, there are ribbon
fish stocks, India in the depth range of 30-70 m, Deep Sea Marine Resources on the
Gujarat Seaboard Coastal Plain and Slope [3].
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LOCATION MAP STUDY AREA
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Fig. 16.1 Study area in the Arabian Sea water of Porbandar Gujarat State India (Self Source)

16.2.2 Types of Methods

In this study data should be analyzed with the help of daily fisheries collected data
and also examine these data using two type of method (1) Scientific method (see
Table 16.1). (2) Indigenous method (see Table 16.2).
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Table 16.1 Scientific parameter used in research with help of different satellite website and weather

forecast website [4-7]
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Attribute/Parameter Description Satellite/Sensor/Website
SST—(Sea Surface Average, highest, and lowest AVHRR-NOAA-18
Temperature) temperature (Monthly) (https://oceancolor.gsfc.nasa.

gov/)

Chl—Chlorophyll

Average, highest, and lowest
chlorophyll (Monthly)

MODIS-TERRA
(https://oceancolor.gsfc.nasa.
gov/)

Humidity Average pressure, average https://www.esrl.noaa.gov/
humidity, and lowest relative
humidity (Monthly)

Wind speed Average, maximum, and https://developer.nrel.gov
minimum wind speed

Wind direction Most frequent direction and max | https://developer.nrel.gov
direction speed of wind speed
(daily)

Sunshine/Sunrise Daily season wise sunshine and | https://www.timeanddate.com/
sunrise timing

Tide Low tide and high tide data https://incois.gov.in/
(daily)

Current Daily mean sea surface current NOAA-14/AVHRR-2

data

https://podaac.jpl.nasa.gov/

Table 16.2 Indigenous technique to collect data from different research methodology [8]

Indigenous technique

Description

Field survey

In field survey we collect the tradition method
used by fishermen to catch fish based on
Sample-based fishery survey

Questioner survey

We will prepare fishing survey to collect data
for train model

Government agency/Private Fisheries agency

Collected data from Government agency for
month wise report for fish catches by fishermen
and exported fish

16.2.2.1 Scientific Method

With the help of scientific method data are collected from satellite based on sensor

and other parameter used (see Table 16.1).

SST and Chl—a level 3(4 km) standard features extract data were taken and

collected from multiple cloud services from July 2010 to 2021 (see Table 16.1).
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GUJARAT COASTAL FISHING SEASON
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Fig. 16.2 Gujarat Coastline fishing season time line [9]

16.2.2.2 Indigenous Method

With the help of indigenous method data are collected with different terminology
(see Table 16.2).

Both data will be gathered around the Arabian Sea based on the fishing season, as
(see Fig. 16.2) of the Gujarat coastline between 2010 and 2020. The catching weight
(kg), fishing location (latitude and longitude), and used gears have all been collected.

16.3 Literature Survey

In this paper, the researcher can try to get a powerful tool for potential fishing zone
which is basically based on the aspects like the chlorophyll-a (CHL) and the temper-
ature of the sea surface (SST). This paper also tries to reduce the time to find the
potential fishing zone in ocean area. We may also use the automatic technique which
has been developed to calibrate and validate the development of frequent maps of
planned good fishing grounds in near-real time for the FEDERPESCA fleet. The
same technique could be developed for other seas as well [10].

Psychological fish trap scaling was proposed as a way to implement the expe-
rience among fishery workers into an automated FCP. According to questionnaire
reports on classification error tolerance, fisherman continues to assess errors for only
small catches. The Weber—Fechner law was also enhanced to calculate the psycho-
logical fish capture. GBDTs are being equipped in a psychological error minimiza-
tion lane change. When the fish catches were small, this method was successful in
reducing prediction errors (e.g., for the end period of fishing). As a consequence
of this discovery, the proposed psychological measure may be useful in developing
forecasts that are suitable for fishermen [11].
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As per the research studies, the data which are retrieved from the images which
are provided by the satellite such as Land sat Enhanced Thematic Mapped 8 (ETM+),
Moderate Resolution Imaging Spectra radiometer (MODIS), MODIS-AQUA. This
study shows the research done from the Vembar and extended to the Tuticorin coast-
line. The retrieved pre-processed and then the data on SST and CC are retrieved.
The pre-processing of data is done using various feature in R and using Arc-GIS
10.2.1 software. The rank is given to the retrieved data to get the result of the High
PFZ/Low PFZ/Medium PFZ/High. With the help of this study, fisher man can reduce
their 30-70% of time and it also reduces the fuel cost, manpower, fishing duration
[12].

It concludes the Searching of PFZ on the basis of the various features of the ocean.
The data are also derived from the satellite and get analyzed. Net Ekman transport,
measured in the forward and backward components of the wind in reference to the
frontal angle, is helpful for PFZ area monitoring and potential shifts. The retrieved
data got analysis with the help of the proposed algorithm and bio-physical model.
The gradient approach is used for the identifying the thermal power of the ocean. The
eddies in the oceans indicate the sign of the PFZ. The advantage of the respective
model which is used in this study is that, it is available continuously and provides
the PFZ [13].

In the proposed system’s architecture the AIS, VHF collection, micro controller,
voice module, loud speaker, and ultrasonic sensor are the main components. This tool
was provided to help fishermen in staying within their nation’s borders. There will be
two modes of operation for the AIS system. AIS acts as a transceiver in active mode
and as a receiver in passive mode. The AIS is set to passive mode by coast guards,
but it is triggered by fishermen. This paper proposes an integrated novel strategy for
fishermen’s survival based on GPS and AIS [14].

It concludes that the proposed android application helps to save the lives of the
fisherman and stop them to cross the maritime boundary. The latitude and Longitude
are set in the application which gives alert to the fisherman when they’re crossing
the Line so that they can stop over there and save their life [15].

This paper has researched the potential and no potential fishing areas based on the
regular fishing are using the various models and techniques and algorithm. Proposed
Model is used to get the result of the data and respective proposed framework of
it. 87.11% result has been derived from the proposed model on the basis of the
oceanographic characteristic such as SST and SSC. The result shows that heuristic
rule model has been outperformed on the proposed data-mining framework. In Future,
with the help of oceanographic Characteristic they’ll try to provide more prediction
method to enhance the prediction performance [16].

In previous days fishermen could not easily find out the borders and had no
proper information about climatic condition. With the help of this paper, we can
easily identify the border and continuous monitoring of climatic condition using
LoRa wireless technology and wind speed sensor. As a consequence, fishermen can
easily recognize national sea barriers, stopping them from entering their territories.
As an effect, their lives have been saved, and good relations with neighboring nations
were established. Consequently, vessel theft can be safely charged [17].
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As a conclusion the crossing of the boundary is prevented. This developed the
system with the various technologies such as GPS, and also use IOT devices to
prevent maritime boundaries alert. A revered mechanism is used to stop the engine
of the boat if it crosses the boundary. The United Nations Convention on the Law
of the Sea (UNCLOS) introduced and established the maritime border structure,
and the nations are divided by the International Maritime Boundary Line (IMBL)
boundaries. If the boat crosses the threshold, a warning is sent to the boat via the
LCD and alert system, as well as to the nearest coastguard. The bouncy castle was
designed with the aid of the machine. Up to 74% of cases are avoided [18].

The app developed in the Android is useful to save the life of the fisherman and
as it helps to track their position. It also gives an alert to the fisherman if he is
crossing the border. The position of the phone is identified based on the mobile’s s
International Mobile Equipment Identity (IMEI) number which will be sent along
with the lat. and lon. coordinates. It also provides the alarm to ring if any issue or
problem occurs in the sea [19].

16.4 Discussion

The goal of the study is to provide a fishing location based on SST and CHL analysis
with addition to use Indigenous method approach used by traditional fisherman. We
will implement and predict the fishing location using machine learning algorithm
and provide a location with the help of Google map in smart phone. This research
also provides the boundary alert system to fisherman. In the current paper we give
introduction about the problem faced by fisherman during fishing and what are the
parameter we have to take care for good fishing for fishermen to catch fish from ocean
bases of remote sensing in the field of oceanography. We have collected the different
parameters based on two types of methodology (Scientific 4+ Indigenous Method). In
Scientific method we provide the major Four Parameter that are (satellite time-series
derived parameter from Level 3 browser with MODIS aqua and tera sensor on the
basis of periodically daily data with resolution of 4 km dataset of resolution, Wind
direction, Low/High tide data, Ocean Current, etc.) and in indigenous method we
have also used field survey, questionnaire survey, government/private agency data
along with dissuasion about and intelligent boundary alert for fisherman.

16.5 Conclusion

In the future, researcher can research how the machine learning algorithm will
be applied in Oceanography parameter as well as on indigenous parameter for
predictions fishing spots.
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